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Corona virus disease-2019 (COVID-19) is a pandemic caused by novel coronavirus. COVID-19
is spreading rapidly throughout the world. The gold standard for diagnosing COVID-19 is
reverse transcription-polymerase chain reaction (RT-PCR) test. However, the facility for RT-
PCR test is limited, which causes early diagnosis of the disease difficult. Easily available
modalities like X-ray can be used to detect specific symptoms associated with COVID-19.
Pre-trained convolutional neural networks are widely used for computer-aided detection of
diseases from smaller datasets. This paper investigates the effectiveness of multi-CNN, a
combination of several pre-trained CNNs, for the automated detection of COVID-19 from X-
ray images. The method uses a combination of features extracted from multi-CNN with
correlation based feature selection (CFS) technique and Bayesnet classifier for the prediction
of COVID-19. The method was tested using two public datasets and achieved promising
results on both the datasets. In the first dataset consisting of 453 COVID-19 images and 497
non-COVID images, the method achieved an AUC of 0.963 and an accuracy of 91.16%. In the
second dataset consisting of 71 COVID-19 images and 7 non-COVID images, the method
achieved an AUC of 0.911 and an accuracy of 97.44%. The experiments performed in this
study proved the effectiveness of pre-trained multi-CNN over single CNN in the detection of

COVID-19.
© 2020 Nalecz Institute of Biocybernetics and Biomedical Engineering of the Polish
Academy of Sciences. Published by Elsevier B.V. All rights reserved.

1. Introduction

Coronavirus disease 2019 (COVID-19) is a kind of viral
pneumonia which is caused by severe acute respiratory
syndrome coronavirus 2 (SARS-CoV-2). It is one among the

three respiratory disease outbreak caused by the coronavirus,
other two being severe acute respiratory syndrome (SARS) and
Middle East respiratory syndrome (MERS). As on 7th of May
2020, more than 3.5 million cases of COVID-19 and 250,000
deaths due to the disease have been reported by the World
Health Organization (WHO) [1]. WHO has listed COVID-19 as a
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Public Health Emergency of International Concern (PHEIC) [2].
There is an urgent need for early diagnosis of the disease to
prevent further spreading and control the death toll. The gold
standard for diagnosing COVID-19 is reverse transcription-
polymerase chain reaction (RT-PCR) test [2,3]. However, the RT-
PCR testing facility is inadequate in most of the areas hit by the
COVID-19 outbreak [3]. COVID-19 is characterized by a lung
infection in the post of the patients [4]. Easily available
modalities like X-ray and CT can be used for detecting lung
infections [4]. Itis proven that X-ray and computed tomography
(CT) scan can be used effectively for the diagnosis of COVID-19
[5]. However, manual reading of X-ray and CT scan of a large
number of patients could be time-consuming. A computer-
aided diagnosis method could assist the radiologists in
predicting COVID-19 from X-ray and CT-scan images [3].

Convolutional neural network (CNN) has shown promising
results in the area of computer-aided detection and diagnosis
of various diseases. CNN requires a large amount of data for
training from scratch. In the case of medical images, it is
difficult to obtain a huge number of labelled images. In such
cases pre-trained CNNs trained on a large number of natural
images like ImageNet can be used [6]. Pre-trained CNNs were
earlier used successfully in diagnosis of prostate cancer [7,8],
breast cancer [9], brain diseases [10], leukemia [11], etc. to
name a few. Pre-trained CNN is also found successful in
predicting COVID-19 [12-14]. This paper presents a method for
the prediction of COVID-19 using features extracted from
multiple pre-trained networks.

The paper is organized as follows. Section 1.1 discusses the
related works in the area of computer-aided detection of
COVID-19. Section 1.2 describes the contributions of the
proposed method. Section 2 describes the proposed multi-
CNN, feature selection technique and classifier. Section 3
discusses the results achieved using various combinations of
multi-CNN. The section also analyzes the results achieved
using various classifiers in comparison with the proposed
classifier. Section 4 explains the conclusions reached based on
the experimental analysis.

1.1. Related works

Recently, a number of papers were published in the area of
computer-aided detection of COVID-19 using pre-trained
CNNs from X-ray and CT images. Shi et al. [3] performed a
detailed review of the state-of-the-art computer-aided tech-
niques for the detection of COVID-19 from X-ray and CT scans.
Narin et al. [12] used Resnet-50 for predicting COVID-19 from a
balanced set of 50 COVID-19 and 50 non-COVID cases.
Castiglioni et al. [13] used Resnet-50 for classification of
COVID-19 and non-COVID instances using a balanced dataset
of 250 COVID-19 cases and 250 non-COVID cases. Hemdan
et al. [14] employed Densenet to predict COVID-19 from a
balanced dataset of 25 COVID-19 and 25 non-COVID images.
Panwar et al. [15] proposed a transfer learning based model,
nCOVnet, which adds 5 custom layers to VGG 16 network. The
method used 142 COVID-19 images and 142 normal images.
Pereira et al. [16] used features extracted using InceptionV3 in
combination with texture features extracted using local binary
pattern (LBP), elongated quinary patterns (EQP), local direc-
tional number (LDN), locally encoded transform feature

histogram (LETRIST), binarized statistical image features
(BSIF), local phase quantization (LPQ) and oriented basic
image features (OBIFs). Training data was resampled in order
to solve the class imbalance problem. The method used multi-
class classification to classify images into COVID-19, normal,
MERS, SARS, Varicella, Streptococcus and Pneumocystis. The
total samples used were 1144 out of which 90 images belong to
COVID-19 category. Toraman et al. [17] used a capsule network
with 4 convolution layers and a primary capsule layer. The
method used 231 COVID-19 images, 1050 pneumonia images
and 1050 images with no-findings.

The above-mentioned methods use X-ray images for the
computer-aided detection of COVID-19. Few recent works also
prove the effectiveness of CT scans in the detection of COVID-
19. He et al. [18] performed transfer learning on a CT dataset,
containing 349 COVID-19 CT scans and 397 normal CT scans.
The method proposed a novel transfer learning technology
called self-trans that learns features that are robust to
overfitting. Mei et al. [19] used two CNN models (one for slice
selection and another one for diagnosis) in combination with
clinical data to predict COVID-19 using CT scans. Shan et al.
[20] proposed a deep learning based scheme that uses 'VB-Net'
, @ modification of V-Net architecture for the segmentation of
COVID-19 affected areas in chest CT scans. The method used
CT scans of 249 subjects for training and 300 subjects for
validation. Chen et al. [21] proposed a Residual Attention U-Net
for the segmentation of COVID-19 affected areas in CT scans.
The dataset used for the method contains 110 CT images. Chen
et al. [22] further proposed a contrastive learning technique to
train an encoder for the detection of COVID-19 from CT scans.
Fan et al. [23] proposed a model that employs implicit reverse
attention and explicit edge-attention for the segmentation of
COVID-19 infected areas in CT scans.

In this work, we have chosen to use X-ray for COVID-19
detection as X-ray is cost-effective compared to CT scans.

1.2.  Contribution of the proposed method

The aforementioned methods have used a single pre-trained
CNN to predict COVID-19 from a balanced dataset. The
discriminatory features extracted from each pre-trained
network will be different. Combination of features extracted
from pre-trained CNN is expected to improve the performance
of computer-aided diagnosis systems. The proposed method
explores a combination of features from multiple CNNs for the
diagnosis of COVID-19.
The proposed method has the following contributions:

i. The method uses a multi-CNN comprising of several
pre-trained CNNs for the extraction of features from chest
X-ray images for the diagnosis of COVID-19. Most of the
existing methods have used a single pre-trained CNN.

ii. The method uses a combination of multi-CNN with
correlation-based feature selection (CFS) and Bayesnet
classifier. No existing state-of-the-art methods have
employed multi-CNN, CFS based feature selection and
Bayesnet classifier for the diagnosis of COVID-19.

iii. Most of the existing works have used a small dataset
whereas the proposed method used a relatively large
number of COVID-19 cases.
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2. Materials and methods
2.1. Dataset

The method was implemented using two COVID-19 public
datasets. The first dataset created by Cohen et al. [24] consists
of 560 chest X-ray images. The 560 chest X-ray images were
composed of 453 COVID-19 and 107 non-COVID images. 107
non-COVID images consists of either bacterial pneumonia or
viral pneumonia. Images with no findings were excluded. 390
chest X-ray images of viral and bacterial pneumonia taken
from a Kaggle dataset [25,26] were added to the 107 non-COVID
images to make the dataset a balanced one. The combined
dataset (DATASET-1) consists of 950 images of which 453 are
COVID-19 and 497 are non-COVID.

The second dataset consisting of 71 COVID-19 and 7 non-
COVID chest X-ray images was taken from Kaggle [27]. The sub
classification of non-COVID images are not available. For
performing experimental analysis Dataset-1 was used due to
its larger size. To confirm robustness of the method, the results
of both Dataset-1 and Dataset-2 are considered. Fig. 1 show
sample COVID-19 X-ray images.

2.2. Feature extraction

The multi-CNN architecture used in the proposed method
consists of a set of pre-trained CNN. Each CNN used in the
method was pre-trained using Imagenet [28] which has more
than a million natural images belonging to 1000 different
classes. Different combinations of pre-trained CNNs are used
for feature extraction. CNN consists of three basic layers:
convolution, pooling and fully connected layers [29]. Convo-
lution layers perform feature extraction by convolving the
input image with a set of learned kernels. The layer typically

consists of a combination of convolution operation and
activation function. The convolution operation between an
image I of dimension p x q and a kernel W of size x x y that
produces a feature map s is defined by the following dot
product:

=Y > Ixy).W(p—x)(p-y) (1)
x 'y

The output of the convolution layer is then passed through
a non-linear activation function. The most common non-
linear activation function used is the rectified linear unit
(ReLU) and its variant Leaky ReLu. ReLu is represented as:

ij o i
i Skn ’ If skn >0
fsga) = ) (2)
0, if s}, <0
where sgn is the input at location (i, j) on the nth feature map at
kth layer. Leaky ReLu is represented as:

ij e o
fsh) :{ o y s’f">0 (3)
B SZH ’ IfSZHSO
where sgn is the input at location (i, j) on the nth feature map at
kth layer and g is the slope of negative linear function [30].
The pooling layer is used to reduce the spatial resolution of
the activation map and thereby reducing the number of
parameters. Pooling helps to decrease the computational cost
and over-fitting. Max-pooling and average pooling are the
most common methods of pooling.
Every neuron in the previous layer are connected to a fully
connected (FC) layer. Features generated by the previous layer
are flattened in a feature vector by the FC layer. It then

Fig. 1 - The four X-ray images in first row corresponds to COVID-19 and the images in second row corresponds to non-COVID.
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performs weight updates to improve the predicting ability of
feature vector.

Densenet201 [31], InceptionResnetV2 [32], Shufflenet [33],
Resnet-101 [34], Darknet-53 [35], MobilenetV2 [36], Nasne-
tLarge [37], Xception [38], VGG-19 [39] and Squeezenet [40] are
the pre-trained networks used for experimental analysis in
this work. The input X-ray images used in this study are of
different formats. The dimension of input images also varies.
The input size of Densenet-201, Shufflenet, MobilenetV2, VGG-
19 and Resnet-101 are 224 x 224 whereas that of Inception-
ResnetV2 and Xception are 299 x 299. The input size of
Nasnetlarge, Darknet-53 and Squeezenet are 331 x 331,
256 x 256 and 227 x 227, respectively. The size of the X-ray
images presentin the datasets vary. Before passing the images
to the pre-trained networks a preprocessing is done to make
the size of images uniform and also to replicate the colour
channels of the grayscale images in the dataset. The images
are scaled using bilinear interpolation to make them compati-
ble with input size of the pre-trained network. Features are
extracted from the last fully connected layer of the pre-trained
CNNs with 1000 neurons. Each pre-trained CNN produces a
feature matrix of size n x 1000, where n is the number of X-ray
images. The feature matrices of the muti-CNN are combined
together to form a feature matrix of dimension n x 1000m,
where m is the number of pre-trained networks used in the
multi-CNN. The best performing multi-CNN of this study used

Squeezenet

Xception

5 pre-trained CNNs (Squeezenet, Darknet-53, MobilenetV2,
Xception, Shufflenet) to produce a feature matrix of dimension
950 x 5000.

Sample activations using last convolutional layer of
Squeezenet, Darknet-53, MobilenetV2, Xception and Shuffle-
net is shown in Fig. 2.

2.3. Feature selection

Feature matrix of size n x 1000m is passed to a feature
selection unit for selecting the most distinguishing features.
A correlation-based feature selection (CFS) algorithm [41] in
combination with subset size forward selection (SSFS), a linear
forward selection based search technique [42] was utilized to
determine the optimal feature subset. CFS evaluates the merit
of a subset of features by considering the individual predictive
ability of each attribute along with the degree of redundancy
among them. Merit of a subset of features is given by:

nre.

M= e “)
n-+nmn—1)ry

where n is the number of features present in the subset, r¢ is

the mean feature correlation and r;. is the average value of

feature intercorrelation. The numerator of the equation repre-

sents ability of a set of features in predicting a class whereas

Darknet-53

Shufflenet

Fig. 2 — Sample activations. Each image contains sixteen tiles corresponding to sample activations of the original image.
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the denominator indicates redundancy among them. After
computing the merit of subset of features, SSFS based search
is performed. SSFS performs an interior cross-validation to
determine the effectiveness of feature subsets. A linear for-
ward selection (LFS) is performed on each fold. To estimate the
optimal subset size, scores achieved on the test data for each
subset size are averaged and subset size with highest average
is chosen. Search terminates at the optimal subset size. Final-
ly, a linear forward selection up to the optimal size of subset is
conducted on the whole data.

CFS in combination with SSFS reduces the dimensionality
of features from n x 1000m to n x p, where p is the reduced
number of features. The algorithm reduced the dimension of
feature vector corresponding to the best performing multi-
CNN of this study from 950 x 5000 to 950 x 45.

2.4.  BayesNet classifier

Consider a set of variables, V=m4, ..., m, where n>1.
A Bayesian network G over a set of variables V represents a
network structure Gs, and a set of probability tables Gp [43]. Gs
is a directed acyclic graph (DAG) over V.

Gp = {p(vlpa(v))lveV} ©)

where pa(v) is the set of parents of v in Gs. A Bayesian network
indicates the following probability distribution [43].

P(V)= ][ plpa(v)) (6)
veV
Let m =mq, my, ms, ..., m, be a set of attribute variables. A
classifier g : m — cis a function that maps an instance of mto a
class c. For using Bayesian network as a classifier, argmax.P(c|m)
is computed using the distribution P(V) [43].

The feature matrix of dimension n xp is passed to a
Bayesnet classifier which classifies the images into COVID-19
and non-COVID categories.

Architecture of the proposed method is shown in Fig. 3.

3. Results and discussions
3.1 Experimental setup

The experiments were performed using a core i7, GTX 1060 6GB
GPU. Feature extraction was performed using MATLAB 2020a
and classification using Weka 3.6. Area under the receiver
operating characteristic curve (AUC) along with accuracy are
used as the major performance metrics. Precision, recall and F-
measure in predicting COVID-19 class are used as the
auxilliary performance measures.

3.2.  Classification results

A ten-fold cross-validation was performed on both the
datasets. The results achieved are shown in Table 1. Confusion
matrices corresponding to the results are given in Fig. 4. ROC
curves corresponding to results are shown in Fig. 5. The
method achieved considerable performance in both the
datasets. 446 among the 453 instances of COVID-19 cases
were classified correctly in Dataset-1, achieving a recall of
98.5%. One except all among the 71 COVID-19 cases were
predicted correctly in Dataset-2 achieving a recall of 98.6%. The
recall obtained in predicting non-COVID cases were 84.5% and
85.7% respectively, in Dataset-1 and Dataset-2. The method
achieved a precision of 85.3% and 98.4% respectively, in
predicting COVID-19 and non-COVID images of Dataset-1. It
further achieved a precision of 98.6% and 85.7% in predicting
COVID-19 and non-COVID images of Dataset-2. Feature

CNN 1
CFS
FEATURES
SESS]
CNN 2
CONV 1 LLELLEH FEATURES
: COVID-19
CNN n:
B % BAYESNET
CLASSIFIER
: : CONV 1 e FCE
NON-COVID
X-RAY IMAGES PRE-TRAINED MULTI-CNN

Fig. 3 — Architecture of the proposed method.
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Table 1 - Results achieved using various datasets.

Dataset Precision Recall F-measure AUC Accuracy
Dataset-1 [24] 0.853 0.985 0.914 0.963 91.1579
Dataset-2 [27] 0.986 0.986 0.986 0.911 97.4359
Confusion Matrix Confusion Matrix

8 Covid 446 7 0.985 Covid 71 1 0.986

%

®

¥ Non-Covid| 77 420 | 0845 Non-Covid| 1 6 0.857

0.853 0.984 0.912

Non-
Covid
ovt Covid
Output Class

0.986 0.857 0.974

Non-

Eovid Covid

Output Class

Fig. 4 - Confusion matrices corresponding to Dataset-1 and Dataset2. The bottom-most diagonal elements indicated in yellow
colour represent accuracy. Elements in right most columns represent recall and bottom most rows represent precision.

ROC Curves for COVID-19 vs. non-COVID classification
T
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False positive rate

Fig. 5 - ROC curves corresponding to results achieved in Dataset-1 and Dataset-2.

extraction, feature selection and training the classifier using
Dataset-1 required a computational time of 165.33 s. Testing
using 10% of the images (96 images) required only 15.8136 s.
Feature extraction, feature selection and training the classifier
using Dataset-1 required a computational time of 18.91s.
Testing using 10% of the images of DATASET-2 required only
3.02s.

3.3.  Parameter setting

Default parameter settings were used for all the pre-trained
networks used for creating multi-CNN.

Tables 2 and 3 displays the parameter settings of the
feature selection method and Bayesnet classifier in WEKA.
The algorithm used to determine the subset size was set
to sequential minimal optimization (SMO). The number of

cross-validation folds used for subset size determination was
set to 5. The algorithm for determining the conditional
probability tables of the Bayes network was set to simple
estimator algorithm. Parameter alpha used for determining
the conditional probability tables of the Bayes network was set
to 0.3. The search algorithm for searching the network
structures was set to hill-climbing algorithm, K2.

3.4.  Selection of search algorithm associated with feature
selection technique

Three algorithms, SSFS, best first and greedy stepwise were
compared to select the best performing one. Best first and
greedy stepwise algorithms achieved the same results in
combination with CFS. Best performing algorithm among the
three was SSFS. Even though SSFS achieved a slightly lower
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Table 2 - Parameter settings of CFS.

Subset size evaluator Kernel Number of Seed
CV folds
SMO Polynomial 5 3

Table 3 - Parameter settings of Bayesnet.

Estimator Alpha Search algorithm

Simple estimator 0.3 K2 hill climbing algorithm

recall compared to other algorithms, it achieved better
precision, F-measure, AUC and accuracy than the other two
algorithms. The results achieved using the three algorithms
are displayed in Table 4.

3.5. Comparison of the proposed pre-trained multi-CNN
with single pre-trained CNN

Experiments were conducted on features extracted using
different combinations of pre-trained networks. The results of
various combinations of pre-trained CNNs are shown in
Table 5. The experiments show that combinations of multiple
pre-trained CNNs outperform that of single CNN. Among the
combinations of pre-trained CNNs we experimented with, two
multi-CNNs composed of 5 pre-trained networks and three
multi-CNN composed of 4 pre-trained networks achieved an
AUC above 95% and accuracy of 90% or above. A multi-CNN
which uses a combination of features extracted from 5
different pre-trained networks (Squeezenet, Darknet-53, Mobi-
lenetV2, Xception, Shufflenet) achieved the best performance.
The multi-CNN achieved an AUC of 96.3% and accuracy of
91.1579%. Results achieved using single pre-trained CNNs
were less compared to most of the multi CNNs composed of 3
or more pre-trained CNNs. All single pre-trained networks
could achieve an AUC of less than 95% and accuracy less than
90% only. The best performing single CNN was MobilenetV2.
Even though MobilenetV2 achieved an AUC of 94.2%, its
accuracy was less than 90% only. The experimental analysis
proves the efficiency of pre-trained multi-CNN over single pre-
trained CNN.

3.6.  Comparison of results achieved using various
classifiers

Table 6 displays the results achieved using various classifiers
in combination with the best performing multi-CNN
composed of 5 pre-trained CNNs. Only Bayesnet achieved
an accuracy above 90%. All other classifiers could achieve

an accuracy below 90% only. Bayesnet, NaiveBayes, Logisti-
cRegression, Random Forest, ADTree and NBTree achieved an
AUC above 90%. SVM and AdaBoostM1 could achieve AUC
below 90% only. Bayesnet achieved better precision and F-
measure than the other classifiers. However, the recall
achieved by Bayesnet was slightly lower than that achieved
by NaiveBayes, SVM and AdaBoostM1l. The experimental
analysis proves the efficiency of Bayesnet classifier in
combination with multi-CNN and correlation-based feature
selection technique for the detection of COVID-19.

3.7. Comparison with other state-of-the-art methods

Most of the existing methods used a small dataset for
classification whereas the proposed method used a relatively
large dataset. The method was further tested in a second
dataset and achieved promising results in both the datasets.
The number of images and validation techniques used by the
various state-of-the-art methods are different. Table 7 shows
the number of images and validation method used by the
various authors. Table 8 displays the results of other major
state-of-the-art methods along with the proposed best
performing multi-CNN (Squeezenet+Darknet-53+Mobilenet
+Xception+Shufflenet). A fair comparison of results is not
possible due to the difference in the datasets, performance
metrics and the validation techniques. However, it is note-
worthy that the proposed method has proven its effectiveness
in arelatively large dataset consisting of 453 COVID-19 images.
The number of COVID-19 images used by the other methods is
considerably less. The method by Panwar et al. [15] achieved a
recall of 0.972 in a balanced dataset of 142 COVID-19 and 142
normal images. The result was achieved on a held-out test
dataset consisting of 30% of the images. Toraman et al. [17]
achieved a precision of 0.916, recall of 0.96, F-measure of 0.938
and an accuracy of 91.24% based on 10-fold cross-validation
performed on 231 COVID-19 images and 500 images with no-
findings. The method by Narin et al. [12] achieved a recall of
0.96, F-measure of 0.98 and an accuracy of 98%. However, the
method was implemented on a small balanced dataset of 50
COVID-19 and 50 non-COVID images. [13] used a balanced
dataset of 250 COVID-19 and 250 non-COVID images to achieve
a recall of 0.78 and an AUC of 0.98. The proposed method
achieved a better recall and AUC in both the datasets. Zhang
et al. [44] achieved a recall of 0.96 and AUC of 0.95 using 100
COVID-19 images and 1431 non-COVID images. However, the
result was based on splitting the dataset into training and
testing data and not based on cross-validation. Hemdan et al.
[14] achieved a precision of 0.83, recall of 1.00 and F-measure of
0.91 using a small balanced dataset of 25 COVID-19 and 25 non-
COVID images. The result was based on a held-out test dataset
obtained by partitioning the datasetinto 80% training data and

Table 4 - Comparison of results achieved using various search algorithms in combination with proposed feature selection

technique. Results obtained using the best performing algorithm is indicated in bold.

Search algorithm Precision Recall F-measure AUC Accuracy
SSFS 0.853 0.985 0.914 0.963 91.1579
Best first 0.817 0.998 0.899 0.912 89.2632
Greedy stepwise 0.817 0.998 0.899 0.913 89.2632
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Table 5 - Comparison of results achieved using various pre-trained networks in combination with proposed classifier. Best

results achieved using multi-CNN is indicated in bold.

Network Precision Recall F-measure AUC Accuracy
Squeezenet+Darknet-53+MobilenetV2+Xception+Shufflenet 0.853 0.985 0.914 0.963 91.1579
Darknet-53+MobilenetV2+Resnet-101+NasnetLarge+Xception 0.839 0.969 0.9 0.959 89.6842
Shufflenet+Darknet-53+Mobilenet+Resnet-101+NasnetLarge 0.826 0.974 0.894 0.952 88.9474
Resnet-101+NasnetLarge+Xception+VGG-19+Squeezenet 0.833 0.98 0.901 0.952 89.6842
Densenet-201+InceptionResnetV2+Shufflenet+Darknet-53+MobilenetV2 0.846 0.967 0.902 0.952 90
Densenet+InceptionResnetV2+Shufflenet+Darknet-53 0.837 0.951 0.89 0.944 88.8421
Squeezenet+Darknet-53+MobilenetV2+Xception 0.842 0.985 0.907 0.962 90.4211
Squeezenet+Darknet-53+Shufflenet+Xception 0.837 0.987 0.906 0.955 90.2105
InceptionResnetV2+Shufflenet+Darknet-53+MobilenetV2 0.846 0.969 0.903 0.951 90.1053
Squeezenet+Darknet-53+Shufflenet 0.815 0.971 0.886 0.943 88.1053
Squeezenet+Darknet-53+MobilenetV2 0.826 0.974 0.894 0.948 88.9474
Darknet+InceptionResnetV2+MobilenetV2 0.847 0.951 0.896 0.954 89.4737
Densenet-201+Darknet-53 0.815 0.98 0.89 0.931 88.4211
Darknet-53+InceptionResnetV2 0.84 0.929 0.883 0.94 88.2105
Squeezenet+Shufflenet 0.809 0.971 0.883 0.933 87.6842
Densenet-201 0.809 0.947 0.873 0.924 86.8421
Darknet-53 0.8 0.956 0.871 0.919 86.5263
InceptionResnetV2 0.806 0.96 0.876 0.918 87.0526
MobilenetV2 0.83 0.956 0.888 0.942 88.5263
NasnetLarge 0.819 0.936 0.873 0.906 87.0526
Resnet-101 0.814 0.958 0.88 0.925 87.5789
Shufflenet 0.813 0.971 0.885 0.925 88
Squeezenet 0.803 0.934 0.863 0.908 85.8947
VGG-19 0.816 0.949 0.878 0.914 87.3684
Xception 0.817 0.985 0.893 0.91 88.7368

Table 6 - Comparison of results achieved using various classifiers in combination with the proposed network. Results

achieved using proposed classifier is shown in bold.

Classifier Precision Recall F-measure AUC Accuracy
Bayesnet 0.853 0.985 0.914 0.963 91.1579
NaiveBayes 0.83 0.989 0.902 0.947 89.7895
SVM 0.822 0.989 0.898 0.897 89.2632
LogisticRegresion 0.846 0.909 0.877 0.941 87.7895
AdaBoostM1 0.81 0.998 0.894 0.898 88.7368
Random Forest 0.828 0.987 0.9 0.94 89.5789
ADTree 0.828 0.938 0.88 0.922 87.7895
NBTree 0.84 0.96 0.896 0.949 89.3684

Table 7 - Number of images and validation techniques used by the various state-of-the-art methods.

Method Number of images Validation

Multi-CNN 453 COVID-19 vs. 497 non-COVID (Dataset-1) 10-fold CV

Multi-CNN 71 COVID-19 vs. 7 non-COVID (Dataset-2) 10-fold CV

[17] 231 COVID-19 vs. 500 no-findings 10-fold CV

[15] 142 COVID-19 vs. 142 normal 70% data for training and 30% testing
[12] 50 COVID-19 vs. 50 normal 5-fold CV

[13] 250 COVID-19 vs. 250 non-COVID 10-fold CV

[13] Training: 250 COVID-19 vs. 250 non-COVID Testing: 74 COVID-19 vs. 36 non-COVID
[44] 100 COVID-19 vs. 1431 non-COVID 2-fold CV

[14] 25 COVID-19 vs. 25 non-COVID 80% data for training and 20% testing

Number of images and validation techniques used by the proposed method are indicated in bold.

20% test data. Unlike cross-validation, testing on a held-out mentioning. The method performs classification between
test dataset does not ensure the robustness of the method. COVID-19 and non-COVID X-ray images only. It is not tested
in a multi-class classification scenario where the images can
3.8. Limitations of the proposed method be classified as COVID-19, normal and pneumonic. The
method does not perform segmentation of the infected region.
Even though the method produced good results in a The combinations of all multi-CNNs are not explored in the

considerably larger dataset, it has few limitations worth paper. It is left to the readers and other researchers to explore



1444

BIOCYBERNETICS AND BIOMEDICAL ENGINEERING 40 (2020) 1436-1445

Table 8 - Results reported by various state-of-the-art methods. Results achieved using the proposed method is indicated in

bold.

Method Precision Recall F-measure AUC Accuracy
Multi-CNN (Dataset-1) 0.853 0.985 0.914 0.963 91.1579
Multi-CNN (Dataset-2) 0.986 0.986 0.986 0.911 97.4359
[17] 0.916 0.96 0.938 = 91.24
[15] = 0.972 = = =

[12] = 0.96 0.98 = 98

[13] (10-fold CV) 0.81 0.78 = 0.89 =

[13] (test dataset) 0.89 0.80 - 0.81 -

[44] = 0.96 = 0.95 =

[14] 0.83 1.00 0.91 = =

more combinations of pre-trained CNNs for the prediction of
COVID-19. Being more economical and easily available
modality compared to CT scans, the proposed method focused
on COVID-19 detection using X-ray images. As a future
research direction we propose the use of multi-CNN to extract
features from CT scans for the detection of COVID-19 and other
lung infections.

4, Conclusion

In this paper, the effectiveness of pre-trained multi-CNN in
predicting COVID-19 from X-ray images is investigated. A
combination of features extracted from several pre-trained
networks in combination with Correlation-based Feature
Selection technique and Bayesnet classifier is employed in
the method. The best performing multi-CNN used in this study
employs a combination of 5 pre-trained CNNs: Squeezenet,
Darknet-53, MobilenetV2, Xception and Shufflenet. Results
prove the effectiveness of pre-trained multi-CNN over pre-
trained single CNNs. Experimental analysis performed using
two public datasets show that pre-trained multi-CNN in
combination with CFS and Bayesnet is effective in the
diagnosis of COVID-19.
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