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Background
Accounting for nearly 10 million deaths in 2020, cancer is a 
leading cause of death worldwide and the second leading cause 
of death in the United States.1,2 Extensive research has been 
devoted to improving tools for cancer diagnosis and prognosis 
and developing targeted cancer therapies. The accumulation of 
publicly available cancer data has enabled the development of 
machine learning and deep learning models in several areas of 
clinical oncology including classification of tumor types and 
molecular subtyping of cancers.3

One such resource is the Genomic Data Commons (GDC), 
a unified repository and cancer knowledge base that includes 
several cancer genome programs such as The Cancer Genome 
Atlas (TCGA).4,5 By harmonizing data from different pro-
grams and incoming submissions from researchers, the GDC 
provides a robust and growing dataset to enable precision 

oncology research. As more data enters GDC, it is important 
to address any data ambiguity that may arise with the clinical 
and/or sample metadata associated with genomics data. A 
machine learning or deep learning model that can predict with 
high accuracy the primary tumor type from RNA-seq data can 
help identify any misclassified primary tumor types, provide 
the precise primary tumor type of more generalized or missing 
primary tumor types, and differentiate any samples that do not 
express similar expression profiles to the assigned primary 
tumor type for further analyses.

Several machine learning and deep learning models have 
been developed for tumor classification of RNA-seq data. For 
example, Ahn et al.5 built a fully connected deep neural network 
(DNN) to differentiate tumor versus normal samples. Similarly, 
Park et al.6 constructed PathDeep, a biological function struc-
ture based DNN, to discriminate between cancer and normal 
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tifying genetic factors that can inhibit or slow tumor progression. There have been efforts to categorize primary tumor types with gene 
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tissues. Others such as Li et al.7 and Lyu and Haque8 devel-
oped models that can perform individual tumor type classifica-
tion. Li et al. combined a k-nearest neighbors (KNN) algorithm 
with a genetic algorithm to attain at least 90% accuracy for 
predicting 31 TCGA cancer types while Lyu et al. utilized a 
convolutional neural network (CNN) model to achieve 95.59% 
accuracy for 33 TCGA types. Mostavi et al.9 also used CNN-
based models to produce an accuracy of 93.9% to 95.0% among 
34 classes (33 TCGA cancer types and a normal group. Ramirez 
et al.10 established 4 models with a graph convolutional neural 
network (GCNN) to obtain above 94% accuracy for classifying 
samples as one of 33 TCGA cancer types or as normal, similar 
to Mostavi et al.

To create a tool that can perform quality control (QC) on 
RNA-seq samples, we selected the CNN model inspired from 
the Tumor Classifier 1 (TC1) resource11 developed under Pilot 
1 of the Joint Design of Advanced Computing Solutions for 
Cancer ( JDACS4C) program established by the U.S. 
Department of Energy (DOE) and the National Cancer 
Institute (NCI) of the National Institutes of Health.12 We first 
downloaded TCGA RNA-seq data of 32 primary tumors from 
GDC. Based on the sample distribution of the primary tumors, 
we developed 2 types of 1D-CNN models that can either clas-
sify 17 primary tumor types that had at least 300 samples or all 
32 primary tumor types regardless of sample size. In addition, 
we also experimented with the number of genes or features of 
the models to determine the accuracy of the models when all 
60K genes or all 19K protein coding genes are used. In total, we 
had 4 different 1D-CNN models that had an overall accuracy 
of 94.7% to 97.6% on the test dataset. Given the performance 
values, we created a Python-based deep learning classification 
tool called TULIP (TUmor CLassIfication Predictor) incor-
porating our 1D-CNN models to serve as a QC tool for the 
cancer research community. Lastly, we tested the use of our tool 
on kidney cancer RNA-seq data from the Clinical Proteomic 
Tumor Analysis Consortium (CPTAC), also available on 
GDC. In addition to being a QC tool, TULIP can potentially 
be used for predicting primary tumor types of samples with 
unspecified or unknown primary tumor diagnosis.

Methods
Gene expression data collection and preprocessing

We downloaded RNA-seq data expressed as FPKM-UQ, 
where FPKM-UQ is the upper quartile of the number of frag-
ments per kilobase per million mapped reads for 9,025 and 
10,940 samples corresponding to 17 and 32 primary tumor 
types respectively from GDC (February 2022). Supplemental 
Table S1 lists the number of samples per primary tumor type. 
We utilized the gdc-RNA-seq-tool13 to download and merge 
individual RNA-seq data files. We then developed an in-house 
Python script (version 3.7.12) to convert the FPKM-UQ 
expression values to TPM (transcripts per million) and nor-
malized the TPM values by applying log10 transformation. 
The scikit-learn package (version 1.0.2)14 was used to split the 

data randomly into training (80%), validation (10%) and test 
(10%) datasets. We encoded the primary tumor types using the 
OneHotEncoder() function (Supplemental Figure S1).

Since the RNA-seq files from GDC contain all 60,483 
genes, we created 2 additional datasets containing only 19,758 
protein coding genes for both 17 and 32 primary tumor types. 
The links to the lists of genes, which are organized alphanu-
merically based on their Ensembl IDs, for both all the genes 
and protein coding genes only are provided in Supplemental 
File 1 along with queries used to obtain the data from GDC.

To test the performance of our models with unknown data, 
we obtained 277 RNA-seq samples from CPTAC (February 
2022) that are associated with kidney cancer. The samples and 
metadata are listed in Supplemental File 2.

Dimensionality reduction (t-SNE) analysis

To visualize how the samples from different primary tumor 
types may cluster, we employed t-distribution stochastic neigh-
bor embedding (t-SNE), a non-linear dimensionality reduction 
technique used for visualizing high dimensional datasets in a low 
dimensional space.15 The t-SNE analysis, using default scikit-
learn package parameters, was performed on the top 1,000 
highly variable genes from the log10 transformed TPM datasets 
of both the 17 and 32 primary tumor types with all the genes.

CNN model construction and implementation

We created 4 CNN models with the same underlying architec-
ture as that of the TC1 resource11 mentioned above (Figure 1). 
The main differences between each model are the number of 
genes for the input layer and the number of primary tumor 
types in the output layer. For the sake of simplicity, the names 
of the models will be referred to as the following:

•• 19,758 protein coding genes as input and 17 primary 
tumor types: CNN-17-PC

•• 60,483 genes as input and 17 primary tumor types: 
CNN-17

•• 19,758 protein coding genes as input and 32 primary 
tumor types: CNN-32-PC

•• 60,483 genes as input and 32 primary tumor types: 
CNN-32

The CNN models were implemented using Keras (version 
2.4.3).16 All the models included two 1D convolutional layers, 
2 maximum pooling layers of size 10, two fully connected (FC) 
layers with 200 and 20 nodes respectively, and the output layer. 
Each convolutional layer contained 128 filters of kernel size 20 
and stride of 1. The rectified linear unit (ReLU) activation 
function was used for all hidden layers, while softmax was used 
for the output layer. We used categorical cross-entropy as the 
loss function. To address overfitting of the models, 10% drop-
out was applied to all the FC layers. The model was trained 
with a starting learning rate of 0.1, a stochastic gradient descent 
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(SGD) optimizer, and a batch size of 20. We also used 
“ReduceLROnPlateau” to reduce the learning rate when the 
cross-entropy loss stops improving after 10 epochs as the model 
trained for a maximum of 400 epochs. NVIDIA V100 GPUs 
were used for training the CNN models.

Model performance evaluation metrics

To evaluate the 1D-CNN models during training, we tracked 
model accuracy and loss value at every epoch to optimize and 
identify the best performing model. To compare the perfor-
mance of all 4 models, we used accuracy using Keras’ evaluate() 
function on the training, validation, and test datasets. To find 
the largest predicted probability, we implemented the argmax() 
NumPy function on each sample in the test dataset to identify 
the predicted primary tumor type. We assessed the performance 
of the models on the test dataset with the weighted average of 
precision, recall and F1 score to account for class imbalance 
using the number of true positives (TP), true negatives (TN), 
false positives (FP) and false negatives (FN). The formulas for 
calculating precision, recall, and F1 score are below.

Precision: TP/(TP + FP)

Recall: TP/(TP + FN)

F1 score: 2×(Recall × Precision)/(Recall + Precision)

Results
Distribution of primary tumor types in GDC

The histogram (Figure 2) shows the sample distribution of 32 
primary tumor types. The number of samples ranges from 45 
(cholangiocarcinoma (CHOL)) to 1,220 (breast invasive car-
cinoma (BRCA)). Due to the class imbalance of the primary 
tumor types, we created 2 types of models. In one model, we 

considered all the primary tumor types regardless of the num-
ber of samples. For the second model, we selected primary 
tumor types with high representation in the dataset, with a cut-
off of greater than 300 samples, resulting in 17 primary tumor 
types being represented.

Visualization of RNA-seq data using t-SNE

Next, we used t-SNE to visualize the RNA-seq data of 17 and 
32 primary tumor types (Figures 3 and 4, respectively). In both 
figures, distinct clusters corresponding to many of the primary 
tumor types can be observed. This indicates that unique gene 
expression profiles can be used to differentiate primary tumor 
types; however, there is some overlap of samples associated with 
certain primary tumor types based on tissue type or cell type. 
For example, some of the lung squamous cell carcinoma (LUSC) 
samples can be found within the lung adenocarcinoma (LUAD) 
cluster (Figures 3 and 4). In Figure 4, there is complete overlap 
of rectum adenocarcinoma (READ) and colon adenocarcinoma 
(COAD) samples. Samples for bladder urothelial carcinoma 
(BLCA), head and neck squamous cell carcinoma (HNSC), 
cervical squamous cell carcinoma and endocervical adenocarci-
noma (CESC), and LUSC tend to group together based on cell 
type in both figures. It seems that samples originating from 
similar tissue types such as the lung for LUSC and LUAD or 
similar cell types such as carcinoma for BLCA, CESC, HNSC, 
and LUSC might play a significant factor in the similarity of 
these samples’ gene expression profiles. Even though there are 
several primary tumor types that may be hard to differentiate 
with any classifier, the high number of clusters provide a strong 
level of confidence that most primary tumor types can be clas-
sified correctly. Additionally, primary tumor types with small 
sample sizes, such as adrenocortical cancer (ACC), form their 
own clusters, indicating that sample size may not be a limiting 
factor for some primary tumor types to be classified.

Figure 1. Architecture of 1D convolutional neural network for primary tumor type classification of RNA-seq data.
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Figure 2. Histogram representation of sample distribution of the data obtained from GDC. The orange bars represent the primary tumor types with 

number of samples >300, while the blue are <300 samples each.

Figure 3. t-SNE of 17 primary tumor types using the top 1,000 highly variable genes.
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Performance evaluation of 1D-CNN models

The overall training accuracy of all 4 models ranged from 
98.7% to 100%, and the validation accuracy ranged from 95.2% 
to 97.6% (Table 1). The validation accuracies for the 32 pri-
mary tumor type models were slightly lower than the 17 pri-
mary tumor type models.

We then examined the performance of the 1D-CNN mod-
els on 2 test datasets. The first dataset contained 903 samples 
corresponding to 17 primary tumor types, and the second data-
set contained 1,094 samples corresponding to 32 primary 
tumor types. The overall test accuracies of the models ranged 
from 94.7% to 97.6% (Table 2). The weighted averages of pre-
cision, recall, and F1 score values were all above 90% for all 4 
models. Like the validation accuracies, the test accuracies for 
the 32 primary tumor type models performed slightly lower 
than the 17 primary tumor type models. The difference in per-
formance is most likely attributed to the additional primary 

tumor types with low sample sizes, as well as the greater num-
ber of primary tumor types with highly similar expression pro-
files with other primary tumor types described above. When 
comparing between models for 17 and 32 primary tumor types, 

Figure 4. t-SNE of 32 primary tumor types using the top 1,000 highly variable genes.

Table 1. Training and validation accuracy of all 4 models.

MODEL TRAINING 
ACCURACy

VALIDATION 
ACCURACy

17 Primary tumor types

 CNN-17-PC 1.000 0.973

 CNN-17 1.000 0.976

32 Primary tumor types

 CNN-32-PC 1.000 0.962

 CNN-32 0.987 0.952
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the protein coding gene-based models have marginally better 
accuracy than the all gene-based models.

Accuracy by primary tumor type

Supplemental Table S2 shows the accuracy for each model by 
primary tumor type while Supplemental Tables S3 and S4 
show the precision, recall, and F1 scores. To understand which 

primary tumor types have a tendency to be misclassified, we 
generated confusion matrices for each model as well. From 
Supplemental Table S2 as well as Figure 5 and Supplemental 
Figure S2, the test accuracy was above 90% for 16 of the 17 
primary tumor types for both the CNN-17 and CNN-17-PC 
models. Only LUSC had an accuracy below 90% with 67% 
for CNN-17 and 73% for CNN-17-PC. In Figure 5 and 
Supplemental Figure S2, the most common misclassified 

Table 2. Accuracy, precision, recall, and F1 score for test dataset.

MODEL ACCURACy PRECISION RECALL F1 SCORE

17 Primary tumor types

 CNN-17-PC 0.976 0.970 0.967 0.966

 CNN-17 0.972 0.954 0.951 0.951

32 Primary tumor types

 CNN-32-PC 0.952 0.921 0.931 0.924

 CNN-32 0.947 0.924 0.934 0.927

Figure 5. Confusion matrix of accuracy for 17 primary tumor types and protein coding genes only.
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primary tumor type for LUSC was LUAD. When looking at 
the CNN-32 and CNN-32-PC models, there were some slight 
differences. For the CNN-32 and CNN-32-PC models, the test 
accuracy was above 80% for 28 and 29 primary tumor types 
respectively and 90% for 25 primary tumor types (Supplemental 
Table S2, Supplemental Figure S3, and Figure 6).  The primary 
tumor types with an accuracy of below 80% shared between 
both models include CHOL at 40% and READ at 0%. The 
primary tumor type that CHOL was misclassified as was liver 
hepatocellular carcinoma (LIHC) in the CNN-32-PC model 
while both LIHC and pancreatic adenocarcinoma (PAAD) 
were the main primary tumor types in the CNN-32 model. As 
expected from the t-SNE plot above, all of the test samples for 

READ in both models were misclassified as COAD. In the 
CNN-32 model, the test accuracy for kidney chromophobe 
(KICH) was much lower than the CNN-32-PC model (56% vs 
89% respectively). Interestingly, the accuracy for LUSC was 
slightly better in the 32 primary tumor type models with an 
accuracy of 89% (CNN-32-PC) and 93% (CNN-32), perhaps 
due to random sample selection.

TULIP

For public utility of any of the 4 models, we created a Python-
based tool called TULIP (TUmor CLassIfication Predictor). 
This tool takes as input an RNA-seq count matrix, ideally from 

Figure 6. Confusion matrix of accuracy for 32 primary tumor types and protein coding genes only.
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GDC, expressed as FPKM-UQ and outputs a file containing 
the predicted primary tumor types with their probability scores 
(Figure 7). We provide options for the user to select which 
model to use and to set the minimum probability score thresh-
old for a sample to be classified as a primary tumor type. Based 
on our results of higher accuracy with the protein coding mod-
els, we have set these as the default parameters. The code for 
TULIP can be found here: https://github.com/CBIIT/TULIP.

CPTAC kidney cancer prediction

To observe how our tool would perform on non-TCGA data, 
we downloaded CPTAC RNA-seq data of kidney cancer. We 
then applied all 4 models of TULIP and achieved the best 
results with the CNN-17-PC model. This model correctly 

identified kidney cancer for all 277 samples with 274 samples 
classified as kidney renal clear cell carcinoma (KIRC) and 3 
samples classified as kidney renal papillary cell carcinoma 
(KIRP) (Table 3). Both the CNN-32-PC and CNN-17 models 
performed similarly with nearly 100% accuracy. Interestingly, 
the CNN-32 model, which had 97.8% accuracy, had a different 
breakdown for KIRC and KIRP. This model classified 220 
samples as KIRC and 51 samples as KIRP. Of the samples that 
were not classified as either KIRC or KIRP by any of the mod-
els, the predicted primary tumor types all have carcinoma in 
common along with KIRC and KIRP. This suggests that cell 
type may present a challenge for any model to distinguish pri-
mary tumor types of the same cell type. The predicted primary 
tumor types and the probability scores are provided in 
Supplemental File 2. We highlighted in orange the non-kidney 

Table 3. Count of predicted primary tumor types of CPTAC kidney cancer RNA-seq data for each model with kidney primary tumor types outlined in 
bold.

CNN-17-PC CNN-17 CNN-32-PC CNN-32

Kidney renal clear cell carcinoma 274 273 274 220

Kidney renal papillary cell carcinoma 3 1 2 51

Breast invasive carcinoma 1  

Cervical squamous cell carcinoma and endocervical adenocarcinoma 1

Colon adenocarcinoma 1

Lung adenocarcinoma 3 2

Lung squamous cell carcinoma 1

Pancreatic adenocarcinoma 1

Figure 7. TULIP workflow for preprocessing RNA-seq data and applying one of the provided 1D-CNN models to predict primary tumor type.
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primary tumor types. Overall, TULIP was able to classify the 
kidney cancer samples with high accuracy as well as provide the 
specific type of kidney cancer.

Discussion
The TC1 framework11 was used to develop the 1D-CNN mod-
els with data from TCGA. Our models performed just as well, 
or better, to predict the primary tumor type from RNA-seq 
count data, when compared to similar methods. As other pub-
lished studies have observed using unsupervised clustering 
methods such as hierarchical clustering or dimension reduction 
techniques like t-SNE, certain primary tumor types may be dif-
ficult to differentiate regardless of the number of samples due to 
similar tissue or cell types.17 For example, the expression profiles 
of READ and COAD completely overlapped in our t-SNE 
visualization (Figure 4) even though these samples come from 
different anatomical locations. As expected, our models per-
formed poorly in predicting the correct primary tumor type for 
READ samples. Instead, these samples were classified as 
COAD. Due to their homogeneity, COAD and READ have 
long been considered as a single cancer type, colorectal cancer. 
Efforts are ongoing to identify other molecular characteristics 
using omics data such as proteomic data to distinguish them.18 
With only RNA-seq data, we may have to adopt a similar 
approach to combine these primary tumor types as one.

By not pre-selecting genes to go into the model, contrary to 
previous studies, we ensure that we include genes that may be 
important for differentiating primary tumor types as more data 
is integrated into GDC. This is especially pertinent for pri-
mary tumor types with less representation in the database. 
Even though the high number of features may have added 
noise to the models, we still obtained an overall test accuracy of 
94.7% to 97.6% for all 4 models. In addition, the models had at 
least 80% test accuracy for most of the primary tumor types in 
both the 17 and 32 primary tumor type models on our test 
dataset. However, it is important to note that the ability of the 
models to predict the primary tumor type is limited by the low 
number of samples for several primary tumor types in the test 
dataset. For some of the primary tumor types, we only had 5 
samples. As more data becomes available in the future, updat-
ing these models with additional data will lend more confi-
dence to the models’ prediction accuracy.

To make the models more accessible to the cancer research 
community, we developed TULIP to take RNA-seq data as 
input and to generate the predicted primary tumor types with 
their probability scores. TULIP can be used as a QC tool for 
identifying any samples that may not have a gene expression 
profile that aligns with the primary tumor type attached to the 
sample. Any sample with an incorrect primary tumor type or 
unknown primary tumor type based on the probability score 
threshold set by the user can then be further explored to under-
stand how this sample may be different from its assigned 
primary tumor type. For example, race and sex may lead to 

differences in RNA expression within individual primary 
tumor types. Additionally, TULIP can also provide more spe-
cific information of the primary tumor type for any sample, 
such as the CPTAC kidney data, with broad or unknown pri-
mary tumor types. Even though TULIP was able to predict the 
kidney cancer as the primary tumor type with 100% accuracy 
using the CNN-17-PC model, we do not have information that 
the specific kidney cancer types predicted, KIRC and KIRP, are 
correct. Having this information would have provided more 
support in the prediction accuracy of our models.

At present, the scope of TULIP is to provide quality control 
of tumor tissue type of samples obtained from patients. We 
plan to update the models on a regular basis to improve the 
accuracy of the models as more samples become available. We 
are also interested in incorporating normal versus tumor pre-
diction to TULIP. Previously, our collaborators have developed 
a normal versus tumor classifier using a 1D-CNN frame-
work.19 By adding this classifier as a preliminary step before 
using TULIP or including normal tissue as another class to 
predict within the 4 models may help to better distinguish 
genes unrelated to tissue type in classifying primary tumor 
types. As more data becomes available, we plan to enhance our 
classification framework to address categorization of various 
tumor subtypes. We are also interested in identifying gene sig-
natures that are responsible for tumor classification to provide 
additional information and insights for users of TULIP. Lastly, 
we hope that common data sharing platforms and other data 
processing pipelines would adopt TULIP to assist with validat-
ing tumor tissue types as part of their genomic data submission 
workflows.

Conclusions
We have developed 4 1D-CNN models that can perform pri-
mary tumor type prediction of high dimensional RNA-seq 
count data. All 4 models had at least 94.7% prediction accuracy 
with the best performing model reaching 97.6%. Unlike previ-
ous studies that filtered the genes based on expression levels, 
our models still achieved high prediction accuracy when we 
kept all the genes for our all-gene-based and protein-coding-
based models. To make these models available for the cancer 
research community, we created TULIP. Our tool can be uti-
lized for performing quality control on primary tumor samples 
as well as classifying cancer samples of unknown origin. The 
tool and the source code are publicly available at https://github.
com/CBIIT/TULIP
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