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The unavailability of large amounts of well-labeled data poses a significant challenge in many medical imaging tasks. Even in the
likelihood of having access to sufficient data, the process of accurately labeling the data is an arduous and time-consuming one,
requiring expertise skills. Again, the issue of unbalanced data further compounds the abovementioned problems and presents a
considerable challenge for many machine learning algorithms. In lieu of this, the ability to develop algorithms that can exploit
large amounts of unlabeled data together with a small amount of labeled data, while demonstrating robustness to data imbalance,
can offer promising prospects in building highly efficient classifiers. This work proposes a semisupervised learning method that
integrates self-training and self-paced learning to generate and select pseudolabeled samples for classifying breast cancer his-
topathological images. A novel pseudolabel generation and selection algorithm is introduced in the learning scheme to generate
and select highly confident pseudolabeled samples from both well-represented classes to less-represented classes. Such a learning
approach improves the performance by jointly learning a model and optimizing the generation of pseudolabels on unlabeled-
target data to augment the training data and retraining the model with the generated labels. A class balancing framework that
normalizes the class-wise confidence scores is also proposed to prevent the model from ignoring samples from less represented
classes (hard-to-learn samples), hence effectively handling the issue of data imbalance. Extensive experimental evaluation of the

proposed method on the BreakHis dataset demonstrates the effectiveness of the proposed method.

1. Introduction

Breast cancer is one of the most frequent cancers among
women and the second most common cancer globally, af-
fecting about 2.1 million women yearly. Statistics from a
global cancer report recorded that an estimated 627,000
women died from breast cancer in 2018 [1]. This figure is
approximately 15% of all cancer deaths among women. Also,
a recent report from the American Cancer Society’s forecast
for 2019 predicts that there will be almost 286,600 new cases
of invasive breast cancer, about 63,930 new noninvasive
cases, and about 41,760 deaths among women in the United
States [2]. This worrisome trend necessitates the need for
automated breast cancer detection and diagnosis [3].
Computer-aided detection or diagnosis (CAD) systems can
contribute significantly in the early detection of breast

cancer. Early detection is vital as it can help in reducing the
morbidity rates among breast cancer patients [4].

Existing manual methods for breast cancer diagnosis
include the use of radiology images in identifying areas of
abnormalities. These images, however, cannot be used to
accurately determine cancerous areas [5]. Biopsy [6] does
help to identify a cancerous area in an image. Breast tissue
biopsies help pathologists to histologically assess the mi-
croscopic structure and elements of breast tissues. The
outcome of biopsy still requires a histopathologist to double-
check on the results since a confirmation from a histopa-
thologist is the only clinically accepted method. However,
since the diagnosis provided by biopsy tissue and hema-
toxylin and eosin stained images is nontrivial, there is often
some disagreements on the final diagnosis by histopathol-
ogists [7]. The drawbacks associated with the methods
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mentioned above drive the need for computer-aided systems
for breast cancer diagnosis systems to improve diagnosis
efficiency, increase the diagnosis concordance between
specialists, reduce time, and lessen the burden on histopa-
thologists [4, 8].

Deep convolutional neural networks (CNNs) have
achieved tremendous successes in several disciplines in-
cluding but not limited to object detection [9, 10], segmen-
tation [11], and classification [12, 13]. Recent advancements in
machine learning and deep learning in medical diagnosis are
motivating lots of research in the classification of breast
cancer histopathological images [14, 15]. The build nature of
CNNs makes them capable of learning hierarchical feature
representation from categorical data, and this is the under-
lying principle behind the success of CNNs in accomplishing
tasks. In the specific case of breast cancer classification,
existing work in the literature has adopted CNNs in achieving
state-of-the-art results. Some of these methods mentioned in
the literature are based on hand-engineered features [16-18].
However, methods that rely on hand-crafted features are
inefficient and not robust, and they merely extract sufficient
features that are beneficial in classifying histopathological
images, not to mention that the entire process is a laborious
and computationally expensive one. Other methods men-
tioned in the literature adopt deep learning approaches for
classifying breast cancer histopathological images. Deep
learning methods offer a better alternative to methods that
rely on hand-engineered features, achieving excellent per-
formances in many classification tasks [19-22]. Convolutional
neural networks in particular have achieved state-of-the-art
performances in classifying breast cancer histopathological
images. In [23], the authors compared two machine learning
schemes for binary and multiclass classification of breast
cancer histology images. In the first approach, the authors
extracted a set of hand-crafted features via bag of words and
locality-constrained linear coding. They trained these features
with support vector machines. Next, they experimented with a
combination of hand-engineered features with a CNN as well
as CNN features with the classifier’s configuration. On the
BreakHis dataset, the authors reported accuracy between
96.15% and 98.33% for binary classification and accuracy
between 83.31% and 88.23% for multiclassification. Similar
successes have also been reported in (8, 24, 25].

In spite of these successes, it is also pertinent to note that
the deep layers associated with CNN models imply the fact
that they require large amounts of well-labeled data during
training to achieve satisfactory results. Training on relatively
small amount of data leaves the models prone to overfitting
and, subsequently, poor generalization. In the medical
imaging domain, obtaining abundant labels for image
samples is a major challenge, not to mention that a large
amount of image samples are also required to aid in a
model’s ability to generalize well on data. Again, the process
of labeling image samples is a time-consuming and an ex-
pensive one, requiring expertise knowledge. Existing
methods mentioned in the literature that perform classifi-
cation of histopathological images resort to training CNN
models with random initialization and data augmentation
techniques in a bid to improve a model’s performance
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[23, 25, 26]. Such an approach enables a model to adapt to
new data patterns on its own with augmented data samples
that improve the number of training samples. These
methods typically use only labeled data, since the learning
process involved is a supervised one. However, an effective
way of reducing labeling cost and generating more training
samples is to make use of labeled and unlabeled data, via
semisupervised learning (SSL) [27, 28]. Semisupervised
learning aims to incorporate both labeled and unlabeled data
in building better learners by fully considering the super-
vised knowledge delivered by labeled data and unsupervised
data structure under unlabeled ones [27]. At the heart of
semisupervised learning is training a learner on labeled data
and using the learner to predict labels for unlabeled data.
Moreover, compared to the process of obtaining well-labeled
data, unlabeled data is rather inexpensive and abundant.
Semisupervised learning algorithms have been adopted in
some works mentioned in the literature for some classifi-
cation tasks [27, 29-34].

In [35], the authors reported a cost-effective active
learning approach for classifying deep images. Their pro-
posed approach first progressively feeds samples from the
unlabeled data into the CNN. Then clearly classified samples
and the most informative samples are selected via a selected
criterion and applied on the classifier of the CNN. The CNN
model is then updated after adding user-annotated minority
uncertain samples to the labeled set and pseudolabeling the
majority certain samples. However, this approach acquires
the least certain unlabeled examples for labeling and while
simultaneously assigning predicted pseudolabels to most
certain examples, and such a technique is not always helpful
[36].In [30], the authors use both labeled and unlabeled data
for training a deep model across learning cycles. The authors
employed both unsupervised feature learning and semi-
supervised learning. Unsupervised feature learning is used
on all data once at the beginning of the active learning
pipeline and the resulting parameters are used to initialize
the model at each active learning cycle. The authors used
semisupervised learning on all data at every learning cycle,
replacing supervised learning on labeled examples alone,
which is typical of tradition active learning methods. The
approach adopted in this work parallels the works in [30, 37]
in that a pseudolabel is generated for each unlabeled example
but it differs from the work in [37] in that all unlabeled ones
are pseudolabeled as opposed to only the majority high-
confidence samples. This work employs semisupervised
learning with self-training for training a classifier, rather
than employing active learning. The work in [29] tackles the
issue of classical multimedia annotation problems ignoring
the correlations between different labels by combining label
correlation mining and semisupervised feature selection into
a single framework. Their approach utilizes both labeled and
unlabeled data to select features while label correlations and
feature corrections are simultaneously mined. In contrast,
unlike selecting features via semisupervised learning, our
work generates pseudolabels for the unlabeled samples and
selects the most confident pseudolabeled samples via the
pseudolabel generation and selection algorithm. By incor-
porating the self-paced learning concept into the selection
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process, the model learns samples from both well- and less-
represented classes, which tackles the issue of model bias
when selecting samples. The base model then learns features
from both the labeled data and the selected pseudolabeled
samples during training. We also solve the issue of class
imbalance by introducing a class balancing framework.
These two issues were not addressed in their work.

In [31], the authors proposed a semisupervised model
named adaptive semisupervised feature selection for cross
modal retrieval. In their semisupervised framework, the labels
for unlabeled data are predicted by the graph-based label
propagation. Then the unlabeled data with the predicted labels
are combined with the labeled data to learn the mapping
matrices. Meanwhile, the mapping matrices update the pre-
dicted label matrices, which can ensure that the raw feature
distribution will be as consistent as possible with the semantic
distribution in the subspace after several iterations. Our work
parallels this proposed work with respect to predicting labels
for unlabeled data and combining both the predicted labels
with labeled data in updating training data for another iterative.
The differences lie in the fact that our approach first uses the
base learner to predict pseudolabels for the unlabeled samples
after first training the learner with labeled samples, rather than
graph-based label propagation. Then, a pseudolabel selection
algorithm selects the most confident pseudolabeled sampled
samples before updating the training samples with these se-
lected pseudolabeled samples and labeled samples via self-
training. This contrasts mapping matrices which are used to
update the predicted label matrices in their approach. Again,
our work focuses on generating confident pseudolabeled
samples to augment the training data, making more reliable
data available to the learner during training, as well as solving
the issue of class imbalance in the data set while ensuring the
fact that the model exhibits fairness in the selection process by
learning from both well- and less-represented samples. Also,
the work in [32] introduces a novel discriminative least squares
regression (LSR) which equips each label with an adjustment
vector. This technique avoids incorrect penalization on samples
that are far from the boundary and at the same time facilitates
multiclass classification by enlarging the geometrical distance
of instances belonging to different classes. The authors assign a
probabilistic vector fit each sample, hence ensuring the im-
portance of labeled data while characterizing the contribution
of unlabeled instance according to its uncertainty. Our ap-
proach primarily focuses on the generation of reliable pseu-
dolabeled samples in augmenting the training data. The
reliability of a pseudolabeled sample is determined by the
pseudolabel selection algorithm which ensures the selection of
pseudolabeled samples with the most confident probability.
This prevents the situation where incorrectly labeled samples
are added to the training samples. Also, our semisupervised
learning approach hinges on the concept self-training and self-
paced learning, which distinguishes our approach from the one
reported in our work. The similarities lie in the fact that their
proposed work and ours utilize both labeled and unlabeled data
in the learning process.

To this end, this work proposes a novel semisupervised
learning framework that uses self-training and self-paced
learning  (SPL) [38] to classify breast cancer

histopathological images. Self-training is a semisupervised
technique capable of learning a better decision boundary for
labeled and unlabeled data. Self-training is accomplished by
alternating between the generation of a set of pseudolabels
corresponding to a large selection scores in the unlabeled-
target domain and training a network (usually by fine-
tuning) based on these selected pseudolabels and their
corresponding pseudolabeled samples and labeled training
data. The assumption here is that the target samples with
higher prediction probability are right and have better
prediction accuracy. In the proposed method, the process of
generating and selecting pseudolabels is achieved via a novel
pseudolabel generation and selection algorithm that selects
only pseudolabels with the highest probability. The selection
process is based on SPL, where in the initial learning stage,
“easy” samples are selected and then “hard-to-transfer”
samples are gradually added in a meaningful manner,
making the classifier more robust. In a nutshell, the main
contributions of this work are as follows:

We propose a novel semisupervised learning frame-
work that utilizes self-training with self-paced learning
in classifying breast cancer histopathological images by
formulating the problem as a loss minimization scheme
which can be solved using an end-to-end approach.

We introduce a novel pseudolabel generation and se-
lection algorithm for selecting pseudolabels with rel-
atively high-confidence probabilities to augment the
training samples for retraining the model. In retraining
the model, the optimization process begins by selecting
pseudolabeled samples with relatively higher confi-
dence (“easy” samples) then gradually adds “hard”
samples to the training data. This ensures the selection
of pseudolabels with high precision and prevents
mistake reinforcement.

To tackle the issue of class imbalance associated with
self-training methods when generating and selecting
pseudolabels, we implement confidence scores that use
class-wise normalization in generating and selecting
pseudolabels with balanced distribution.

We obtain significant accuracy performance on the
BreakHis dataset compared to the state-of-the-art
approaches.

2. Methods

We provide an overview of the formulation of the problem
as a loss minimization scheme which can be solved using an
end-to-end approach. The concepts of self-training and self-
paced learning as applied to the proposed scheme are also
presented.

2.1. Preliminaries. For a given number of sample classes, the
classification task is defined as a standard softmax loss on the
labeled source data as inputs x, y, and the target data x,, y,:

L. (X 6w =~ ) 11y = Kllog P, (1)
k



In equation (1), the aim is to produce a classifier 0, that
can correctly classify target samples at the time of testing, with
minimal loss. Nonetheless, based on the assumption that
there is usually a limited amount of labeled target data
(potentially from only a small subset of the categories of
interest), effective transfer of representations becomes lim-
ited. Consequently, a classifier abandons the less-represented
class samples in the learning process, focusing only on well-
represented class samples. This ultimately impedes the clas-
sifier’s ability to learn robust representations. The two key
issues of learning the classifier lie in an effective formulation
of a score function and a robust formulation of the loss
function. Again, the robustness of a learner depends on the
formulation of the loss function to relieve the influence of
noisy and confusing data [39]. Moreover, the works in [40, 41]
proved that the optimization problem of SPL solved by the
alternative optimization algorithm is equivalent to a robust
loss minimization problem solved by a majorization-mini-
mization algorithm. In view of this, the problem is formulated
as minimizing the loss function:

L N
min L, (W), ==Y Y %/ log(P, (W, 1))
I=1n=1

(2)
T N
= N Y] log(P, (W, 1,)).

t=1n=1

I, denotes the image in the source domain indexed by
1=1,2,3,...,L. %, represents the true labels for the nth
image (n=1,2, ..., N) for I;. W denotes the network weights.
P, (w,I;) is the softmax output containing the class prob-
abilities. Similar definitions hold for I,, %, , and p, (w,I,)
during evaluation. This problem formulation is different
from [35] where the number of samples is represented as
union of self-labeled high-confidence samples and manually
annotated samples by an active user. We further formulate to
minimize the loss function in equation (3). In the case where
some target labels are unavailable, these labels are assumed
to be hidden and the model learns from approximate target

N

L
min L, (W, ?)W§ =- z

I=1 n=1
st. Y, € {e(’) € RC},k >0.

c

During training, % is assigned to zero, implying that ‘;27
is ignored. To regulate the amount of pseudolabeled samples
to be selected from the classes, k, is introduced. The selection
of a large quantity of pseudolabels is synonymous to a large
value of k.. Adding k. in equation (4) introduces a class-wise
bias scheme that handles the issue of class imbalance when
selecting pseudolabels. The pseudolabel selection process is
accomplished in two steps: (1) initialize W and minimize the
loss (in equation (4)) w.r.t. ?r , and (2) set ?t ,» and optimize
the objective function in w.r.t. W. We considered the process
of executing steps 1 and 2 as a single iteration and the two
steps were repeated alternatively for several iterations. The

T N
YL Jog(P,(W.1)) = Y Y| 7, log(P,(W.1) + k.Y
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labels % for € (number of samples). In equation (3), ¥ is
termed as pseudolabels:

min L, (W, ? = —Zzylnlog (W, 1))
I=1n=1
(3)
~T
- ZZ Y alog (P, (W, 1,)).
t=1n=1
2.2. Self-Training with Self-Paced Learning.

Semisupervised learning approaches typically adopt self-
training to utilize unlabeled samples [42-45]. Based on the
assumption of conventional self-training, an early mistake
by the learner can reinforce wrong predictions into the
training set for the next training iteration. To tackle this
problem, a better alternative is to resort to adding samples by
adopting an “easy-to-hard” approach via self-paced learning.
The principal idea in self-paced learning is generating
pseudolabels from “easy” predictions on the grounds that
these approximate labels are right and correctly approximate
the ground truth labels, then later exploring the “hard” or
less-confident pseudolabels to update the model. The self-
training process used in this work is outlined in Algorithm 1.
A deep CNN model is first trained with labeled samples. The
model then is then used to make predictions on the unla-
beled data to generate pseudolabels I,. Similar to [30], all
unlabeled samples are pseudolabeled. A novel selection al-
gorithm with a class balancing mechanism is then used to
select the nonannotated samples with the highest-confident
probability predictions. These samples together with their
approximated labels are added to the training set for the next
training iteration. This cycle is executed iteratively until a
stopping criterion is met. The overall workflow of our
method is illustrated in Figure 1.

To incorporate the self-paced learning and self-training
scheme, the loss function is modified as follows:

(4)

t=1 n=1

task of solving Step 1 requires a nonlinear function and as
such, Step 1 was reexpressed as

mlnA - Z Z Z[?tylog(pn (Clwt,nl,)) + k ?(C)]
t=1n=1c=1 (5)
(1)

st ?M_[%n,..., RC}, k>0,

5,(0) 0)
74| e e

The introduction of a class-wise bias by normalizing
class-wise confidence scores distinguishes this formulation
from the one proposed in [21] where the authors adopted an
L, regularizer in a bid to avoid the scenario where most of
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input: Deep Learning Network D (w), unlabeled Images I,, amount K,

output: Trained Classifier (C)

Train a deep network D (w) with labeled samples I,

for k «— 1to N do
Test and predict on unlabeled samples I;;
Generate pseudolabels for I, using predictions;
Select K, pseudolabeled samples after filtering out balancing class-wise scores
Augment labeled training set (I; + K, (I,)) with selected K, pseudolabeled samples
Retrain D (w) with I; and K, pseudolabeled samples (I; + K, (I,))

end
C = updated (D (w));
Return C
ALGORITHM 1: Self-paced learning workflow.
Ugrpl %:Eeled (? ata Sarf;g}ei Generated
e e pseudolabels
. »’r\
l Pseudolabel
generation
Prediction
on unlabeled ' ' o - Py
samples
} =
o g
Training ' ' i - ]<: <
Cle<— ¢

Initial training on
labeled samples

bt =0 el
Labeled data samples

Selected pseudolabeled
samples

Figure 1: Workflow of the proposed approach. A deep CNN model is first trained with labeled data samples. The trained model is then
evaluated on unlabeled data to generate pseudolabels for the unlabeled data. A pseudolabel selection algorithm that integrates a class
balancing mechanism is used to select pseudosamples that have the highest confidence probability confidence score. The selected samples
together with their pseudolabels are used to augment the training sample for the next training iteration and the cycle is repeated iteratively

until a stopping criterion is met.

the pseudolabels are ignored. In solving the pseudolabel
framework optimizer, the work in [21] utilized the solver
expressed in the following equation:

S () { 1, ifc=argmaxp,(clw,I,), p,(clw,I,)> exp(-k)
ty

0, otherwise.

(6)

With such a formulation, the process of generating and
selecting pseudolabels hinges on the output probability
(p, (clwt,nl,)). Inherently, such an approach does not

handle the issue of class imbalance. To resolve this, equation
(3) is reexpressed as follows:

L N
minL, (W, %), - = =Y Y ¥ log(P, (W, 1))
I=1n=1
I NCr . o
- ZZZ[?mlog(Pn (W’ It)) + kc?t,n
u=1ln=1c=1

5,(1)

s.t. @m = [?t,n yee

27:;)] e {e” e R}k, >0.

(7)



Minimizing the optimization framework in equation (7)
was accomplished by using the loss function in equation (5)
but with a solver that incorporates the class-wise normal-
izing term (different from the one proposed in [21])
expressed as

palclw, 1) pu(clw,1,)

exp(k) " exp(k)

1, ifc=argmax
o (c*)

Yu’y =

0, otherwise.
(8)

The process of generating and selecting pseudolabeled
samples is dependent on the normalized class-wise output
(p, (clw, 1))/ (exp (—k.)) in equation (8). Using the nor-
malized output ensures a balance towards classes with relatively
low score but with a high intraclass confidence score during the
process of assigning pseudolabels to an unlabeled sample.

To regulate the amount of pseudolabeled samples to be
selected to update the model in each training iteration, K is
set using the process in Algorithm 2. In finding and fixing a
value for K, the algorithm ranks the class C probabilities on
all the image samples predicted as class C. K, is set such that
exp (—K,) is equivalent to the probability ranked at iteration
(p * N_), with N being the number of images predicted as
class C. For each unlabeled sample, the maximum output
probability M was taken in descending order and these
probabilities are sorted out across all samples. Optimizing
the pseudolabels resulted in the p x 100% most confident
pseudolabeled samples to be used in training the model
(where p is a scaled proportion between [0, 1]). Such a
scheme ensures that the probability ranked at p x 100% is
taken independently from each class to (1) threshold the
confidence scores and (2) normalize the confidence scores. p
is first initialized with 10% of the most confident predictions
and at each additional round, the top 5% is added to the next
pseudolabel generation and selection process.

3. Materials and Experiments

3.1. Dataset. We have carried out experiments on the
BreakHis dataset [18]. The BreakHis dataset contains mi-
croscopic biopsy images of benign and malignant breast
tumors totaling 7909 images. The image samples were gen-
erated from breast tissue biopsy slides, stained with hema-
toxylin and eosin (HE). Each image has a pixel size of
700 x 460 (in PNG format), with a 3-channel RGB, and 8-bit
depth in each channel. The benign and malignant classes are
each further subdivided into four distinct types. The subtypes
for the benign class are adenosis, fibroadenoma, phyllodes
tumors, and tabular adenoma. The malignant class subtypes
are ductal carcinoma, lobular carcinoma, mucinous carci-
noma, and papillary carcinoma. The images are obtained
using four magnification factors —40X, 100X, 200X, and 400X.
The images exhibit fine-grained characteristics with only
subtle differences between images from different classes as
well as high coherency, which is typical of cancerous cells.
These factors, compounded with the fact that images in the
same class have different contrasts and resolutions, make the
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BreakHis dataset challenging, not to mention the high im-
balance in subtype classes (2,480 images belong to the benign
class and 5,429 images belong to the malignant class). Figure 2
shows sample images from each subtype class and Table 1
shows the distribution of images per each class.

3.2. Experimental Settings. The pretrained Inception_-
ResNetV2 [46], a variant of the Inception_V3 model [47],
was used as the baseline model for all experiments.
Inception_ResNetV2 is able to greatly improve classifi-
cation and recognition performance at low computational
costs. Input images are resized to 299 x 299 before being
fed to the model. At the fully supervised learning phase,
the baseline model is fine-tuned to initialize the model
weights and also reduces variance. Fine-tuning of pre-
trained models has demonstrated to be an effective ap-
proach for achieving significantly higher results even on
small-scale data. For the supervised learning phase, the
model is trained for a total of fifty (50) epochs using the
Adam optimizer [48], 8, =0.9, /, =0.99 and an initial
learning rate of 0.001 which is decayed via a polynomial
decay scheduling (expressed in equation (9)). A poly-
nomial decay scheduling allows the learning rate to decay
over a fixed number of epochs:

epoch )p
epochs

a = initLR = (1 9)

initLR is the base learning rate, T, is the total number of
epochs, and p is the exponential power, which is set to 1. The
model is trained with a batch size of 32. Random rotation
with a range of 90° and horizontal flipping have been
implemented as data augmentation techniques to help
combat overfitting. For the self-training phase, the model is
also retrained with hyperparameters for top K, using 5%,
10%, and 20% of the pseudolabeled samples of the unlabeled
data. 70% of the data is used as training data and 30% is
added to the test samples to be used as the unlabeled data for
the self-training scheme. The training data was further split
into 70:30 percent ratio as training and validation data,
respectively. The model is trained for a total of 5 iterations
during the semisupervised phase. We experimented with 5,
8, and 10 iterations and realized that not only did the 8 and
10 iterations take too much time to train, they also did not
contribute significantly to the accuracy of the model com-
pared to training for 5 iterations. To efliciently optimize
training time, we decided to train for 5 iterations as this
resulted in excellent accuracy within a limited time. Each
experiment is repeated three times and the results are av-
eraged. The iterations were stopped when there was no
further improvement in accuracy.

The proposed approach does not add extra computa-
tional overhead during training, allowing training to be
completed in an efficient manner. The averaged total
training time for all experiments is shown in Tables 2 and 3,
respectively. All experiments are carried out using Keras
(version 2.2.4) with TensorFlow backend (version 1.12) and
CUDA 9.0. Two RTX 2080 graphic cards, each with 8 GB
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output: K,

fort«——1to T do
P, =D(w,I,);
LPIt = argmax (P, axis = 0);
MPp, = max (P, axis = 0);

MP,,1, = MP, (LP; == c;

end
end
for c—1to C do

len, y, = length(M,) x p;
K, = -log(M_[len, 1)
end
return(K,)

input: Deep CNN D (w), unlabeled samples I,, selected pseudolabels p

M = [M, from — matrix — to — vector (MPI‘)]for c——1to Cdo

M, = [M_, Matrix — to — vector (MP_,1,)]

M, = sort (M, order = descending);

ALGORITHM 2: Determining K.

NGRS
AT
Bl <\

.s7 c"-‘,. \

Ductal carcinoma

RIS
LR

- 7 3 W
Ty gh> g

oY

Tubular adenoma

>, g ¢
0 h - S
AR oia ) \.pb & i: ?

i

Mucinous carcinoma Papillary carcinoma

FIGURE 2: Sample image from each of the eight cancer subtypes in the BreakHis dataset. The images have subtle differences across classes due
to their fine-grained nature, with different contrast and resolutions. These characteristics, coupled with the high coherency of the cancerous
cells, make the dataset a challenging one. The images are obtained at a magnification factor of 200X.

TasLE 1: The distribution of images per individual subtype classes
of the BreakHis histopathological images dataset.

Magnification factors

Class Subtype
40X 100X 200X 400X
Adenosis 114 113 111 106
Benign Fibroadenoma 193 260 264 137
Phyllodes tumors 149 150 140 130
Tabular adenoma 109 121 108 115
Ductal carcinoma 864 903 896 788
. Lobular carcinoma 156 170 163 137
Malignant

Mucinous carcinoma 205 222 196 169
Papillary carcinoma 145 142 135 138

The distribution shows unequal number of image distribution per classes,
resulting in class imbalance which makes the dataset a challenging one.

memory and a 32 GB RAM, served as the hardware plat-
forms. The evaluation metrics used in accessing the model
were classification accuracy, precision, recall, F1-score, and
confusion matrix. These parameters are related to the true

TABLE 2: Average training times for the binary classification task
based on the amount of selected pseudolabels.

% of pseudolabels 40X 100X 200X 400X

pevtabibels  somin 2min gmin 1 hour Somin
pevtclibels  S6min 2min Somp | hour Somin
Es(zﬁgjggels éghr?:il; 23};01;1? 2 hours 1 hour 53 min
All pseudolabels ; 8hr?11il; 2 4}:1;1;3 ;;;?; 1 hour 49 min

min represents minutes.

positive (TP), true negative (TN), false positive (FP), and
false negative (FN) rates, respectively. True positive mea-
sures how correctly a classifier predicts the positive class.
True negative measures how correctly a classifier predicts the
negative class. False positive measures how, incorrectly, a
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TABLE 3: Average training times for the multiclass classification task based on the amount of selected pseudolabels.

% of pseudolabels 40X 100X 200X 400X

K(top-5) pseudolabels 2 hours 2 hours 5min 2 hours 1 min 1 hour 47 min

K(top-10) pseudolabels lhour 58 min
K(top-20) pseudolabels 2 hours 1 min
All pseudolabels 2 hours

2 hours 5 min
2 hours
2 hours 5 min

1 hour 57 min
2 hours 2 min
2 hours

1 hour 49 min
1 hour 49 min
1 hour 49 min

min represents minutes.

classifier predicts the positive class. False negative measures
how, incorrectly, a classifier predicts the negative class.

4. Results and Discussion

The proposed scheme was evaluated using the top 5%, 10%,
and 20% pseudolabeled samples. For purposes of reporting
and investigation, we also report on values obtained when all
pseudolabeled samples (100%) were used. We present and
discuss results for both binary and multiclass classification
tasks.

4.1. Binary Classification. The experimental outcomes for
the binary classification task are shown in Table 4. For
images with magnification factor of 40X, the best accuracy
result was 99.52% when the top-10% pseudolabeled samples
were selected. Similarly, for a magnification factor of 100X,
the best accuracy result was 99.44% with the top-5%
pseudolabeled samples. Using the top-10% pseudolabeled
samples resulted in 99.48% accuracy for images with a
magnification factor of 200X, and using the top-10% yielded
an accuracy result of 99.47% with images scanned at 400X.

The generation and selection of the top K, pseudolabeled
samples via the proposed schemed was a vital key in con-
trolling and determining the amount of pseudolabeled
samples to be selected in updating the model at the next
iteration. The selection scheme, coupled with the self-paced
learning and self-training approach ensured that classes with
the least representations which would have otherwise been
ignored, was still selected and added to the training samples.
This proved to be an effective and efficient step in the
learning process. Again, the results in Table 4 show that
selecting the top K, pseudolabels proved to be a more ef-
fective approach rather than using all the pseudolabeled
samples. The accuracy results obtained with the proposed
approach show significant accuracy gains.

The accuracy and loss plots for 40X and 100X are shown
in Figures 3 and 4 denotes plots for 200X and 400X, re-
spectively. When training deep networks, overfitting re-
mains a vital issue that needs to be addressed as it affects the
ability of a trained model to generalize well on new data. It is
observed from the plots that both accuracy and loss values
were unstable until after epoch thirty (during the supervised
learning stage). Values kept bouncing within different in-
tervals from the start of training till the epoch thirty. We
attribute this to the distance disparity between the source
and target data. In fine-tuning a pretrained model on a
secondary task, there is the assumption that the source and

target domains are related to each other. However, in cases
where this assumption is not met, brute-force transfer
learning may not be successful and even in the worst case,
degrading learning performance in the target domain [49].
The pretrained model used as the baseline model was
trained on the ImageNet dataset (which consists of natural
images) as against the BreakHis dataset which contains
breast cancer histopathological images. As such, at the start
of supervised training stage, the model begins to learn the
relatively new patterns from the target domain (breast
cancer images) resulting in the spikes as depicted in the
plots. However, past epoch thirty, a drastic drop in loss value
is observed and the accuracy values increase steadily. At the
end of epoch fifty, the loss value is greatly reduced and the
training and validation accuracy (for both the supervised
learning stage and the self-training stage) are almost aligned.
This is an indication that the proposed approach also ef-
fectively curbs overfitting. The imbalanced nature of the
BreakHis dataset implies that accuracy alone cannot be used
to access the performance of the model. Results for preci-
sion, recall, and F1-score values are also presented in Table 5.
The confusion matrices are also presented in Figure 5. The
BreakHis dataset contains more samples for the malignant
class compared to the benign class, and this is also reflected
in the confusion matrices. Nonetheless, the selection process
together with the class balancing framework adopted in this
work ensured the fact that the model accurately classified the
respective classes with minimal misrepresentations.

4.2. Multiclass Classification. The accuracy results for the
multiclass classification are summarized in Table 6. For
images scanned at 40X, the highest accuracy obtained was
94.28% when the top-10% pseudolabels were selected. For
100X, the best accuracy was 93.84% when the top-20%
pseudolabels were selected. Selecting the top-5% pseudo-
labels yielded an accuracy of 94.93% for images scanned at a
magnification factor of 200X. For images scanned at a
magnification factor of 400X, the best accuracy was 93.75%
when the top-10% pseudolabels were selected. Similar to the
binary classification task, selecting the top K, pseudolabels
to augment the training samples in the next training iter-
ation proved to be more effective than selecting all the
pseudolabels. This outcome further rubber-stamps the sig-
nificance of K, in the proposed approach.

The plots for loss and accuracy (for images scanned at
40X and 100X) are shown in Figure 6 and the corresponding
plots for 200X and 400X are shown in Figure 7. The nature of
the plots follow from the explanations provided for the
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TaBLE 4: Accuracy (%) performance for binary classification. Baseline indicates that the model was fine-tuned with labeled samples only. K
(top-N) indicates the portion of the most confident pseudolabels used. Best results are indicated in italics.

ST approach 40X 100X 200X 400X
Baseline 97.14 £ 0.33 98.22 + 0.40 98.55 + 0.57 98.43 + 0.44
K.(Top-5%) pseudolabels 99.28 + 0.6 99.44 +0.41 99.03 + 0.34 99.04 + 0.73
K (Top-10%) pseudolabels 99.52+0.33 98.85 + 0.32 99.48+0.30 99.47+0.37
K (Top-20%) pseudolabels 99.27 £ 0.37 97.95 £ 0.01 98.79 + 0.68 98.92 + 0.22
All pseudolabels 98.09 + 0.21 98.20 £ 0.13 98.5 +0.72 98.69 + 0.58
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FIGURE 3: Accuracy plot for images scanned at 40X and 100X for the binary classification task. (a) The loss plot for 40X and (b) the
corresponding accuracy plot. (c) The loss plot for 100X and (d) the corresponding accuracy plot. ST represents the self-training plot.

binary classification plot. The precision, recall, and F1-score
values are provided in Table 7 and the confusion matrices for
all magnification factors are provided in Figure 8.

The confusion matrices also bring out the imbalance in
the dataset. The ductal carcinoma class has more samples
than the remaining classes with the adenosis class having the
least number of samples. As a result, these two classes
represent the most and least number of samples, as depicted
in Figure 8. Again, the subtle nature of the appearance of the
different images per different classes also does pose chal-
lenges for models in accurately discriminating between
classes. In [23], the authors pointed out this difficulty, es-
pecially when discriminating between ductal carcinoma and

lobular carcinoma as well as fibroadenoma and tabular
adenoma. However, from the confusion matrices, it is ob-
served that such misrepresentations are effectively handled
by the proposed approach. Between ductal carcinoma and
lobular carcinoma, an average of four samples are mis-
represented while between fibroadenoma and tubular ade-
noma, only two samples are misrepresented for images
scanned at a magnification factor of 200X.

The accuracy, precision, recall, and Fl-score values as
well as the confusion matrices all show the effectiveness of
using K, in determining the proportions of pseudolabels to
be used in updating the model in each training iteration and
also prove that adding samples in an “easy-to-hard”
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FIGURE 4: Accuracy plot for images scanned at 200X and 400X for the binary classification task. (a) The loss plot for 200X and (b) the
corresponding accuracy plot. (c) The loss plot for 400X and (d) the corresponding accuracy plot. ST represents the self-training plot.

TaBLE 5: Precision (Prec.), recall (R), and F1-score (F1) values for
binary classification.

Mag. factor % of pseudolabels Prec. (%) R (%) FI (%)
K. (top-5%) 99.50 99.23 99.38

40X K. (top-10%) 99.89 99.79 99.81
K. (top-20%) 99.50 99.21 99.36

All pseudolabels 98.72 98.63  98.49

K. (top-5%) 99.73 99.58 99.69

100X K. (top-10%) 99.28 99.17 99.23
K. (top-20%) 98.62 98.24 98.71

All pseudolabels 99.12 99.06  99.19

K. (top-5%) 99.43 98.91 99.18

200X K. (top-10%) 99.84 99.80 99.49
K. (top-20%) 99.27 99.00 99.13

All pseudolabels 99.18 99.10  99.22

K, (top-5%) 99.40  99.17  99.20

400X K. (top-10%) 99.85 99.77 99.54
K. (top-20%) 99.25 99.18 99.21

All pseudolabels 99.20 99.00  99.14

approach ensures that even the least-represented samples are
still considered in the training process. Overall, these
schemes resulted in the model being very versatile and

robust even in the face of the similarities and coherence
between the images samples in the dataset.

4.3. Comparison with Other Works. We compare the per-
formance of the proposed approach with other works
mentioned in the literature as shown in Table 8 for the binary
classification task) and Table 9 (for the multiclass classifi-
cation task), respectively. All these underlisted state-of-the-
art methods were evaluated on the BreakHis dataset, offering
a fair comparison and assessment with the proposed ap-
proach in this work. The work in [23] used a CNN model
consisting of five convolutional layers and two fully con-
nected layers for both binary and multiclass classification
tasks. Using an ensemble method, the authors report ac-
curacy of 98.33%, 97.12%, 97.85%, and 96.15% for magni-
fication factors 40X, 100X, 200X, and 400X for the binary
classification task. For the multiclass classification, they
reported accuracy of 88.23%, 84.64%, 83.31%, and 83.39%
for magnification factors of 40X, 100X, 200X, and 400X.
In [24], the authors proposed a structured deep learning
model for classifying breast cancer histopathological images.
In their work, the authors considered the feature space
similarities of histopathological images by leveraging intra-
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F1GUure 5: Confusion matrix for binary classification. (a) 40X. (b) 100X. (c) 200X. (d) 400X.
TaBLE 6: Accuracy (%) for multiclass classification.
ST approach 40X 100X 200X 400X
Baseline 91.42 + 0.54 89.04 + 0.70 90.07 + 0.21 90.70 + 0.63
K (top-5%) pseudolabels 94.27 + 0.28 91.78 + 0.61 94.93+0.17 92.97 + 0.37
K (top-10%) pseudolabels 94.28 +0.29 92.46 + 0.48 94.32 + 0.22 93.75+0.72
K. (top-20%) pseudolabels 94.14 £ 0.14 93.84+0.35 91.48 + 0.28 92.19 + 0.16
All pseudolabels 92.87 + 0.71 90.41 £ 0.63 92.19 + 0.38 91.40 + 0.11

Baseline indicates that the model was fine-tuned with labeled samples only. K, (top-N) indicates the portion of the most confident pseudolabels used. Best

results are indicated in italics.

and interclass labels as prior knowledge. They also adopted a
data augmentation scheme that generated more data for the
model during training. Using a pretrained deep CNN model
as their base network, the authors reported accuracy of
95.8%, 96.9%, 96.7%, and 94.9% for the binary classification
task. For the multiclass task, they reported accuracy of
92.8%, 93.9%, 93.7%, and 92.9% for magnification factors of
40X, 100X, 200X, and 400X, respectively. It can be observed
that their approach yielded a 0.06% gain in accuracy for
images scanned at 100X for the multiclass task compared to
our approach. The data augmentation approach used in their
work amassed more data for model during the fine-tuning
stage compared to our approach and their overall approach
was a supervised one (meaning only labeled data was used)
as opposed the semisupervised fashion in ours (SSL dwells
on the assumption that there are more unlabeled samples
than labeled samples [27]). That notwithstanding, our ap-
proach yielded significant accuracy improvements for all the
other magnification factors.

In [51], the authors proposed a novel L-Isomap-aided
manifold learning and stacked sparse autoencoder
framework for a robust BC classification using HIs. The
authors reported accuracy of 96.8%, 98.1%, 98.2%, and
97.5% for images with magnification factors 40X, 100X,
200X, and 400X, respectively. In [50], the authors used a
CNN model to extract local and frequency domain in-
formation from input images for classifying breast
cancer images on the BreakHis dataset. They report
accuracy of 94.40%, 95.93%, 97.19%, and 96.00% for the
binary classification task. These algorithms mentioned in
the literature only utilize supervised learning
approaches.

In this work, we have used 70% of the data for training at
the supervised learning stage and the remaining 30% was
added to the test set which was used as unlabeled data for the
self-training stage. The selection of the most confident
pseudolabeled samples to augment the training sample has
been proven effective in providing the model with reliable
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FIGURE 6: Accuracy and loss plot for images scanned at 40X and 100X for the multiclass classification. (a) The loss plot for 40X and (b) the
corresponding accuracy plot. (c) The loss plot for 100X and (d) is the corresponding accuracy plot. ST represents the self-training plot.
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Figure 7: Continued.



Computational Intelligence and Neuroscience

Loss value
S O N

=
o

Accuracy value
o o
[=)} [oe]

N
'S

S
o

—— Train_loss
—— Val _loss

10 20 30
Epochs

(c)

—— ST_train_loss
—— ST _val _loss

(=]

40 50

10

—— Train_acc
—— Val _acc

20 30 40
Epochs
—— ST_train_acc
—— ST_val_acc
(d)

13

FIGURE 7: Accuracy plot for images scanned at 200X and 400X for the multiclass classification task. (a) The loss plot for 200X and (b) the
corresponding accuracy plot. (c) The loss plot for 400X and (d) the corresponding accuracy plot. ST represents the self-training plot.

TABLE 7: Precision (Prec.), recall (R), and Fl-score (F1) values for multiclass classification.

Mag. factor % of Pseudolabels Prec. (%) R (%) F1 (%)
K. (top-5%) 94.96 94.71 94.67
10X K. (top-10%) 9515 94.78 94.80
K. (top-20%) 94.63 94.55 94.59
All pseudolabels 93.25 93.0 93.21
K. (top-5%) 91.85 91.71 91.89
100X K. (top-10%) 93.14 92.85 92.38
K. (top-20%) 94.24 94.71 94.33
All pseudolabels 90.63 90.39 90.51
K, (top-5%) 95.85 95.90 95.56
200X K. (top-10%) 95.47 94.91 95.32
K. (top-20%) 91.44 91.07 91.64
All pseudolabels 92.65 92.0 92.75
K. (top-5%) 93.48 93.23 93.51
400X K. (top-10%) 94.36 94.28 94.38
K. (top-20%) 92.69 92.14 92.32
All pseudolabels 90.63 90.57 90.41
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14

1-3 0 0 0 1 0 0 O
50

2-0.0 1 0 0 0 O
3-0 O SN O 0 0 0 2 40
%4-0 4 o piM o o0 o0 O 20

75570 0 0 0 11 0 0 0
Hg-0 0 0 0 0 9 0o o |20
720 0 00 0 0N O 10

§-0 0 0 0 0 0 0 12
| | ' ' | | | | -0

1 2 3 4 5 6 7 8

Predicted label

(c)

Computational Intelligence and Neuroscience

—_
'

6 0 0 0 0
50

2-0 . 0 1 0 0 0 0
3-0 2 20 0 0 0 0 0 40
3470 4 0 5 1 0 0 0 30

2 53-0 0 0 0 13 0 0 0
g - 20

H6-0 1 0 0 0 10 0 O
7-0 0 0 0O O O 5 0 - 10

8-0 0 0 0 O 0 0 4
T -0

1 2 3 4 5 6 7 8

Predicted label

(d)

FiGure 8: Confusion matrix for multiclass classification for the respective magnification factors. The imbalance in the sample distribution is
evident in the plot. Nonetheless, there are not so many misrepresentations among classes. Order of class names: 1: adenosis, 2: ductal
carcinoma, 3: fibroadenoma, 4: lobular carcinoma, 5: mucinous carcinoma, 6: papillary carcinoma, 7: phyllodes tumor, and 8: tubular

adenoma. (a) 40X. (b) 100X. (c) 200X. (d) 400X.

TaBLE 8: Accuracy comparison with some state-of-the-art algo-
rithms for the binary classification task on the BreakHis dataset.

Mag. o Prec. R F1
Ref. fac. Acc. (%) (%) (%) (%)
40X 94.40 94.00 96.00 95.00
Nahid and Kong 100X 95.93 98.00 9636 97.00
[50] 200X 97.19 98.00 9820 98.00
400X 96.00 9500 97.79 96.00
40X 958+31 @ — @ —  —
100X 969+19 —  —  —
Han et al. [24] 200X 967 £ 2.0 - . .
400X  949+28 @ — @ —  —
40X 96.8 - - -
Pratiher and 100X 98.1 — — —
Chattoraj [51] 200X 98.2 — — —
400X 975 - - =
40X 98.33 97.80 97.57 97.68
100X 97.12 9558 96.98 97.77
Bardou et al. [23] )¢ 97.85 9561 99.28 97.41
400X 96.15 97.54 9649 97.07
- 0,
K.(top-10% 40X 99.52 +0.33 99.50 99.23 99.38
pseudolabels)
_50,
K (top-5% 100X 99.44 + 0.41 99.73 99.58 99.69
pseudolabels)
_ 0,
K.(top-10% 200X 99.48 + 0.30 99.84 99.80 99.49
pseudolabels)
100
K.(top-10% 400X 99.47 + 0.37 99.85 99.77 99.54
pseudolabels)

Acc. denotes the accuracy, Prec. is the precision, R is the recall, and F1 is the
Fl-score.

samples, and ultimately expanding the training set, thereby
making more data available to the model (to satisfy the
hunger of deep models for more data). The effectiveness of
the proposed method is evident in the results obtained,

TABLE 9: Accuracy comparison with some state-of-the-art algo-
rithms for the multiclass classification task on the BreakHis dataset.

Mag. o Prec. R F1
Ref. fac. Acc. (%) (%) %) (%)
40X 928+21  — — 929
100X  93.9+19  — — 889
Han et al. [24] 200X 93.7+22 —  — 887
400X 929+18  — — 859
40X 88.23 8427 83.79 83.74
100X 84.64 8429 84.48 84.31
Bardou et al. [23] 0y 83.31 81.85 80.83 80.48
400X 83.98 80.84 81.03 80.63
100
K.(top-10% 40X 9428+029 9515 9478 94.80
pseudolabels)
-70)9,
K. (top-20% 100X 93.84+ 041 9424 9471 9433
pseudolabels)
_50,
K. (top-5% 200X 94.93+0.17 9585 9590 95.56
pseudolabels)
- 0
K.(top-10% 400X 93.75+0.72 9436 92.28 94.38
pseudolabels)

Acc. denotes the accuracy, Prec. is the precision, R is the recall, and F1 is the
Fl1-score.

which depict significant accuracy improvements compared
to the abovementioned methods which are mostly super-
vised learning approach where only labeled data was used.
The proposed algorithm has been tested on breast cancer
histopathological images since it is in line with our research
objective. Therefore, we are quick to add that, the signifi-
cance of the proposed algorithm is not limited or specifically
designed for breast cancer classification. Based on the results
obtained, we are confident that this algorithm can be ex-
tended to other classification tasks in medical imaging or
computer vision that seek to employ semisupervised
learning techniques in solving various tasks.



Computational Intelligence and Neuroscience

5. Conclusion

Obtaining a significant amount of well-labeled data in the
medical domain is a challenging task and more tedious is the
task of accurately providing labels to data. In this work, we
have proposed a semisupervised learning scheme that in-
tegrates self-paced learning paradigm and self-training for
training a model on both labeled and unlabeled data. Self-
paced learning plays a vital role in curbing the issue of
mistake reinforcement, where wrongly generated pseudo-
labels are reinforced into the training sample. In the light of
selecting pseudolabels with the most confident probabilities,
we show a novel selection algorithm was proposed to present
the CNN model with only the most confident pseudolabels.
Experimental results obtained using the top 5%, 10%, and
20% generated pseudolabels for training showed significant
accuracy improvements for both binary and multiclass
classification task when compared with state-of-the-art
approaches. For future work, we intend to incorporate di-
versity into the self-paced learning scheme and as well as
incorporate the similarities in feature space of histopatho-
logical images. A combination of these elements into the
self-paced learning scheme will result in a versatile and
robust learner.

Data Availability

The data used in this work are available from [18] (DOI:
https://doi.org/10.1109/TBME.2015.2496264).

Conflicts of Interest

The authors declare that they have no conflicts of interest
regarding the publication of this paper.

References

[1] F. Bray, J. Ferlay, I. Soerjomataram, R. L. Siegel, L. A. Torre,

and A. Jemal, “Global cancer statistics 2018: GLOBOCAN

estimates of incidence and mortality worldwide for 36 cancers

in 185 countries,” CA: A Cancer Journal for Clinicians, vol. 68,

no. 6, pp. 394-424, 2018.

American Cancer Society, Breast Cancer Facts and Figures,

American Cancer Society, Atlanta, GA, USA, 2019.

[3] S. Z. Ramadan, “Methods used in computer-aided diagnosis
for breast cancer detection using mammograms: a review
journal of healthcare engineering,” Journal of Healthcare
Engineering, vol. 2020, Article ID 9162464, 21 pages, 2020.

[4] J. Tang, R. M. Rangayyan, J. Xu, I. E. Naqa, and Y. Yang,
“Computer-aided detection and diagnosis of breast cancer
with mammography: recent advances,” IEEE Transactions on
Information Technology in Biomedicine, vol. 13, no. 2,
pp. 236-251, 2009.

[5] L. He, L. R. Long, S. Antani, and G. R. Thoma, “Histology

image analysis for carcinoma detection and grading,” Com-

puter Methods and Programs in Biomedicine, vol. 107, no. 3,

pp. 538-556, 2012.

G. Mariscotti, N. Houssami, M. Durando et al., “Digital breast

tomosynthesis (DBT) to characterize MRI-detected additional

lesions unidentified at targeted ultrasound in newly diagnosed

breast cancer patients,” European Radiology, vol. 25, no. 9,

pp. 2673-2681, 2015.

[2

[6

15

[7] J. G. Elmore, G. M. Longton, P. A. Carney et al., “Diagnostic
concordance among pathologists interpreting breast biopsy
specimens,” The Journal of the American Medical Association,
vol. 313, no. 11, pp. 1122-1132, 2015.

T. Ahmad, G. Aresta, E. Castro et al., “Classification of breast

cancer histology images using convolutional neural net-

works,” PLoS One, vol. 12, no. 6, Article ID e0177544, 2017.

R. Girshick, J. Donahue, T. Darrell, and J. Malik, “Rich feature

hierarchies for accurate object detection and semantic seg-

mentation,” in Proceedings of the 2014 IEEE Conference on

Computer Vision and Pattern Recognition, pp. 23-28, Co-

lumbus, OH, USA, June 2014.

[10] K. Malik, X. Zhang, S. Ren, and J. Sun, “Spatial pyramid
pooling in deep convolutional networks for visual recogni-
tion,” IEEE Transactions on Pattern Analysis and Machine
Intelligence, vol. 37, no. 9, pp. 1904-1916, 2015.

[11] Y. Zou, Z. Yu, B. V. Kumar, and J. Wang, “Unsupervised
domain adaptation for semantic segmentation via class-bal-
anced self-training,” in Proceedings of the Conference on
Computer Vision - ECCV 2018, p. 297, Munich, Germany,
October 2018.

[12] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning
for image recognition,” in Proceedings of the 2016 IEEE
Conference on Computer Vision and Pattern Recognition
(CVPR), Las Vegas, NV, USA, June 2016.

[13] K. Simonyan and A. Zisserman, “Very deep convolutional
networks for large-scale image recognition,” in Proceedings of
the 3rd International Conference on Learning Representations,
pp. 770-778, San Diego, CA, USA, May 2015.

[14] D. Shen, G. Wu, and H.-I. Suk, “Deep learning in medical
image analysis,” Annual Review of Biomedical Engineering,
vol. 19, no. 1, pp. 221-248, 2017.

[15] B. J. Suk, P. Korfiatis, Z. Kline, and T. L. Kline, “Machine
learning for medical imaging,” RadioGraphics, vol. 37, no. 2,
pp. 505-515, 2017.

[16] Y. Akkus, B. Zhang, F. Coenen, J. Lu, and W. Lu, “One-class
kernel subspace ensemble for medical image classification,”
EURASIP Journal on Advances in Signal Processing, vol. 2014,
no. 1, p. 13, 2014.

[17] Y. Xiao, B. Zhang, F. Coenen, and W. Lu, “Breast cancer
diagnosis from biopsy images with highly reliable random
subspace classifier ensembles,” Machine Vision and Appli-
cations, vol. 24, no. 7, pp. 1405-1420, 2013.

[18] F. A. Spanhol, L. S. Oliveira, C. Petitjean, and L. Heutte, “A
dataset for breast cancer histopathological image classifica-
tion,” IEEE Transactions on Biomedical Engineering, vol. 63,
no. 7, pp. 1455-1462, 2016.

[19] Y. Lecun, Y. Bengio, and G. Hinton, “Deep learning,” Nature,
vol. 521, no. 7553, pp. 436-444, 2015.

[20] K. Hinton, S. E. A. Raza, Y.-W. Tsang et al., “Locality sensitive
deep learning for detection and classification of nuclei in
routine colon cancer histology images,” IEEE Transactions on
Medical Imaging, vol. 35, no. 5, pp. 1196-1206, 2016.

[21] S. K. Asare, F. You, and O. T. Nartey, “A robust pneumonia
classification approach based on self-paced learning,” Inter-
national Journal of Advanced Computer Science and Appli-
cations, vol. 11, no. 4, pp. 83-89, 2020.

[22] O.T. Tettey, G. Yang, S. K. Asare, J. Wu, and L. N. Frempong,
“Robust semi-supervised traffic sign recognition via self-
training and weakly-supervised learning,” Sensors, vol. 20,
no. 9, p. 2684, 2020.

[23] D. Bardou, K. Zhang, and S. M. Ahmad, “Classification of
breast cancer based on histology images using convolutional
neural networks,” IEEE Access, vol. 6, pp. 24680-24693, 2018.

[8

[9


https://doi.org/10.1109/TBME.2015.2496264

16

[24] Z. Campilho, B. Wei, Y. Zheng, Y. Yin, K. Li, and S. Li, “Breast
cancer multi-classification from histopathological images
with structured deep learning model,” Scientific Reports,
vol. 7, no. 1, 2017.

[25] S. K. Asare, F. You, and O. T. Nartey, “Efficient, ultra-facile
breast cancer histopathological images classification approach
utilizing deep learning optimizers,” International Journal of
Computer Applications, vol. 11, p. 9, 2020.

[26] G. Litjens, T. Kooi, B. E. Bejnordi et al., “A survey on deep
learning in medical image analysis,” Medical Image Analysis,
vol. 42, pp. 60-88, 2017.

[27] X. Zhu, “Semi-supervised learning literature survey,” 2008,
http://digital.library.wisc.edu/1793/60444.

[28] O. Chapelle, B. Scholkopf, and A. Zien, “Semi-supervised
learning. MIT press,” 2006.

[29] X. Chang and H. Q Shen, S. Wang, “Semi-supervised feature

analysis for multimedia annotation by mining label correla-

tion in advances in knowledge discovery and data mining,”

Pacific-Asia Conference on Knowledge Discovery and Data

Miningpp, vol. 8444, pp. 74-85, 2014.

S. Oriane, B. Mateusz, A. Yannis, and G Guillaume, “Re-

thinking deep active learning: using unlabeled data at model

training,” 2019.

Y. En,]J. Sun, J. Li, X. Chang, H. Xian-hua, and A. Hauptmann,

“Adaptive semi-supervised feature selection for cross-modal

retrieval,” IEEE Transactions on Multimedia, vol. 21,

pp. 1276-1288, 2019.

M. Luo, L. Zhang, F. Nie, X. Chang, B. Qian, and Q. Zheng,

“Adaptive semi-supervised learning with discriminative least

squares regression,” in Proceedings of the Twenty-Sixth In-

ternational Joint Conference on Artificial Intelligence, Mel-

bourne, Australia, August 2017.

F. Schwenker and E. Trentin, “Pattern classification and

clustering: a review of partially supervised learning ap-

proaches,” Pattern Recognition Letters, vol. 37, pp. 4-14, 2014.

[34] O.T.Nartey, G. Yang, ]. Wu, and S. K. Asare, “Semi-supervised
learning for fine-grained classification with self-training,” IEEE
Access, vol. 8, pp. 2109-2121, 2020.

[35] K. Wang, D. Zhang, Y. Li, R. Zhang, and L. Lin, “Cost-effective
active learning for deep image classification,” IEEE Transactions
on Circuits and Systems for Video Technology, vol. 27, no. 12,
pp. 2591-2600, 2017.

[36] M. Ducoffe and F. Precioso, “Adversarial active learning for

deep networks: a margin based approach,” 2018.

A. Iscen, G. Tolias, Y. Avrithis, and O. Chum, “Label prop-

agation for deep semi-supervised learning,” in Proceedings of

the Computer Vision and Pattern Recognition, Long Beach,

CA, USA, June 2019.

[38] M. P. Kumar, B. Packer, and D. Koller, “Self-paced learning
for latent variable models,” in Proceedings of the 23rd Inter-
national Conference on Neural Information Processing Sys-
tems, vol. 1, pp. 1189-1197, Red Hook, NY, USA, December
2010.

[39] T. Pi, Z. Li, M. Zhongfei, W. Deyu, X. Jun, and Z. Yueting,
“Self-paced boost learning for classification,” in Proceedings of
the Twenty-fifth Aaai International Joint Conference on Ar-
tificial Intelligence, pp. 1932-1938, New York, NY, USA, July
2016.

[40] D. Meng and Q. Zhao, “What objective does self-paced

learning indeed optimize?” 2015, https://arxiv.org/abs/1511.

06049.

Z.L.Ma, S. Q. Liu, and D. Meng, “On convergence property of

implicit self-paced objective” 2017, https://arxiv.org/abs/1703.

09923.

[30

[31

[32

[33

(37

(41

Computational Intelligence and Neuroscience

[42] X. Dong and Y. Yang, “Teacher supervises students how to
learn from partially labeled images for facial landmark de-
tection,” in Proceedings of the IEEE International Conference
on Computer Vision (ICCV), pp. 27-28, Seoul, Korea, October
2019.

[43] X. Dong, L. Zheng, F. Ma, Y. Yang, and D. Meng, “Few-
example object detection with model communication,” IEEE
Transactions on Pattern Analysis and Machine Intelligence,
vol. 41, pp. 1641-1654, 2019.

[44] Q. Xie, E. Hovy, M. H. Luong, and V. Le, “Q self-training with
noisy student improves imagenet classification,” in Proceed-
ings of the IEEE/CVF conference on computer vision and
pattern recognition (CVPR), pp. 10684-10695, Columbus,
Ohio, June 2020.

[45] Q. Sun, X. Li, and Y Liu, “Learning to self-train for semi-
supervised few-shot classification,” 2019, https://arxiv.org/
abs/1906.00562.

[46] C. Szegedy, S. Ioffe, and V. Vanhoucke, “Inception-v4, in-
ception-resnet and the impact of residual connections on
learning,” in Proceedings of the Thirty-First AAAI Interna-
tional Joint Conference on Artificial Intelligence, pp. 4278-
4284, San Francisco, CA, USA, Febuary 2017.

[47] C. Szegedy, S. Ioffe, V. Vanhoucke, J. Shlens, and Z. Wojna,
“Rethinking the inception architecture for computer vision,”
in Proceedings of the IEEE Computer Society Conference on
Computer Vision and Pattern Recognition (CVPR), pp. 27-30,
Las Vegas, NV, USA, June 2016.

[48] D. Kingma and J. Ba, “Adam: a method for stochastic opti-
mization,” in Proceedings of the International Conference on
Learning Representations, pp. 14-16, Banff, AB, Canada, April
2014.

[49] S.J. Pan and Q. Yang, “A Survey on transfer learning,” IEEE
Transactions on Knowledge and Data Engineering, vol. 22,
no. 10, pp. 1345-1359, 2010.

[50] A.-A. Nahid and Y. Kong, “Histopathological breast-image
classification using local and frequency domains by con-
volutional neural network,” Information, vol. 9, no. 1, p. 19,
2018.

[51] S. Pratiher and S. Chattoraj, “Manifold learning and stacked
sparse autoencoder for robust breast cancer classification
from histopathological images,” 2018.


http://digital.library.wisc.edu/1793/60444
https://arxiv.org/abs/1511.06049
https://arxiv.org/abs/1511.06049
https://arxiv.org/abs/1703.09923
https://arxiv.org/abs/1703.09923
https://arxiv.org/abs/1906.00562
https://arxiv.org/abs/1906.00562

