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The ability to adapt to new situations involves behavioral changes expressed either
from an innate repertoire, or by acquiring experience through memory consolidation
mechanisms, by far a much richer and flexible source of adaptation. Memory formation
consists of two interrelated processes that take place at different spatial and temporal
scales, Synaptic Consolidation, local plastic changes in the recruited neurons, and
Systems Consolidation, a process of gradual reorganization of the explicit/declarative
memory trace between hippocampus and the neocortex. In this review, we summarize
some converging experimental results from our lab that support a normal temporal
framework of memory systems consolidation as measured both from the anatomical and
the psychological points of view, and propose a hypothetical model that explains these
findings while predicting other phenomena. Then, the same experimental design was
repeated interposing additional tasks between the training and the remote test to verify
for any interference: we found that (a) when the animals were subject to a succession of
new learnings, systems consolidation was accelerated, with the disengagement of the
hippocampus taking place before the natural time point of this functional switch, but (b)
when a few reactivation sessions reexposed the animal to the training context without
the shock, systems consolidation was delayed, with the hippocampus prolonging its
involvement in retrieval. We hypothesize that new learning recruits from a fixed number
of plastic synapses in the CA1 area to store the engram index, while reconsolidation
lead to a different outcome, in which additional synapses are made available. The first
situation implies the need of a reset mechanism in order to free synapses needed for
further learning, and explains the acceleration observed under intense learning activity,
while the delay might be explained by a different process, able to generate extra free
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synapses: depending on the cognitive demands, it deals either with a fixed or a variable
pool of available synapses. The Synaptic Occupancy/Reset Theory (SORT) emerged
as an explanation for the temporal flexibility of systems consolidation, to encompass
the two different dynamics of explicit memories, as well as to bridge both synaptic and
systems consolidation in one single mechanism.

Keywords: systems consolidation temporal framework, recent vs. remote memory, precision vs. generalization,
hippocampus, neocortex, Synaptic Occupancy/Reset Theory (SORT)

MEMORY AND TIME

The ability to adapt to challenging new situations involves
both physiological and behavioral changes, and behavior may
either be expressed from an innate repertoire of stereotyped
responses – which Fuster (1995) calls “phyletic memory” – or
by the acquisition of experience through memory mechanisms,
or even a combination of both (James, 1890). These two classes
of cognitive functions, however, differ in several respects, and
the second one – “individual memory” – is by far a much
richer and flexible source of both adaptation and resilience (two
complementary concepts according to Wong-Parodi et al., 2015),
and, ultimately, might be the reason for the evolutionary success
of vertebrates, specially the mammals.

Memory is an experience-based behavior modification. This
is a purely operational definition that covers the basic types
of memory that humans and non-human animals fully share,
leaving imaginary and/or abstract constructions – whose relation
to behavior is somewhat distant – aside for a while. In order
to be preserved, it is generally accepted that this change
demands the storage (and retrievability) of a physical trace that
somehow embodies the experience (Craik, 2002). However, we
still don’t know how much (and exactly which) information
is effectively stored, with possibilities varying from a simple
set of reconstruction instructions (Bartlett, 1932; Neisser, 1967;
Roediger and De Soto, 2015) up to a larger collection of
detailed information.

Memory formation consists of two interrelated processes,
equally referred to as consolidation, that take place at different
spatial and temporal scales. Synaptic (or Cellular) Consolidation
comes first and consists of local plastic changes in the recruited
neurons in each and every brain area involved in order to
re-structure synaptic connections, lasting from minutes to
hours (Dudai, 1996). Over a much larger time scale, Systems
Consolidation is the process of gradual reorganization of the
explicit (non-episodic-like) memory trace in the NCTX, along

Abbreviations: ACC, anterior cingulate cortex; CA1, Cornu Ammonis 1 area
of the hippocampus; CA3, Cornu Ammonis 3 area of the hippocampus; CFC,
contextual fear conditioning; CTT, Competitive Trace Theory; DG, dentate gyrus
area of the hippocampus; DRT, Distributed Reinstatement Theory; ERC, entorhinal
cortex; GluN2B, subunit N2B of NMDA receptor; HIT, Hippocampal Memory
Indexing Theory; HPC, hippocampus; HSAM, highly superior autobiographical
memory; IP, “intermediary plexus” – the neural network between S and M;
LGVCCs, L-type voltage-gated calcium channels; M, motor outputs; MEMSET,
extra-navigational Memory Set of Functions; mPFC, medial prefrontal cortex; MTL,
medial temporal lobe; MTT, Multiple Trace Theory; NAVSET, Navigational Set of
Functions; NCTX, neocortex; PPC, posterior parietal cortex; PTSD, post-traumatic
stress disorder; RA, retrograde amnesia; S, sensory inputs; SMSC, Standard Model
of Memory (Systems) Consolidation; TTT, Trace Transformation Theory.

with progressive independence from the HPC and its adjacent
cortices – which in rats takes a few weeks, but in humans can
take from months to years (Kim and Fanselow, 1992; McClelland
et al., 1995; Dudai, 1996; Quillfeldt et al., 1996; Izquierdo
et al., 1997; Frankland and Bontempi, 2005; Winocur et al., 2010;
Wiltgen et al., 2010).

Evidence for memory systems consolidation began to emerge
in studies with lesioned patients already in the 19th century
(e.g., Ribot, 1881), but it was only after the paradigmatic case
of patient H. M. (Henry Molaisson), described by Scoville and
Milner (1957), that the HPC was singled out as a crucial structure
for memory (McDonald and White, 1993; Squire et al., 1984;
Squire, 2004). Lesions restricted to the MTL, that includes the
hippocampal formation, resulted in temporally graded RA – the
loss of the memories acquired more recently with some degree
of preservation of the older ones, as well as a severe anterograde
amnesia – the inability to code for new long-term memories
(Squire and Bayley, 2007; Nadel et al., 2007).

EPISODIC MEMORY IN TIME: CLASH
BETWEEN FACTS AND THEORIES

Systems consolidation, with a functional “transition” between
HPC and NCTX, has been mostly verified for the so-called
explicit or declarative memory, which in humans involve two
categories, episodic and semantic memories (Tulving, 1972;
Cohen and Squire, 1980; Cohen, 1981; Graf and Schacter, 1985):
however, human episodic memory have resisted to conform to
this dynamics since it typically remains indefinitely dependent
from the HPC – non-graded or “flat” temporal gradient RA
(Nadel et al., 2007; Nadel and Hardt, 2011). Episodic memory
is still at the fulcrum of a decades-old debate between two
competing theories about temporal modifications undergone by
explicit memories. The first, conventionally known as the SMSC
(Squire and Alvarez, 1995), proposes that all long-term memories
already consolidated at the synaptic level (i.e., after at least
6hs), in the beginning need the HPC to be retrieved, but this
dependence will subside progressively, with memory processes
becoming reliant upon neocortical circuits. SMSC holds that all
declarative memories, be them of episodic or semantic nature,
must have the same fate, becoming independent from the HPC.
After an extensive review of the literature on human memory,
however, it became clear that the remote episodic memories
cannot usually be retrieved without the assistance of the HPC
(Nadel and Moscovitch, 1997), which paved the way for the more
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encompassing conception known as the MTT, which accepts,
among other concepts, different dynamics for episodic and
semantic memories.

For a number of reasons, it was not trivial to reproduce,
in animal models, the clear-cut division between episodic
and semantic memories observed in humans, but, similar to
humans, the temporally graded RA that characterizes systems
consolidation has been observed with some types of explicit
memories – such as aversive memories, but not with other types –
such as spatial memories, that tend to display a non-graded
RA (Sutherland et al., 2010; Winocur et al., 2013), which also
represents a challenge for SMSC core concepts. Actually, even
in human studies there is some debate about what “episodic”
really mean, with permanent HPC dependency being observed
mainly in episodic memories of the autobiographical type (for a
discussion, see Teyler and Rudy, 2007; Rudy, 2009).

Interestingly, both SMSC and MTT drank to some extent
from the same HIT (Teyler and DiScenna, 1986; Teyler and
Rudy, 2007), a very consistent early attempt to conciliate
psychobiological data with neuroanatomy-of-the-day (Squire
et al., 1984) plus some mathematical modeling of neural
networks from the beginning of the 1970s (Marr, 1971) in
order to explain the role of HPC in memory storage. HIT
allowed, among other advances, the maturation of decisive
concepts such as pattern completion and pattern separation
(Teyler and Rudy, 2007). Another strong influence came from
the seminal work of O’Keefe and Nadel (1978) that proposed
the role of Hippocampus as a Cognitive Map, and the so called
Complementary Learning Systems framework, which suggested a
protective role for the HPC/NCTX interplay working to prevent
catastrophic interference among similar patterns (Marr, 1971;
McClelland et al., 1995; O’Reilly et al., 2014). Actually, despite
invisible for many, it can be said that no modern theory of
memory in cognitive psychology would exist today free from
the influence at least two conceptual paradigms, the information-
processing approach (e.g., the computer metaphor for the brain) –
to this day, by far the most influential of the two (but perhaps
on the negative side) – and the connectionist approach (e.g.,
parallelism, emergentism, neural networks, etc – see chapter 1 in
Galotti, 2018), still scarcely explored.

SYSTEMS CONSOLIDATION DYNAMICS:
EXCEPTIONS AND ALTERNATIVE
MODELS

Contextual fear conditioning and, in special, spatial learning,
are among the behavioral tasks that produce more contradictory
results in relation to the systems consolidation framework – i.e.,
they frequently produce flat or non-graded temporal gradients
(Sutherland et al., 2008, 2010; Broadbent and Clark, 2013;
Winocur et al., 2013), i.e., memories that never exhibiting
independence from the HPC when retrieved. Sutherland et al.
(2010) have even proposed an alternative model that would
complement MTT and explain away diverging findings – the
so-called DRT, according to which, instead of the “gradual
and lengthy memory reorganization” of one single mnemonic

entity, what happens is the rapid establishment of a dual-
trace in both brain regions, with a stronger representation
in the HPC, and a weaker one in the cortex. This would
explain memory retrieval without an active HPC, since an extra-
hippocampal trace, despite weaker, could yet be expressed in
some situations. This interesting ad hoc hypothesis reintroduces
an assumption already present – but frequently understated –
in the SMSC (Squire and Alvarez, 1995), that is fully consistent
with several other findings from our lab over the years
(Jerusalinsky et al., 1994; Sierra et al., 2017 – see below): cortical
areas must be recruited simultaneously with the hippocampal
system during acquisition/learning in order to, later, support
the temporally graded “changing of the guards” between the
HPC and the NCTX, i.e., the suggested dual trace seems to
exist at last.

One interesting conceptual suggestion originally proposed
by MTT was that each time retrieval takes place, that trace
would be automatically re-encoded (i.e., “re-indexed”) in the
HPC, meaning that the older the memory, the more “copies”
of its index would be available and the easier would be to
retrieve then, in thesis (Nadel and Moscovitch, 1997, 1998).
This idea was devised to explain, for instance, the robustness of
some old memories, or for, say, memory of items reinforced by
repetition or “rehearsal.” This interesting theoretical prediction,
consistent with the best supporting ideas advocated by HIT
(Teyler and Rudy, 2007), would be useful to account for
several findings in the field of memory reconsolidation (Lewis,
1979; Nader et al., 2000a,b; Anokhin et al., 2002; Walker
et al., 2003; Duvarci and Nader, 2004; Lee et al., 2006;
Rose and Rankin, 2006; Hupbach et al., 2008; Bustos et al.,
2009, 2010; Nader and Hardt, 2009; Nader and Einarsson,
2010; Hardt et al., 2010; Lee, 2010; Alberini, 2011; Haubrich
and Nader, 2018) – indeed, an updated trace might even
end up being expressed just as one of those index copies,
slightly modified.

However, to our notice, notwithstanding the expected
technical difficulties, this promising idea was never put to
real test. The multiple copies scenario could, for instance,
be contrasted with opposite theoretical models such as the
CTT, also inspired by HIT (Yassa and Reagh, 2013), in which
the HPC, through a memory reconstruction process called
recontextualization, compensate for the deleterious effects of
the competition among partially overlapping traces of aging
memories, strengthening memories by semantization at the
expense of contextual details.

In 2010, Winocur et al. (2010) advanced a extensively revised
version of MTT – dubbed as the TTT – to incorporate the
now widely accepted idea that the corticalized single episode
trace is not a mere duplicate of the previous hippocampal
version, but a transformed record with quite different
characteristics. The transformation hypothesis differs from
SMSC in that (1) it accepts the permanent HPC-dependency
of detailed/autobiographical episodic, contextually bound
memories, (2) the “hippocampal memory” supports the
corticalization that produce a contextually poor, gist-like
(“schematic“) engram, and (3) that HPC-related precise
memories dynamically interact/compete for dominance with
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cortex-related generalized traces depending on the boundary
conditions in the retrieval session (Winocur et al., 2010; Sekeres
et al., 2018). The first two points were inherited from MTT, but
the last one is new, and incorporates the very recent paradigm
that emphasizes the parallels between HPC/precision and
corticalization/generalization, i.e., the supposed connection
between the neuroanatomical and the psychological/qualitative
points of view.

TWO COMPLEMENTARY APPROACHES
TO SYSTEMS CONSOLIDATION

Then, coinciding with the gradual HPC disengagement in
contextual fear memory expression, a number of studies have
found that animals are good at discriminating between the
original training context and a novel context shortly after
training, whereas some weeks later they show equally robust
conditioned responding to both contexts, an example of loss of
contextual precision (Biedenkapp and Rudy, 2007; Wiltgen and
Silva, 2007; Winocur et al., 2007). The reduced HPC engagement
and the increased generalization in the cognitive domain may be
more than a simple coincidence, and has been suggested to reflect
a specific role for the HPC in mediating detailed, discriminatory
memory expression (Wiltgen et al., 2010). In this line, progressive
corticalization comes at the price of having most of the details of
the original experience stripped off, attaining a more generalized
nature. In the limit, we may suppose this is the first step in
building schemas – a class of fast-response cortical psychological
construct which goes far beyond a mere case of generalization of
information, once they act by structuring both the information
gathering and their use (Ghosh and Gilboa, 2014). The transition
from memory discriminative precision to generalization may be
used as a measurable psychological correlate of the temporally
graded neuroanatomical involvement in systems consolidation.
Notwithstanding its utility as an additional tool to study the
phenomenon, attention must be paid in every experimental
design to avoid false positives due to the fact that there are other
ways to produce the generalization of any learned information:
a series of time-independent generalization protocols such as
sexual hormone levels, presynaptic GABA-B inhibition or the so-
called cue-induced generalization do not correlate with systems
consolidation and might deserve additional control groups in
some experimental designs (see Jasnow et al., 2017).

In the following sections, we will review some results from our
lab that, over the years, have raised some interesting questions
possibly relevant for a discussion on the nature of the engram.
After replicating the phenomenon from the neuroanatomical
point of view in two different experimental setups, finding a
similar time frame between 4 and 6 weeks – despite specific
differences between the protocols – we managed to accelerate
the transition of the retrieval control from HPC to NCTX (in
this case, the anterior cingular cortex) simply by increasing the
amount of learning opportunities between training and remote
test sessions. We then explored other, different ways to modify
the time course of systems consolidation, such as reactivating the
main aversive memory. In between, we investigated the need for

the lately engaged neocortical area to be actively involved already
during the acquisition of the behavioral task.

CLOSE ENCOUNTERS WITH SYSTEMS
CONSOLIDATION

In the beginning of the 1990s, a time in which the Standard
Model was still being formulated (McDonald and White, 1993;
McClelland et al., 1995; Squire and Alvarez, 1995) and the
phenomenon of systems consolidation wasn’t even named
(Dudai, 1996), when studying the role of glutamatergic and
GABAergic receptors in memory formation and expression,
we found that the AMPA competitive antagonist CNQX was
amnestic when infused into the HPC (and amygdala – in a joint,
bilateral infusion) at 1, 6, 13, 20 but not 31 days after training
(Bianchin et al., 1993; Izquierdo et al., 1993a,b; Quillfeldt et al.,
1996), while the same blocking effect tend to last more when
injected into the ERC, effective at 1, 26, 31 but not 60 days
after training (Ferreira et al., 1992a,b; Jerusalinsky et al., 1992;
Quillfeldt et al., 1994, 1996). Thus, HPC and ERC appear to have
naturally “switched” their roles in memory retrieval somewhere
between the 20th and the 31st post-acquisition day, at least for
this specific aversive task (step-down inhibitory avoidance). The
fact that cortical areas were displaying sensitivity to CNQX also
before the HPC disengagement may be due to the drug of choice
and the essential nature of the glutamatergic transmission in the
CA1 area (a more detailed discussion appears in the end of the
section entitled “New learnings before the remote test accelerate
systems consolidation”).

This 2–4 weeks’ interval for the disengagement of the HPC is
consistent with several studies involving rodents in contextual
fear learning (Kim and Fanselow, 1992; Maren et al., 1997;
Shimizu et al., 2000; Wiltgen et al., 2010; Beeman et al., 2013).
There are, however some important contrary findings, reporting
“flat” temporal gradients (Sutherland et al., 2008; Broadbent and
Clark, 2013), but besides relevant differences in experimental
protocols, some of these inconsistencies may be due to the fact
that most of them have employed chemical lesions, which differ
from our use of pharmacological reversible blockings, both in its
extent and the possible outcomes (Sutherland et al., 2010; Goshen
et al., 2011; Doron and Goshen, 2017). Anyway, once even
humans display different durations of RA caused by comparable
hippocampal lesions (Spiers et al., 2001a,b; Cipolotti and Bird,
2006), a similar variability in experimental animals is more than
expected, specially among different strains, even local substrains
of experimental animals.

On the other hand, in those old studies it was remarkable to
notice how cortical areas use to display a longer involvement
than the HPC: thus, while the ERC was sensitive to CNQX
amnestic effect at 1 (Jerusalinsky et al., 1992; Izquierdo et al.,
1993a), 26 (Quillfeldt et al., 1994) and 31 days after training
days (Quillfeldt et al., 1996), the PPC remained responsive after
60, and even up to 90 days post-training (unpublished results).
The “stepwise” or gradual “deactivation” of the involvement of
these brain structures takes place in full agreement with their
neuroanatomical hodology (Marr, 1971; McNaughton and Nadel,

Frontiers in Synaptic Neuroscience | www.frontiersin.org 4 February 2019 | Volume 11 | Article 1

https://www.frontiersin.org/journals/synaptic-neuroscience/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/synaptic-neuroscience#articles


fnsyn-11-00001 February 11, 2019 Time: 18:53 # 5

Quillfeldt Systems Consolidation and the Nature of the Engram

FIGURE 1 | Systems Consolidation: CNQX blocks the performance in the Step-Down Inhibitory Avoidance task when infused into three phylogenetically distinct
brain areas – dorsal hippocampus (HPC), entorhinal cortex (ENT) and posterior parietal cortex area 2 (PPC) – resulting in different temporal frameworks: neocortical
area remains in charge of memory retrieval after hippocampal and entorhinal disengagement (Quillfeldt et al., 1994, 1996; Izquierdo et al., 1997).

1990; Buzsáki, 1996; Fuster, 1997) and, consistently, with their
phylogeny (Sherry and Schacter, 1987; Lavenex and Amaral,
2000; Treves, 2009; Thome et al., 2017). Figure 1 summarizes
these first findings.

There is a hierarchical organization in this time frame. Just
as during learning/acquisition the sensory information flows
first from multiple polymodal neocortical areas toward the
paleocortex (entorhinal), and from there to the fast and iterated
local circuits of the archicortex (HPC), now the processed
information projects back to the associative NCTX through a
paleocortical relay looking for a long-lasting storage site, closing
a hierarchical loop (Teyler and DiScenna, 1986; McClelland
et al., 1995; Lavenex and Amaral, 2000). This is why HPC,
despite evolutionarily older, is considered the highest level of
associative integration in the mammalian brain (McNaughton
and Nadel, 1990) and the CNQX blockage experiments somehow
unveiled the same timeline of the above hierarchical loop
(Lavenex and Amaral, 2000). In this case, the representative of
the associative NCTX was the posterior parietal area whose long-
lasting responsiveness is in accordance with a putative role as the
final residence for the engram.

TEMPORAL FRAMEWORK FOR THE
HIPPOCAMPUS INVOLVEMENT: RIGID
OR FLEXIBLE?

Recently, we decided to revisit those original findings in our lab,
asking why the HPC would need this particular time window of
(then) 3–4 weeks to disengage itself from the retrieval process,
originally in terms of AMPAR-mediated mechanisms, but other
systems could be approached, such as the A-GABAergic one
(Haubrich et al., 2016). We began by trying to replicate the above
findings, but modifying three things, the drug (muscimol instead
of CNQX), the aversive task (CFC) and the cortical target area:
the ACC integrates the mPFC, a region that has been suggested
to be of primary importance to support remote, but not recent
memories (Frankland et al., 2004a,b; Teixeira et al., 2006; Ding
et al., 2008; Insel and Takehara-Nishiuchi, 2013).

As consequence of these new experimental conditions, we
detected a slightly longer time frame for the interplay between
HPC and ACC – 4–6 weeks: HPC infusion of muscimol was
amnestic in CFC-trained animals when tested at 1, 20 or 35, but
not 45 days after training, while the same drug infused into the
ACC produced the exact opposite scenario, being effective only at
45, but not 1, 20, or 35 days after training (Haubrich et al., 2016).
This temporally graded phenomenon, despite slightly longer, still
is compatible with previous findings, and represents a clear-cut
instance of the systems consolidation phenomenon, despite not
favoring any of the two main theories in dispute, the standard
model or the MTT (Nadel et al., 2007).

THE SYNAPTIC OCCUPANCY/RESET
THEORY

Our main hypothesis was that the duration of systems
consolidation would be defined by the extent of use of
the available synapses in the HPC. Its testability, despite
virtually impossible two decades ago, is becoming increasingly
feasible now with the availability of high-tech tools such
as opto/chemogenetics, multielectrode arrays and two-photon
microscopy, despite still lacking the necessary spatial and
temporal resolution (see the last section, “Testing the Theory,”
bellow). Of course there may be alternative explanations for
our findings, but synaptic availability represents a simple,
straightforward and reasonable putative model, enough to prove
being valuable to explore in more depth.

Motivated, as others before, by the Hippocampal Indexing
Theory (Teyler and DiScenna, 1986; Teyler and Rudy, 2007), that,
as mentioned above, was a quite successful theoretical approach
absorbed in different degrees by most theoretical appraisals of
memory systems consolidation (SMSC, MTT, DRT, TTT, CTT,
etc.), we propose that:

(1) considering that learning a new task equals to
“connecting” a set of sensory inputs (S) to a set of
motor outputs (M), a form of higher order “pavlovian”
link, that will be summoned into action in some
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coordinated way during retrieval via the establishment of
an intermediate plexus (IP) of neural pathways that produce
the correct/learned response;

(2) considering that those pathways would embody (a) the
spatial representation of the learned context (if learned), (b)
the record of important items and subjects present, and (c)
a set of efficient motor choreographies to be summoned in
order to deal with what is being perceived in that moment,
all these components will, at the end, assist a decision taking
based on matching/non-matching between the present
sensory inputs and the stored memory (Fernández et al.,
2016; Agustina López et al., 2016; Krawczyk et al., 2017);

(3) considering that the HPC is such a small brain region in
terms of number of neurons (thus, number of synapses
available at each moment) – particularly in the rat
(Braitenberg and Schütz, 1983; McNaughton and Nadel,
1990; Treves and Rolls, 1994; Rolls et al., 1998; Rolls and
Kesner, 2006; Treves, 2009; Rolls, 2017), and

(4) considering also the ever-growing amount of data to be
continuously encoded by any normal animal, even for
experimental ones.

We hypothesize when submitted to a rich, successive series
on new learning situations, the hippocampal system would
easily reach maximum occupancy and might need some special
maintenance: the simplest way to do this [considering first a
fixed (or restrict) set of available synapses] would be to free
synapses previously engaged in some other representational
index to become again available to hold the new memories –
a kind of synaptic reset. In this occupancy-reset scenario,
hippocampal synapses might endure physical erasure in at least
two basic situations: (a) on demand, when the number of
available, unoccupied synapses reaches a minimum, not enough
to hold a new engram/trace, reset would “make space” to
continue the storage process, or (b) automatically, on a regular
basis, in the case of an “uneventful, tedious life” – typical
of experimental animals that usually live for just one lifetime
experience, a quite unrealistic, non-ecological situation, as Ulrich
Neisser has alerted before (Neisser and Winograd, 2006) – a
portion of this synaptic population would be automatically reset
from time to time, a natural turnover, which could explain the
timeframe of the “natural” systems consolidation observed in
different experiments.

Of course this is just a first sketch, with the minimum
components necessary to accommodate the experiments
described in the sequence. A more detailed proposition appears
in the last sections of the paper. To this point, among several
assumptions, there is one that is in full accordance with HIT:
the HPC will not encode the full trace of an experience inside its
borders, holding just a map to the true location of the engram
in the much more extense neocortical associative areas. The
first premise above is also an epistemological commitment
with the psycho-physical identity principle, a position in line
with philosophical materialism, realism and systemism (Bunge,
2010), that receive different names in the scientific context, such
as the “principle of functional-neural isomorphism” (Sekeres
et al., 2018), when referring, for instance, to things such as

the interplay between psychological phenomena and their
neural representations.

NEW LEARNINGS BEFORE THE
REMOTE TEST ACCELERATE SYSTEMS
CONSOLIDATION

With a well-defined systems consolidation experimental setup
at hand – and if the synaptic occupancy/reset hypothesis is
correct – we might next ask why does this phenomenon has
this specific duration of 4–6 weeks (a period that encompasses
both studies), at least for rats and in these aversive tasks. One
logical possibility, derived from the finiteness of the HPC itself,
would be to consider, for starts, that the number of synapses
available to encode new memories is finite and fixed/restrict.
Since these synapses should be “ready” for plasticity events,
maintenance activities must be performed regularly, and we
suggest that there may exist a regularly scheduled automatic
“reset” of these synapses. This would naturally destroy previously
used index mappings of cortical engrams, meaning that those
memories would be physically deleted. Although there can be
reasons to despise the omnipresent computer metaphor in the
neurosciences, it is hard to resist an analogy to describe this
maintenance-reset-induced-amnesia: the deletion of the FAT
table in a computer’s hard drive does not remove the bits
of memory actually spread/intermingled all over the disk, but
renders that memory virtually unrecoverable due to the loss
of tracking information. We hypothesize that a similar process
would be taking place in the CA1 HPC pyramidal neurons,
responsible for establishing the index of each memory trace and
keep track of their spread parts. So the first prediction of the
synaptic occupancy/reset theory (SORT) is that forgetting is just
a natural consequence of this natural maintenance mechanism
(at least the passive component). The average 4–6 weeks period
would represent the automatic (predetermined or scheduled)
reset/erasure, once the animal is not being trained in any other
task and would not be “using” those available synapses.

Next we ask: what if we interpose a series of novel
learning tasks between the training and the remote test
sessions? Hypothetically, this would forcefully “increment the
cognitive life” of this experimental animal, and more synapses
should be in demand: if the minimum limit of available
synapses happens to be reached during a series of intense
cognitive experiments – a reasonable supposition considering
the small dimensions of the HPC – this would trigger the
reset system before the regularly scheduled moment in order
to release more, fresh synapses to build new memories. Thus
the second prediction would be that systems consolidation
would endure an acceleration, with the switching point that
disengages the HPC and summons the neocortical areas moving
to a time point before the completion of the regular interval
of 35–45 days after training. The learned memory would
become independent from the HPC, and dependent on a
cortical areas such as the anterior cingular cortex at an
earlier time point. This neuroanatomical displacement could
be verified employing muscimol to check for the involvement
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of each brain structure at an earlier time point, say, 20 days
after training.

The result was exactly what was expected! Muscimol infusions
showed us that CFC memory became independent from the
HPC before the regularly scheduled time (Haubrich et al.,
2016 – see Figure 3E), and was now relying upon the
ACC area (ibidem, Figure 4E), i.e., systems consolidation was
accelerated by multiple learning experiences, consistently with the
occupancy/reset theory. See Figure 2, ahead.

This underlying hypothesis was barely sketched in the
original paper (Haubrich et al., 2016): “We hypothesized
that the encoding of multiple memories would result in an
accelerated HPC-to-cortex information transfer in order to
preserve hippocampal function of encoding new information and
avoid its overload” (. . .) “It may be that such rapid reorganization
occurs in order to preserve hippocampal storage capacity,
allowing the HPC to continuously process new information,
given that its physical storage is likely limited. This may also
reduce interference with previously established memories.” The
mention to “interference” was another echo of the precursor
ideas of Marr and McLelland’s pioneer propositions (Marr, 1971;
McClelland et al., 1995).

In support of these findings it was shown that multiple
learning experiences may induce changes both in dendritic spine
complexity and c-fos expression in the ACC at delays that
resemble those of our remote memories (Wartman and Holahan,
2013, 2014). Most important – and a strong support for the
main tenet of the indexing theory – a central role for the HPC
was demonstrated in the active induction of neocortical plasticity
related to memory processing, i.e., the accelerated HPC-to-ACC
memory reorganization may be under control of the HPC itself
(as suggested by Sutherland et al., 2010). There might exist
alternative explanations for these results as, for instance, new
learning inducing competition for hippocampal storage room as
a side effect of the memory allocation process upon the excitatory,
principal neurons of neocortical networks (Han et al., 2007;
Josselyn and Frankland, 2018). For now, however, our favorite
candidate mechanism for the reset mechanism might rest in
processes such as neurogenesis (see, e.g., Besnard and Sahay,
2016), already shown to be induced by novel learning (Gould
et al., 1999a,b; Kitamura et al., 2009). Of course, a lot more
remains to be investigated.

Comparing the two sets of experiments separated by 20 years,
the main difference between them was in the duration of the
observed drug effect (compare Figures 1 and 2) probably due to
the chosen neurochemical target. In the previously mentioned
works, we have prioritized AMPAR for the pre-test blocking of
retrieval, while muscimol was used only for the post-training
infusions in order to evince consolidation effects (Quillfeldt
et al., 1996; Izquierdo et al., 1997). Due to the existence of
a similar circuitry arrangement both in the HPC and the
NCTX, in which GABAergic interneurons control pyramidal
glutamatergic cells through feedback and feedforward inhibition
in simple, yet reliable local circuits (Pitler and Alger, 1992; Bull
and Whittington, 2007; Spruston, 2008; Tremblay et al., 2016),
the infusion of the GABA agonist muscimol was expected to
reversibly suppress local activity (either in the CA1 area of the

HPC or the NCTX), more or less the same way the AMPAR
antagonist CNQX would do: the first, by stimulating GABAergic
interneurons, and the last, by directly blocking glutamatergic
principal neurons. However, we should consider the possibility
that plasticity might have modified the level of response of
these systems in different ways. Thus – and particularly in the
HPC – while the responsivity of (at least some) interneurons
could be reduced to near zero without drastic consequences, the
same might not be possible for the principal neurons, once they
happen to be the only available carrier pathway for the output of
hippocampal processing.

In other words, GABAergic neurons would be freer to vary
their connectivity than the principal, glutamatergic cells, and this
is an decisive point since we are studying the pharmacology of this
local neural circuit, not individual, isolated neurons. This aspect
might account for the fact that CNQX was amnestic from day
one both in the HPC and the cortical areas, ending its effect in
the ERC (but not in the PPC) at the moment the structure was
apparently “released from duty” (Quillfeldt et al., 1996), while in
the 2016 experiment, Muscimol was effective in ACC only after
the HPC ceased its engagement with memory retrieval (Haubrich
et al., 2016). To some extent, the more recent experiment sounds
more convincing and representative of systems consolidation,
but whenever the unexpected happens, there is opportunity for
a deeper peep into the processes under scrutiny: thus, these two
similar, yet not identical ways to observe systems consolidation
for an aversive task teaches us two additional things: (1) at least
in terms of glutamatergic transmission, cortical areas appear to
be necessary from the very beginning, right after acquisition, even
if this is not apparent in every chosen experimental design, and
(2) GABAergic modulation might be the locus of the central
plastic events behind the transference of function observed
in systems consolidation, that would be the reason why its
manipulation results in a clear-cut systems consolidation time
frame in both brain structures. Observation 1, for instance,
have received additional support from at least two previous
works of us, for instance, in Jerusalinsky et al. (1994) and,
more recently, we studied a remote memory blocked by pre-
training infusion of muscimol into the ACC, and managed to
use reactivation/reconsolidation to rescue the supposedly lost
trace and also restore the normal course of a disrupted systems
consolidation – a putative case of “systems re-consolidation”
(Sierra et al., 2017). The need for the presence of neocortical areas
from the very beginning – despite only mobilized later in the
systems consolidation process, is another exciting subject that,
however, will not be further discussed here.

REACTIVATION SESSIONS BEFORE THE
REMOTE TEST DELAY SYSTEMS
CONSOLIDATION

Under specific protocols of re-exposure to the original training
context, reactivation may take place during memory retrieval
and a memory that was previously acquired and already fully
consolidated (in a synaptic consolidation process) would be
relabilized, becoming again sensitive to modification or even
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disruption. This allows for the integration of new information
(update) and the process concludes with the reconsolidation
of the former trace into a modified engram (Nader et al.,
2000a,b; De Oliveira Alvares et al., 2008a,b; Bustos et al., 2009,
2010; Lee, 2010; Alberini, 2011). In our lab, we have been
studying reconsolidation for some time, and have found, for
instance, that, during a reactivation session, the concomitant
presence either of a distractor (Crestani et al., 2015) or
an appetitive stimulus (Haubrich et al., 2015), was able to
promote a long-lasting reduction of freezing response, i.e.,
effectively modify the emotional valence of the originally learned
tasks (CFC) to a less aversive level. In those two studies,
the effects were abolished either by systemic nimodipine, or
intra-hippocampal infusion of ifenprodil, which is consistent
with a reconsolidation mechanism: LVGCCs, and, specifically,
GluN2B-containing NMDARs appear to be common plastic
components recruited in the HPC by these two different
cognitive situations, once its blockage interfered with memory
reconsolidation. Using reactivation/reconsolidation we have also
managed to incorporate an endogenous state-dependency into
previously consolidated memories (Sierra et al., 2013) and use
reconsolidation to promote the consolidation of a concomitant
weak learning through a synaptic tagging and capture mechanism
(Cassini et al., 2013).

But memory “flexibilizing” protocols may also be employed to
interfere with higher order cognitive phenomena, such as systems
consolidation, in which multiple brain areas are recruited in
a complex spatio-temporal choreography of engram-allocation.
Two examples from our lab have managed to successfully
interfere with the temporal framework of systems consolidation
by inserting short reactivation sessions between training and
the remote test (De Oliveira Alvares et al., 2012, 2013). In
this experimental setup, despite checking only for one brain
structure (the HPC), systems consolidation was “measured”
by the psychological, qualitative modification in the ability to
discriminate between original and novel contexts as advanced,
e.g., by Wiltgen and Silva (2007). In other words, if memory
has precision, the muscimol infused into the HPC must
suppress that precise response and the animal confound the
conditioning context with the novel context. At later periods,
generalization (corticalization) would have take over the process
and the animal would naturally not be able to discriminate
between the contexts (and the HPC would become insensitive to
pharmacological blockage).

And then systems consolidation was once again replicated!
This time measuring the precision/generalization psychological
binomium. In the training-test interval of 2 days, animals were
able to discriminate well between known and novel contexts (i.e.,
display precision), and muscimol suppressed this capacity when
infused before test into the CA1 region of the HPC (i.e., display
HPC-dependency). The experimental group tested after 28 days –
an interval in which the HPC was not expected to be responsible
for retrieval anymore – animals did not discriminate between the
contexts (i.e., they exhibit memory generalization) and muscimol
did not produce any response (i.e., we detect independency from
the HPC). Despite not studying any cortical target in this case, the
results were a clear reproduction of half the systems consolidation

viewed from the HPC perspective (De Oliveira Alvares et al.,
2012 – see Figure 1), and consistent with previous contextual fear
generalization studies (Biedenkapp and Rudy, 2007; Wiltgen and
Silva, 2007; Winocur et al., 2007),

Next we asked what would happen if we interpose reactivation
sessions between the training and the remote test sessions.
Subjects trained in CFC were reexposed to the original training
context in the absence of the unconditioned stimulus (footshock)
for three sessions of just 90 s each, once a week. After these
reactivations, the control group (vehicle-injected) became again
able to discriminate between the novel and the conditioning
contexts, notwithstanding the long interval that normally would
have lead to the corticalization/generalization of the memory
trace. When muscimol was infused in the CA1, however, the
ability to discriminate was gone, showing that HPC was again in
charge of retrieval of this otherwise remote memory (De Oliveira
Alvares et al., 2012 – see Figure 2).

What happened here was somehow unexpected: the HPC-
dependent, precision-prone period was literally enlarged, i.e., the
systems consolidation temporal framework was delayed, the exact
opposite of what the new learnings have produced. The same
delay was observed in another experimental setup in our lab with
the insertion of only one short reactivation session (De Oliveira
Alvares et al., 2013 – see Figure 3). In this second discriminative
experiment, the re-exposure session was proven to consist of a
real reconsolidation process of the original memory trace, since
the delaying effect was suppressed by nimodipine injected i.p.
before the reactivation session.

In sum, compared to new learnings, reconsolidation has
produced an opposite effect upon the temporal framework of
systems consolidation. Notwithstanding some similarities, such
as protein synthesis dependency, there is an increasing list
of intrinsic differences between first-time consolidation and
reconsolidation, involving different membrane-bound receptors
and channels, membrane insertion of ion channels, enzymatic
degradation cascades, early genes, etc. (Haubrich and Nader,
2018). These differences could explain several different outcomes
in different scenarios, thus observing a delay instead of an
acceleration should not come as a surprise, despite not having
been anticipated by the present version of the occupancy/reset
hypothesis straightly based on the assumption of a fixed number
of available synapses. Actually, (a) since reconsolidation should
necessarily involve some degree of synaptic reorganization in
order to update the original memory trace, and (b) since
synaptogenesis is not an uncommon event in the hippocampal
area, even out of the context of developmental critical period,
we may hypothesize that the (different) kind of plasticity
elicited by reconsolidation may result in an equally different
outcome for instance, a direct increase of the total number
of available synapses in the immediate neighborhood of the
“reconsolidated“ cells, at least within certain limits (there
is no room for an indefinite increase of this number). In
other words, there could be a second, alternative mode of
operation of the set of available synapses other than that
controlled by the occupancy/reset putative mechanism, now
based on the complementary assumption of a variable number
of available synapses.
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Of course, this is highly speculative, but at least, is testable.
One consequence of the local variation in the number of available
synapses without the need to recruit by reset upon a fixed
set would look as an expansion of the CA1 area involvement
and result in a systems consolidation delay that fits what was
observed in the reactivation/reconsolidation experiment (De
Oliveira Alvares et al., 2012, 2013). Figure 2 summarizes the two
opposite findings that resulted either in acceleration, or delay of
the systems consolidation process:

The hippocampal indexing theory suggests that this operation
should tackle upon the same index of the original memory,
maybe adding some extra connections here/removing others
there, an operation that could or could not demand more
available synapses to take place. And, as we discussed briefly
above, MTT has the interesting proposition that each time a
memory is retrieved, a new index would be created as a partial
copy of the original trace plus some additional features integrated
as an “update,” a way to explain the resilience on older memories:
but if reconsolidation creates a new index, it would demand more
synapses and should contribute to move the ensemble of plastic,
available synapses closer to the limit of occupancy, which would
result in a reset on demand and the acceleration, not the delay of
the temporal framework. Since this has not happened, something
else should be going on. We can improve our model by adding
another feature to it: the capacity to create new synapses, at least
within certain limits (once HPC CA1 area is still such a small
structure). That would be the first thought of most researchers
since we use to feel comfortable with the idea that there is a “free
capacity” to “produce more” (synapses, cells, etc.) and intuitively
(and acritically) we comply to this comfortable position. But this
may not be true.

Thus, having begun with a restricted model in which new
memories must be recorded making use of a finite number
of available synapses in order to survive, we have to warrant
available room for the creation of more substrate for engram

plasticity: in the above situation, if the number of synapses
were not fixed, but variable, an increment would easily explain
the delay. Maybe that is what takes place in the specific case
of memory reactivation by partial mismatch of contextual cues
(Fernández et al., 2016; Krawczyk et al., 2017), differing for
the new learning situation, where a total mismatch is verified
and lead to memory formation (upon a fixed set of plastic
synapses). Again, be it real or not, this is a testable complementary
hypothesis. We can think of it as a “toy model” designed to tie
some loosen ideas and experiments with new, putative (hopefully
reasonable) integrative conceptual ideas. Good theories should
prioritize simplicity whenever possible, and ensure at least
three things: explainability (have no contradictory findings),
testability and predictability (Bunge, 1967, 1985). Any one of these
properties is of paramount importance, and the absence of one of
them will strongly limit any proposition. However, people tend to
focus more on the first two properties, neglecting predictability –
maybe the most important of the three. We will discuss a more
complete version of the model in the next session, but before, let’s
bring some closing remarks on the experiments here discussed.

These last two experiments raise an important question,
and even a possible objection to what we have found in the
acceleration-by-new-learning experiment (Haubrich et al., 2016):
couldn’t it be the case that what was actually taking place
was some instance of reactivation, not the mere accumulation
of information that would demand more “synaptic room”?
This would also make things complicate for the synaptic
occupancy/reset theory, and the possibility was not directly tested
in the original 2016 experiment. However, we can mention at
least three reasons to reject this alternative explanation. First,
both interposed tasks, despite intentionally chosen to be HPC-
dependent, [a] does not involve re-exposure to the same context
where CFC was learned, and [b] involve different (insufficient)
exposure time, meaning that these additional tasks were unfit
to reproduce the exact boundary conditions necessary to allow

FIGURE 2 | Systems Consolidation temporal framework, i.e., the time for the corticalization onset after hippocampal disengagement, can be flexibilized by different
behavioral interventions interposed between the training and the remote test sessions for Contextual Fear Conditioning memory retrieval: Muscimol displays different
windows of effectivity when infused either into the dorsal hippocampus (HPC) or the anterior cingular cortex (ACC) depending the nature of the interposed sessions -
new learning or reactivation/reconsolidation (De Oliveira Alvares et al., 2012, 2013; Haubrich et al., 2016).
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for a pure reconsolidation-dependent interference that could
explain the observed change in the temporal course of the systems
consolidation. Second, despite being far from attaining the exact
boundary conditions, considering that those interposed tasks
involved actual new learnings, the induced protein synthesis
could provide, among its products, diffusible plasticity-related
proteins (PRPs) that could be relayed to, somehow, produce
interference via a tagging-like mechanism; however, the capture
of PRPs might obligatorily take place in a short period, enough
to interfere with late LTP maintenance, which would be very
improbable after the several days that separate the original
training and the interposed tasks. Finally, we must clarify that
the Haubrich et al. (2016) paper was not our first attempt to
study the consequences of multiple tasks interposed during a
long-lasting training-test window, but it was the only one in
which the protocol worked fine. In previous attempts, we have
first tried to implement an intensive training protocol, with
too many different tasks along the day, and even intercalating
those tasks with long exposures to enriched environments:
however, most of these animals resulted more stressed than
“enlightened,” and the final results were inconclusive (data
not published). Curiously, however, Lucas de Oliveira Alvares
managed to implement an experimental protocol in which
intentional stressful conditions (via aversive training intensity)
was also able to accelerate systems consolidation (Pedraza et al.,
2016), but the data we have did not support the idea that
our multiple learning protocol caused any abnormal level of
stress in order to compare both experiments. This last case
of acceleration diverge from the interpretation we provided
for new learning findings above, but this may be due to
the more disruptive, maladaptive scenario induced, in which
cells endure abnormal operation conditions (stress!) and may
even suffer some degree of tissue destruction: to this point,
our predictions concern mostly to healthy, non-pathological
conditions, but those other conditions should receive further
attention in future works.

HIPPOCAMPUS: TWO FUNCTIONAL
SETS, THREE DYNAMICAL
POPULATIONS OF SYNAPSES (AT
LEAST)

Indexing theory was actually an elaborate attempt to explain
episodic memory with the HPC at the center of the action.
This small, yet fast-processing structure would be able to
automatically capture contextual information, organize it in
separate single episodes, and retrieve each one of these from
a partial set of cues. These abilities are consistent with its
highly and recursively interconnected nature that contrasts with
that of neocortical circuitry – the supposed final destination of
the memory trace – that, despite having much more neurons
(thus, synapses) to make available, is too sparsely connected to
support fast encoding and efficient retrieval (Rolls and Treves,
1998; Rolls et al., 1998; Rolls and Kesner, 2006; Teyler and
Rudy, 2007; Treves, 2016; Rolls, 2017). In other words, the

HPC solves the two main obstacles to the feasibility of episodic
memories processing: the associative connectivity problem, that
restrains NCTX, by allowing rapid pattern completion, and
the interference problem between multiple, contextually similar
episodic memories, by supporting pattern separation capacity
(Teyler and Rudy, 2007; Moser et al., 2015).

Indexing theory is still one of the best possible general
proposals for a hippocampal role in memory. Due to its finite
dimensions – and consequent small number of neurons –
particularly in the rat, this brain area will just be able to hold a
small physical record consisting of a set of cortical “coordinates”
or “pointers” – the index – and certainly never store the whole
engram itself, not even temporarily (Squire et al., 1984; Treves
and Rolls, 1994; Squire and Alvarez, 1995; Teyler and Rudy,
2007). This also harmonizes with the neuroanatomical-functional
fact that this phylogenetically old area represents the highest
level of information integration in the mammal brain: it receives
converging polymodal sensory data from different cortical areas,
first, the parahippocampal cortex, then, the entorhinal cortex;
after the completion of the trisynaptic “data crunching” and
the establishment of the index for that memorized experience –
information flows back to widely dispersed associative areas of
the NCTX, first via the entorhinal, and then, the perirhinal
cortices (Lavenex and Amaral, 2000).

Figure 3 presents a more complete version of the synaptic
occupancy/reset theory, integrating most of the relevant aspects
it should contain, despite still sketchy and highly speculative
to this point. From what we have already discussed, emerge
some interesting hints and cues concerning the very nature
of the engram, in the complex spatio-temporal framework
of the systems consolidation process, whatever the engram
may consist of.

Figure 3 illustrates the internal organization of CA1
hippocampal area according to the synaptic occupancy/reset
hypothesis that we describe in more detail below:

(1) Hippocampus CA1 area is the mandatory output way
for any resulting pattern of activity previously processed
by the DG-CA3 subsystem, and its projection cells
might connect indirectly (via a paleocortical relay) to
neocortical target areas by encompassing and tying –
through the available plastic synapses – a selected
ensemble of projection pathways into the NCTX. So the
synaptic occupancy/reset hypothesis refer basically to CA1
principal cells and their ensemble of available synapses,
although the subset of synapses might well include other
cells like interneurons, due to the intrinsically “circuital
nature,” with local feedback/feedforward inhibition by the
integration of different classes of interneurons with the
principal neurons, as mentioned before;

(2) However, while the above suppositions aim to cover
memory mechanisms in the HPC, that must not be the
whole story for this fascinating brain region. If there is
one function that is well established for the hippocampal
formation and adjacent cortices is that of a Cognitive Map
(O’Keefe and Nadel, 1978; Treves, 2009; Moser et al., 2015),
a system that not only organizes the representation of the
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FIGURE 3 | Hipothetical internal organization of CA1 hippocampal area according to the synaptic occupancy/reset hypothesis (SORT, as described in the text): all
active synapses would be divided in two functional (not spatial) subsets, the navigational (NAVSET) and the memory indexing (MEMSET) subsets, that might overlap
to any extent (multitasking neurons). Memory-recording synapses, on their turn, might be divided in subpopulations with different degrees (speeds) of “resetability”,
here displaying three of them, those with faster and slower reset dynamics, and the quasi-stable one. Since MEMSET would consist of a finite, relatively constant
number of synapses, the more memories exist to demand encoding/indexing, the more free, “fresh” synapses are needed, thus forcing the reset process to
progressively encompass more stable synapses populations. Three population is an arbitrary division just to prove concept, once resetability might even be a
property that varies continuously among the whole ensemble of MEMSET synapses.

spatial context, but actually creates and imposes it to the
surrounding space in which the animal moves/explores.
This is used to anticipate needed adaptative maneuvers
to be implemented, organizing real-time navigation with
simultaneous well-structured (pattern-separated) capture
of environment data. This Navigational Set of Functions
(NAVSET) must always be accounted for in any theoretical
proposition of any additional hippocampal function such
as memory indexing. The extra-navigational Memory
Set of Functions (MEMSET), it is reasonable to admit,
might coexist with the navigational one in the same
space, sharing many (if not all) neural cells, as has been
extensively suggested elsewhere (Marr, 1971; McClelland
et al., 1995; Rolls and Kesner, 2006; Knierim, 2015;
Moser et al., 2015; Lisman, 2017). This is a clear dual
function system, and although both functions seem to be
inseparable, at least they can be distinguished one from
the other (thus, quantified) by employing the appropriate

methodology (see Bunge, 1985, p. 28). Different sets
of experimental approaches have actually been studying
these distinct functional outcomes of the very same brain
structure, the HPC, and due to its intrinsic complexity, even
“distinguishing” different, parallel outcomes may present
sometimes a spectacular challenge to science.

(3) MEMSET contains the principal cells and local
interneurons, and their available ensemble of plastic
synapses, all being capable of establishing some connections
between themselves, but mostly with neocortical neurons
(as described in item 1, above). We propose that all
these synapses are prone to be reset by the maintenance
mechanism suggested before, but with different degrees
of resistance to the erasure process. So, there would exist
at least three intermingled populations of synapses, two
“dynamical” – easier to be reset, and one robust/resilient
population of quasi-stable synapses that may explain
long-lasting, detailed episodic memories. Three population
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types serve to illustrate the consequences of the hypothetic
differential resetability (or erasure probability):

Type I – fast reset dynamical population: for new and
less relevant (“forgettable”) memories; holds most new
memories, but mainly those that we easily forget, which
is explained by the fact that in any reset/erasure session,
these are the first to go;
Type II – slow reset dynamical population: for new
and mostly recent necessary/useful memories of all
kinds; they last longer than population I, but do not hold
forever, just enough to convey their needed information;
Type III – quasi-stable population: despite being the
most resistant to the reset procedure, they cannot be
said to be “eternal” – quasi-stable is not the same as
stable – and this is consistent with the fact that even
episodic memories do recede and disappear with time,
even in the extreme case of HSAM patients, despite their
ultra-slow forgetting;

(4) The more demand for “fresh” synapses upon the MEMSET,
the more cells/synapses would be recruited and submitted
to the reset procedure, starting from population I and
expanding into population II (and even to III, if necessary,
at least partially); in other words, those borders between
populations are movable and there is a natural direction
for frontier expansion;

(5) The division in three populations with “three levels
of resetability” is, of course, purely arbitrary and
practical justification: three levels is the simpler non-binary
classification, a simple, but effective way to describe a
system that probably is much more complex; it may be the
case that MEMSET consists, say, of 4, 5, 7, 12 – whatever –
different populations, or it might even be the case that those
cells/synapses obey a continuous distribution (which can be
consistently classified back in a finite set of discrete bins like
this to facilitate understanding).

The naming of these three populations of synapses came
as an analogy to the classification of stellar population types
in astrophysics (Trager et al., 2008): type I (young, metal-rich,
orbiting inside the galactic bulge), type II (metal-poor, old, spread
farther, in the galactic halo), and type III (metal-free, ultra-
massive, very old or of hypothetical existence). Thus, type I
synapse population include the “youngest,” continually recycled
ones (by the reset), type II, the “older” ones, that takes more
time to be reset, and type III are the “oldest,” reset-resistant ones,
that might account for the phenomenon of HPC-dependency
displayed by human episodic memories.

SKETCHING SOME PREDICTIONS

Besides providing a reasonable, fully HIT-compatible explanation
of systems consolidation under three different frameworks –
no intervention (free run), with new learnings, or with
reconsolidation interposed between the training and the test
sessions – SORT also imply some additional predictions:

• the model elaborates upon one theoretical consideration
discussed by the proponents of SMSC, but not explored later
by MTT or TTT: the putative connectivity changes not only
can take place gradually, across weeks and months, but
might also be “limited to expansion of the original axonal
and dendritic fields or arborizations within these fields”
(Squire and Alvarez, 1995): the functional link between
HPC and NCTX is proposed as a limited, relatively fixed
set of available plastic synapses that allows the selection of
the correct subset of axonal projections from CA1 area to
the respective cortical representations;
• the model naturally explains both types of

explicit/declarative memory dynamics – non-graded and
temporally graded – proposing the very same underlying
mechanism to explain both processes: it explains why
episodic memories would be prone to exhibit non-graded
RA – their indexes would be supported by the so-called
population III of quasi-stable, hard-to-reset synapses –
and, at the same time, accommodates all the remaining
temporally graded RA’s in the occupancy→ reset paradigm;
the old controversy between HPC-dependency and HPC-
independent memories, that have lead to alternative models
such as MTT and TTT, can now be explained by a simpler
mechanism that also can be consistent with these previous
theoretical propositions;
• the model is compatible with MTT in the sense that it

supports the idea of extra, similar indexes being created
by retrieval, and do not oppose – rather complement
this hypothesis proposed to explain temporally graded RA
of episodic memories (Nadel and Moscovitch, 1997); it
actually goes one step further by providing a putative way
of directly testing it (see next section);
• the model does not explore (as SMSC have had – Squire

and Alvarez, 1995) the idea that frequent or constant
reactivation – or “replay” – of the trace during the delay
period is necessary to effectively encode long-term memory,
i.e., to complete the consolidation process; this replay process
is supposed to take place during certain phases of the sleep,
such as the SWS (Rasch and Born, 2013; Sara, 2017), and
involves, among other aspects, the sustained activity of
neighbor areas such as the parahippocampal cortex (Schon
et al., 2005) as well as muscarinic cholinergic modulation
(Hasselmo, 2006), just to mention two important aspects
that end up integrated in an interesting theoretical model
of rule learning that involves, as an important component,
the neuromodulatory regulation of presynaptic inhibition
learning (Stern and Hasselmo, 2005; Hasselmo and Stern,
2018). Notwithstanding its importance, replay models
exceed the scope of this paper, and will not be further
discussed here: suffice is to say that this phenomenon
is compatible with the model, and may even help to
explain how available CA1 synapses are selected to create a
memory index. However, the question of neuromodulatory
regulation of presynaptic inhibition over local neural
circuits has been studied in lab for many years: we also
have delved into the cholinergic muscarinic modulation
of memory, studying M4 action (Jerusalinsky et al.,
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1998; Ferreira et al., 2003; Sánchez et al., 2009), as
well as endocannabinoid CB1 modulation (Quillfeldt and
De Oliveira Alvares, 2015): both modulations act upon
specific GABAergic interneurons in the CA1 area, and
there are striking similarities in the way both modulations
act. In the endocannabinoid study, we were able to
show how the CA1 circuitry is affected in different
phase of memory, operating as a “switching” mechanism
between consolidation and retrieval processes, as well as
between reconsolidation and extinction (Lee et al., 2006;
Quillfeldt and De Oliveira Alvares, 2015);
• the model is fully compatible with the memory

reconsolidation phenomenon (Lewis, 1979; Nader et al.,
2000a,b; Anokhin et al., 2002; Walker et al., 2003; Duvarci
and Nader, 2004; Lee et al., 2006; Rose and Rankin, 2006;
Hupbach et al., 2008; Nader and Hardt, 2009; Bustos et al.,
2009, 2010; Nader and Einarsson, 2010; Hardt et al., 2010;
Lee, 2010; Alberini, 2011; Haubrich and Nader, 2018),
for which there is an ever growing literature on putative
mechanisms and specific “markers” that distinguish it from
the consolidation of a first-learning situation; also, there
are some studies on “systems reconsolidation” (Debiec
et al., 2002; Wang et al., 2009; Einarsson et al., 2015; Sierra
et al., 2017; Lopez et al., 2018);
• the model creates a conceptual bridge between the two types

of consolidation, synaptic and systemic, generally treated
as completely different phenomena (or phases of a wider
process): by anchoring the formation of the hippocampal
index simultaneously to a LTP-like process – at the
synaptic level, and to the establishment of connections
with efferents projecting to several sparsely distributed
neocortical areas – at the systems level, the engram is
formed at once, synaptically and systemically; these are not
two independent phenomena anymore, but may be taken as
stages of one only process;
• forgetting would be a straightforward consequence of this

model, and if correct, might support proposals involving
true erasure, specially of population I and II synapses
(Rudy, 2008; Han et al., 2009; Clem and Huganir, 2010),
an empirical situation that, otherwise, might be impossible
to be conclusively proven, since we never could eliminate a
purely negative hypothesis such as “the memory trace is not
in the brain anymore”;
• the model is predictive also for dementias, such as

Alzheimer’s disease, but on a first approach this would be
quite trivial, because loosing neurons would automatically
suppress available synapses in the HPC;
• more interesting would be to investigate its predictions

in relation to pathologies involving stronger, sometimes
self-reviving disruptive memories, such as those of
PTSD (Ursano et al., 2010), whose mechanism might
involve, for instance, the blocking/suppression of the reset
mechanism – whatever it be – upon most cells/synapses, at
least as part of the symptoms;
• similarly, but devoid of such devastating effects of PTSD,

the very strong and detailed preservation of personal
reminiscences as displayed by the HSAM individuals

(LePort et al., 2012, 2017; Santangelo et al., 2018) can be
consistently accommodated in this model, just by involving
modifications in the reset system in population III synapses
(notice that even HSAM do forget, i.e., loose details of
highly details episodic memories, only extremely slowly);

PUTTING ALL PIECES TOGETHER

Figure 4 is a self-explainable table of possible outcomes according
to the different trigger factor, and covers most of the experimental
data and theoretical arguments presented have to describe the
three possible general outcomes predicted for the behavior of
the temporal framework of systems consolidation – acceleration,
“maintenance” or delay – after being triggered by contextual
degree of novelty and/or the kind of mnemonic process engaged
(consolidation, retrieval, reconsolidation) in the light of the
putative background of the synaptic occupancy/reset hypothesis:
as shown in the second and third lines below, each trigger
factor results in a different impact upon the number of available
synapses, which, on its turn, recruits a different mechanism that
leads to the observed temporal effects. The novelty here – and
it is hopefully a testable possibility – is that we propose two
different backgrounds, plasticity taking place upon a fixed versus
a variable number of available synapses in the CA1 area.

First/new learning plasticity would have to produce its
engrammatic embodiment working with a fixed subset of
available synapses, with plasticity directed to select and connect
to specific neocortical target areas establishing a memory trace,
while other, reactivation-induced plasticities would be able to
somehow induce an increase in the total number of synapses in
the variable subset of available synapses, at least within certain
limits. The cognitive process induced by reactivation studied
above was mainly reconsolidation (De Oliveira Alvares et al.,
2012, 2013; Cassini et al., 2013; Sierra et al., 2013; Crestani et al.,
2015; Haubrich et al., 2015), but processes mobilizing a change
in the number of available synapses may also include extinction
(Bouton and Moody, 2004; Sotres-Bayon et al., 2006; Myskiw
and Izquierdo, 2012; Cassini et al., 2013, 2017; Sierra et al.,
2017; Haubrich et al., 2017) and possibly even the intermediary
category known as subsequent learnings (Tayler et al., 2011;
Crestani and Quillfeldt, 2016; Crestani et al., 2018a,b). Of course
non-reactivating, plain retrieval is proposed as a process as inert
as the consequence of a cognitively poor, uneventful life (as
criticized, e.g., by Neisser, 1967): in these cases, an automatic
reset would take place at regular intervals, acting as a putative
maintenance mechanism.

MEMORIES ARE SYNAPTIC PATHWAYS:
TESTING THE HYPOTHESIS

In the natural sciences – as mentioned before – theories are
measured not only by their explanatory power and testability,
but a good predictive capacity is also desired (Bunge, 1967,
1985). Besides, theories are no better than the experimental
data available in their support. Here, the challenge is being able
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FIGURE 4 | Synthesis of the possible outcomes, according to the degree of contextual mismatch presented by the tasks interposed between the training and
remote test sessions of the main, aversive task (e.g., CFC), according to SORT (described in the text): Departing from a fixed, finite number of CA1 synapses in
MEMSET, multiple sessions of novel context presentations (new learnings) would involve more and more new information, thus demanding the reset of previously
used synapses in order to “make room” for new memories, before the natural, maintenance reset cycle, which accelerates systems consolidation temporal
framework. When context is recognizable (partial mismatch only), different plasticity mechanisms would be triggered that adds extra synapses to MEMSET in order
to cover the encoding needs without engaging in “reset on demand”, which would explain the observed delay in systems consolidation (see Figure 2).

to directly probe the engram, a concept originally introduced
by Richard Semon (Semon, 1904; Josselyn et al., 2017), and
considered intractable until the recent emergence of new,
powerful recording and labeling technological tools, such as
optogenetics (Cowansage et al., 2014; Nabavi et al., 2014;
Tonegawa et al., 2015a,b; Cai et al., 2016; Rashid et al., 2016)
and chemogenetics (Roth, 2016; Atasoy and Sternson, 2018;
Campbell and Marchant, 2018; Muir et al., 2018), usually
combined with multineuronal recordings (Sakurai et al., 2018).
Optogenetics, outstanding and promising as it is (Goshen, 2014;
Bickle, 2016), still has to evolve as a methodology considering
the technical limitations that reduce their interpretability (see
Baxter and Croxson, 2013; Hardt and Nadel, 2018). Even systems
consolidation has been approached with this technique (Doron
and Goshen, 2017), despite some arguable preliminary findings
(Kitamura et al., 2017).

In order to empirically test SORT, first we need an operational
definition of engram. Most authors think on the engram as an
object to be found, something that is stored in a particular brain
structure, but, since what neural plasticity allows – in order to
record learning – is the establishment of a new neural network
that represents the experience, it is much more interesting

and productive to define the engram as the organizational
pattern of that very same brain structure – something already
hinted by Pavlov (1904). Thus, an engram would be the full
established neural network consisting of a collection of multiple
pathways that connects/binds, end-to-end, S to M, i.e., the Sensory
(or internal) input signals with the adequate Motor outputs –
in order to allow that the right stimuli “lead” to the correct,
learned response behavior. This would be the basic engram, a
tripartite structure selected along animal evolution, analogous
to some extent to an innate behavior circuitry (see Fuster,
1995, 1997). Additional considerations could, without much
difficulty, accommodate other kinds of non-sensory inputs, such
as internally generated signals, as well as non-motor outputs,
including those involving imaginary or even abstract thoughts,
as humans can do.

If its true that memory traces are the neural pathways,
selected and marked by plasticity at the dendritic spines level,
that connect sensory inputs to motor outputs to produce a
learned response, the direct observation of synapses in activity
might be more informative than recording whole-cell activity,
as many existing techniques already permit. Observing just at
the neuronal level may incur in interpretation difficulties since,
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in principle, there might exist many different ways to connect the
same set of neurons to obtain one same response pattern, which
would lead to false positives. Another limitation derives from
the fact that hippocampal neurons are known multitaskers, i.e.,
they simultaneously participate in different functions running
in parallel, e.g., working as place cell as well as a engram-
recording agent (Knierim, 2015; Lisman, 2017). Hippocampal
indexes would consist of the exact relay connections necessary
to store the memory/engram of one experience as a distributed
network established over the large, sparse neocortical circuitry.

Thus, a subset of HPC CA1 pyramidal cells might collectively
establish working connections with afferences pointing to the
very same set of neocortical areas that have initially received and
processed every sensory or multimodal information produced by
the learning experience and conveyed to the HPC for integration
and storage (Teyler and DiScenna, 1986). Of course this would
not be a direct projection (however some might), since the
efference must be relayed by at least two intermediary stations –
entorhinal and perirhinal cortices – before effectively reaching
neocortical targets. The difficulties of these necessarily tortuous
pathways will not be elaborated here, and remains unknown.
However this multilevel, stepped process resembles some classical
multilayered connectionist models (Marr, 1971; Leng et al., 1994;
McClelland et al., 1995; Sardesai et al., 2001), which might
provide a hint to explain how a relatively small set of hippocampal
cells might reach and control what is supposed to be a large
number of cortical cells: studying the organization of these
pathways, layer to layer, might help to understand how it works.

SORT proposes that CA1 cells establish strong synapses with
previously available, yet not connected efferent axons projecting
to the cortex, thus recruiting the exact set of cortical components
that compose the engram. It is reasonable to consider that a
direct test of this hypothesis is not technically feasible right
now, at least not employing present optogenetic tools that
lack resolution both in the spatial (diffusion covers only small
volumes) and the temporal (fast on/off control might not reflect
the longer temporal framework necessary for plastic changes
to take place) domains, among other limitations (Baxter and
Croxson, 2013; Kim et al., 2016; Hardt and Nadel, 2018; Sakurai
et al., 2018). Thus, to visualize the whole set of CA1 (pyramidal
cells’) plastic synapses that might specifically be involved in
connecting to those axonal efferences projecting to NCTX, it
may be much more adequate to employ fluorescent microscopy.
These techniques allow for the imaging of dendritic spine
dynamics itself, and include confocal laser scanning, transcranial
two/multi-photon microscopes, or fiber-optics endomicroscopy
(Maiti et al., 2015; Sakurai et al., 2018). They have already been
proven efficient to image hippocampal place cells activity in
subcellular resolution during navigation (Dombeck et al., 2010),
and even to study long-term memory related neural ensemble
activity in the amygdala (Grewe et al., 2017). Calcium-imaging
techniques such as Cal-Light or FLARE, might allow a functional
readout of synaptic activity in near real time and with great spatial
resolution (Sakaguchi and Hayashi, 2012). The biggest challenge
would be to identify, follow and control tridimensional synaptic
patterns that take place over sparse populations of neurons in
a brain area, but this might be the path to meet at least the

first of Mayford’s experimental criteria to “definitely identify an
engram for a declarative memory”: “identify a learning-induced
molecular and corresponding functional cellular change in a
specific subset of neurons” (Mayford, 2013): the other three
criteria – basically three different ways to tamper with engrams –
might then follow easily. Only after this, we might consider
further investigating, for instance, the nature of the putative
different levels of resetability, that might possibly be consequence
of different neurochemical and morphofunctional properties
among synapse populations I, II, and III, e.g., the presence of a
molecular “safeguard” system, differences hopefully detectable:
clearly, population III (quasi-stable or the “episodic” memory
subset) would be the most “safeguarded” of them, which doesn’t
mean it can’t somehow be reset – erased, a fate not even the best
episodic memories cannot escape.

Until a few years ago, the memory research field was subject
to conform to William James’s cautionary advice that “the only
proof of there being retention is that recall actually takes place”
(James, 1890, chapter XVI), since there was no possible way
to “grasp” any material trait of “memory” to be examined: the
nature of the engram has been clearly beyond the reach of most
available technologies. In this aspect resided the great strength
of behavioral neuroscience to this day, i.e., to be the only tool
that allow “peeping” into the engram, whatever be its nature,
actually “seeing the invisible.” The golden standard to confirm
the presence of a memory trace, however, may never cease
to be basically behavioral, but whatever the real nature of the
engram is, it must accommodate not only the well-described
plasticity machinery underlying synaptic consolidation, but also
all the essential properties behaviorally observed, such as (1) the
capacity of being constantly updated by reconsolidation, (2) the
slow, complex process of consolidation at the system levels, and
(3) the diversity of memory systems that exist in the mammalian
brain. We may still be far from a full understanding of such a
complex material entity, but technological advances seem to be
pushing us toward some light (Josselyn et al., 2015; Poo et al.,
2016; Queenan et al., 2017).

Understanding the nature of the physical trace of memory,
or process that allows experience-based behavior modification
in animals, is not only important as basic knowledge, but has
also practical/clinical relevance, considering how devastating
pathologies of memory may be. However, as is typical
in technology nowadays, any further development must be
preceded by a better understanding of the basic science
behind the phenomenon, which benefits immensely from some
theoretical elaboration.
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