
INTRODUCTION

In the middle of the 20th century, the case of an amnesic 
patient shed light on the role of the hippocampus in forming and 
organizing newly acquired memory of facts and events, namely 
declarative memory. Following a surgical ablation of his medial 
temporal lobe, Henry Molaison, better known as patient HM, 
had his procedural and working memory preserved but was not 

capable of remembering facts and events that had just occurred if 
recalled later than 30 min [1, 2]. These observations were among 
the first to link memory functions to a specific part of the brain 
and ignited burgeoning research toward identifying the role and 
anatomical components of what later had been called the medial 
temporal lobe memory system [3, 4]. 

Later, the discovery of place-modulated activity in hippocampal 
pyramidal cells (PC) of rats foraging in a box raised new questions 
on the neural substrate of spatial navigation and orientation 
[5, 6]. Those findings brought the hippocampus to the fore, a 
structure that had been mainly studied as a model for long-
term potentiation of synaptic transmission thanks to its orderly 
segregation into layers [7]. Indeed, the hippocampus is traditionally 
divided into four functional regions, namely the dentate gyrus 
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(DG), and three subdivisions of the Cornu Ammonis (CA) area, 
on the basis of anatomical criteria [8-10], connectivity [11] and 
functional features [12, 13]. During the last few decades, studies 
have focused on building models exposing regional differences in 
memory encoding or navigation [14-20]. 

The four regions and their interconnections form the hippo-
campal circuit. The full wiring map is complicated, but the general 
tendency has been to start with the entorhinal cortex (EC) and 
build around a sequential excitatory circuit. In this model, the EC 
projects to the DG through the perforant path, then the granule 
cells of the DG contact CA3 through the mossy fibers. These 
subfields are believed to be an important area where integrated 
stimulus from the cortex are separated and sorted to retrieve 
previously encoded memory with minimal interference [20, 21]. 
Next, the CA3 pyramidal cells project via the Schaffer collaterals to 
CA1, considered an integration area where high-level computation 
is executed to achieve cognitive processes [22-25]. Finally, CA1 
outputs to subiculum, back to the entorhinal cortex, and related 
parahippocampal regions. 

This simplified model became more complex with the growing 
number of research on functional hippocampal architecture. 
New wiring diagrams now accommodate recent anatomical and 
physiological data and notably include the subfield CA2 as well as 
direct projections from the EC to the CA1 region. 

Beyond these differences among the main subregions, recent 
evidences indicated functional segregations along the principal 
axes of the hippocampus. The dorso-ventral axis has perhaps 
drawn the first attention on potential differences as suggested by 
the anatomical asymmetries of the hippocampus (Fig. 1) [27, 28]. 
First, the dorsal and the ventral parts do not make connections 
to the same brain area, as the dorsal part targets mainly the septal 

pole and the ventral part the temporal pole [29, 30]. In addition to 
these connectivity patterns, the two parts further differentiate by 
distinct gene expression. Lastly, the role of the dorsal hippocampus 
is believed to be computing cognitive functions while the ventral 
area relates to emotion and stress [31, 32]. 

The second axis, also called transverse or proximo-distal axis, 
also exhibits gradual anatomical and physiological changes in both 
the CA1 and CA3 areas (Fig. 1). In CA1, the principal cell layer 
extends from the subiculum to the border of CA2. The proximal 
part (bordering CA2) receives more direct inputs from the 
medial entorhinal cortex (MEC) than the distal part (close to the 
subiculum) that in contrast is innervated by the lateral entorhinal 
cortex (LEC) [27]. The MEC nests the grid cells, a class of spatially 
modulated cells that fire in a grid-like pattern when the animal 
forages in an open arena, whereas the LEC conveys information 
relative to non-spatial objects [33-35]. Henriksen et al. [36] have 
shown distinct spatial representations that gradually varied along 
this proximo-distal axis. Place fields in the proximal part were 
more precise and spatially tuned than their distal counterparts, 
partly due to the strong space-modulated nature of the MEC 
inputs they receive. 

Such functionally transverse organization was also found 
in CA3 where both the Knierim’s and Moser’s teams found 
concordant dissimilarities between the proximal and distal part 
of the pyramidal layer [22, 37]. Their major findings showed that 
the exposition of the animal to different environment triggered 
a greater remapping in proximal CA3 area than in distal. This 
suggests a functional dissociation with proximal CA3 being 
notably involved in pattern separation. 

Despite the flourishing number of studies on dorso-ventral 
and proximo-distal contrasts, the deep-superficial axis of the 
pyramidal cell layer has just recently started to present evidence of 
a radially organized circuitry (Fig. 1). These late findings are partly 
due to the uniform anatomical aspects of pyramidal cells that 
made it nearly impossible to distinguish potential heterogeneities, 
although the functional diversification of interneurons has 
been relatively well documented [38]. Furthermore, the lack of 
recording techniques to precisely capture the verticality has long 
prevented from revealing differences along the depth of small 
local areas. 

The purpose of the current review is to bring together the 
latest findings on functional differences within the CA1 radial 
axis of the pyramidal cell layer and to propose theoretical and 
computational implications of such local organization. First, we 
will describe the morphological and genetic diversity that resides 
within the layer, and discuss how those differences may explain 
the distinct connectivity between the deep and superficial part. 

Fig. 1. Illustration of the three axes in the hippocampus. The dorso-
ventral axis represents the most striking difference in terms of asymmetry. 
The distal and proximal areas are defined in relation to the dentate 
gyrus’ location. Deep (near stratum oriens) and superficial (near stratum 
radiatum) parts are named after the location of respectively the basal and 
apical dendrites of pyramidal cells. 
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The last section will focus on the laminated electrophysiological 
features responsible for dissimilar encoding of space and memory.

MORPHOLOGY AND MOLECULAR DIFFERENCES

The pyramidal cells in CA1 do not visually segregate in two 
distinct layers per se, but are distributed uniformly with a gradient 
of distinct morphological, molecular and physiological features 
along the radial axis. As the terminology is borrowed from cortical 
anatomy, the definition of deep and superficial part of the layer is 
based on the location of the neurons’ basal versus apical dendrites. 
Consequently, superficial CA1 (sCA1), bordering stratum 
radiatum , resides beneath deep CA1 (dCA1), closer to stratum 
oriens (Fig. 1).

The stratum pyramidale is composed of a stack of 5 to 8 cells 
that spreads over tens of micrometers in mice, and a hundred 
in rats [23]. As originally described by Lorente de Nó [10], a 
first prominent difference lies in the cell number and size that 
constitutes each of the two portions, as sCA1 is much more 
populated than dCA1, with cells of moderately smaller sizes. In 
his early study, Stephan et al. [39] suggested that this population 
density lamination was due to a progressive extension of 
superficial pyramidal neurons onto stratum oriens  during 
evolution although no functional evidence was presented to back 
this hypothesis. Despite a denser confinement, pyramidal cells in 
the superficial part are less coupled by gap junctions than their 
deep counterparts [40, 41] although the function of a substrate in 
CA1 for communication or synchronization through gap junction 
is yet to elucidate. It has been suggested to be a crucial determinant 
in neural coupling during large synchronous event such as sharp-
wave ripple generation, but knockout mice experiments ruled out 
this hypothesis [42, 43].

Morphologically, it was found in primate monkeys that the 
arborization of the apical dendrites were different for cell bodies 
depending on their depth in the layer [44]. Indeed, the cells in 
the superficial part showed a more extensive apical dendritic 
arborization that supports a higher number of terminal’s apical 
branches than in the deep part. A result that was not seen in rodent 
studies. This significance of this observation is questionable but 
was not seen in rodent studies and therefore may translate in 
neural processing differences between the two species. 

Heterogeneities can also be found during early developmental 
stages where the earlier-born neurons position in the upper row 
of the CA1 pyramidal layer, and later-born neurons in the lower 
row [45, 46]. Taking advantage of this distinct neurogenesis, 
Cembrowski et al. [47] performed labeling in utero at different 
embryonic stages in order to target deep and superficial CA1 cell 

populations. Following injections at respectively E14 and E17, they 
analyzed the transcriptional variability between the two portions. 
They confirmed previous immunochemistry studies that showed 
a difference in location of zinc-containing and calbindin-positive 
neurons along the radial axis of CA1 [48-50], among other 
exclusive genes expression. They, however, claimed that the dorso-
ventral axis remains the most variable.

At the level of the cell membrane, a recent study revealed that 
cannabinoid receptors and hyperpolarization-activated cyclic 
nucleotide-gated (HCN) channels were involved in the control 
of learning and memory, but that their activation differed as a 
function of the cell layer’s depth [51]. On one hand, the cannabinoid 
type-1 receptors (CB1R) can modulate the release of excitatory 
or inhibitory neurotransmitter upon their activation [52, 53]. On 
the other hand, HCN channels mediate the hyperpolarization-
activated cationic depolarizing current (Ih), believed to exert 
a stabilizing effect on neuronal excitability by their negative-
feedback properties on controlling the resting potential of 
the cellular membrane [54]. Both CB1R and Ih currents have 
globally been designated responsible for a wide range of cognitive 
functions and synaptic mechanisms in the hippocampus [55-58], 
but had not yet been seen to cell specific. The study by Maroso et 
al. first presented that the application of CB1R agonist increased 
the postsynaptic Ih only in superficial pyramidal cells as shown by 
an increase in the hyperpolarization-induced depolarizing sag. 
Although both deep and superficial cells exhibited Ih currents 
upon membrane hyperpolarization, no increase was seen in deep 
pyramidal neurons. In addition to electrophysiological data, they 
performed an object location memory (OLM) task to test whether 
this CB1R-Ih pathway was involved in spatial memory formation. 
Following the exploration of an environment enriched with two 
objects, a mouse was treated with CB1R agonist or saline and re-
exposed 24 h later to the same environment where one of the 
object was moved. Interestingly, the activation of the CB1R-Ih 
pathway in only superficial cells was sufficient to strongly alter 
spatial memory and reduce the time spent by the mice in exploring 
the moved object against the trained object. The work by Maroso 
et al. was the first demonstration that the CB1R-Ih pathway 
functioned exclusively in superficial cells of the CA1 layer, and that 
it served mnemonic purposes as assessed by the OLM test.

CONNECTIVITY IN THE HIPPOCAMPAL CIRCUIT

Here, we will review the latest findings in terms of afferent and 
efferent connections to distinct cell population within the CA1 
pyramidal layer, as well as their contribution to perform segregated 
yet interlaced deep versus superficial local computations. 
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Slomianka et al. [59] have reviewed and summarized studies in 
regards of efferent connectivity, but a lack of studies prevented the 
characterization of different inputs projecting onto either the deep 
or superficial CA1 PCs. Therefore, the following part will focus on 
discussing these aspects.

Lorente de Nó [10] was first to predict a non-uniform connec-
tivity of interneurons onto principal cells in the hippocampus 
but it is only 80 years later that Lee et al. [60] provided evidence 
of such a local microcircuit mediating inhibition and excitation. 
Parvalbumin (PV)-expressing interneurons have been largely 
studied and identified to play multiple functions in several brain 
areas [61]. In the hippocampus, they appear to be crucial in the 
generation of the 8~12 Hz theta rhythm [62]. More precisely 
in CA1, PV+ interneurons have various morphologies that 
underlie distinct functional properties and target-specificity (e.g 
somatic versus dendritic inhibition) [38]. Lee et al. focused on the 
perisomatic GABAergic inhibition provided by Parvalbumin-
expressing basket cells (PVBC) onto the deep or superficial 
CA1 PCs. Performing whole-cell recordings, they observed 
physiological differences in response to intracellular current 
injected. Superficial pyramidal cells (sPC) showed a more 
depolarized resting potential as well as larger sag potentials in 
response to hyperpolarizing current pulses, consistent with data 
reported by Maroso et al. and described in the previous section. 
Simultaneous paired recordings of PVBC and PC interestingly 
revealed a heterogeneous innervation of PC by PVBC that 
resulted in larger inhibitory post-synaptic currents (IPSC) in 
deep pyramidal cells (dPC) (Fig. 2A). These bigger postsynaptic 
currents were mediated by PVBC’s perisomatic axon terminals 
that were found in larger number on dPCs than on sPCs (Fig. 
2A). Accordingly, the innervation of PVBC by PC was not 
homogeneous either as superficial cells had a higher probability 

of excitatory connections onto PVBC interneurons (Fig. 2A). 
However, the probability of glutamate release and the amplitude 
of excitatory postsynaptic current (EPSC) in PVBC was not 
different whether the stimulated pyramidal cell was located in the 
superficial or deep part of the layer (Fig. 2A). This study revealed 
a new form of excitatory-inhibitory loop within the principal 
cells and local interneurons, where sPCs are more likely to target 
PVBCs that in turn control dPCs’ spiking. While some studies 
had already attributed specific roles to interneuron subtypes in 
generation of rhythm or spiking in the hippocampus [63], it would 
be of value to reexamine these findings taking into account the 
uneven connectivity of interneurons with deep and superficial 
pyramidal cells as indicated by the work of Lee et al.

At a larger scale, the Tonegawa group found a new interregional 
pathway stemming from the dentate gyrus, projecting to CA2 
pyramidal cells that in turn synapse onto deep CA1 [64]. 
Combining cell-specific transgenic mice and immunochemistry, 
Hogawa et al. showed that CA2 pyramidal cells project to CA1 in 
a uniform manner by sending their axons evenly into the stratum 
oriens  but that they evoked greater EPSCs in the deep than 
superficial PCs. They engineered a transgenic mouse to express 
excitatory light-mediated opsins in the CA2 region that resulted, 
upon its activation, in two-fold bigger EPSC amplitudes in cells 
located in the deep layer. The evoked EPSCs were persistent 
even after application of a GABA blocker and in consequence 
indicated the presence of layer-specific monosynaptic excitatory 
connections from CA2 to dCA1. Their findings challenge the 
traditional trisynaptic loop as it shows that another inter-regional 
stream runs in parallel of the DG-CA3-CA1 circuit to potentially 
convey distinct information. 

These recent discoveries of interregional and local circuitry 
involving the deep and superficial pyramidal cells in CA1 shed 

Fig. 2. (A) Schematic of deep/superficial pyramidal cells’ connection to parvalbumin-expressing basket cells (PVBC) in CA1. Deep pyramidal cells 
receive more boutons from single PVBCs that results in larger IPSC amplitude. The EPSC amplitude in PVBC, however, does not differ whether 
it originates from dPC or sPC. Yet, superficial cells are more likely to contact PVBC than deep cells. (B) Connectivity underlying deep/superficial 
differences during sharp-wave ripples. Following electrical stimulation in CA3, excitation travels to both deep and superficial CA1. At the same time, 
feed-forward inhibition regulates spiking in CA2 that in consequence suppresses one source of excitation given to dCA1. Deep cells are left under large 
inhibitory control from PVBC as seen in (A) while superficial cells remain the most active. 
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light on the complex dynamic of excitation and inhibition during 
sharp-wave-ripple (SWR) events [65] (Fig. 2B). SWR is a high-
frequency (150~250 Hz) oscillatory event in the hippocampus 
thought to be critical for memory encoding and consolidation. 
However, it is still unclear how ripples are initiated and whether 
it involves an oscillatory response between distinct classes of 
cells. Stark et al. [43] first pointed out a time difference in the 
spiking activity during SWR cycles. Extracellular recordings of 
thousands of cells with multi-site silicon probes revealed that 
sPCs fired earlier and at a higher probability than their deep peers. 
In their study using intracellular recordings, Valero et al. [65] 
revealed the complex and synchronized circuit that dominates 
during SWR. Upon the electrical activation of CA3 fibers, the 
excitation propagates to downstream regions of CA1 and CA2 
(Fig. 2B). Pyramidal cells in CA2 are de-inhibited, and therefore 
limit the excitation given to dPCs in CA1, consistent with the 
results described previously [64] (Fig. 2B). In addition, dPCs 
remain inactive due to the large inhibitory control from PVBC, 
as shown in Lee et al. Furthermore, they found that sPCs were 
more prominently contacted by another class of interneurons, 
the Cholecystokinin (CCK)-containing cells, whose sparse firing 
pattern leaves sPCs under the excitation provided by CA3 fibers 
(Fig. 2B). This excitation and the higher probability of sPCs to 
contact PVBC accentuates the inhibitory drive onto dPCs (Fig. 
2B). Overall, these findings prove that SWR events regulate a 
finely tuned local circuit within the hippocampus that results in a 
gradient of activity radially distributed along the CA1 pyramidal 
layer. Although the hypothesis has not been tested yet, these 
distinct deep-superficial dynamics during SWR may underlie 
more advanced computational functions. For instance, it still 
unknown where and how events are partitioned and filtered out 
before being sent into long-term memory storage. 

FUNCTIONAL SEGREGATION ALONG THE DEEP AND SUPER-
FICIAL LAYERS IN SPATIAL NAVIGATION AND LEARNING

The development of new techniques for large-scale recordings 
of neuronal activity has opened the door to a much finer and 
precise characterization of ensembles and dynamics in various 
parts of the brain. The range of benefits is broad and considerable. 
For instance, Mizuseki et al. [66] exploited the geometry of the 
silicon probes to first sample a superficial-deep subdivision of 
hippocampal cells as rats foraged in freely moving conditions. 
Their study showed gradual differences of electrophysiological 
features along the deep-superficial axis of the pyramidal layer in 
rats. More precisely, they showed that sPCs tended to have less 
place fields than dPCs in an open arena or a linear track where rats 

foraged for food pellets. They also confirmed in vivo the study in 
vitro that deep cells fired more burst of action potentials, therefore 
making them more subject to synaptic plasticity [67]. Indeed, 
plastic and rigid subsets of neurons are thought to encode and 
replay different experiences in hippocampal models of episodic 
memory. Grosmark et al. [68] established that sequential activity of 
hippocampal place cells is formed by a combination of these two 
classes of cells, but did not mention whether they had different 
anatomical positions within the deep-superficial axis.

Mizuseki et al. also looked at how the cells reorganized their 
spiking activity depending on the behavioral state of the animal. 
For this purpose, they successfully monitored the same pyramidal 
cells during both awake foraging and sleep periods after the 
animals returned to their home cage. During sleep, the phase 
relationship of the neurons’ spikes to the local field potential 
gradually shifted with the location of the neuron along the 
pyramidal layer, with the superficial part showing no change and 
the deep part showing the biggest shift. The local field potential 
is always carefully examined in the hippocampus as rhythms are 
thought to conduct synchronization of cell ensembles and enable 
a time frame for sequential activity [69]. Specific rhythms can also 
reflect the communication of two brain structures [70, 71]. The 
most prominent is the theta rhythm (8~12 Hz) found notably 
during rapid eye-movement (REM) sleep and awake exploration 
[72]. In the study of Mizuseki et al., deep pyramidal cells shifted 
the theta phase at which they preferentially discharge during 
foraging by 180 degrees during REM sleep, and were consequently 
labeled REM-shifting cells. Taking this analysis further, they also 
showed that REM-shifting and non-REM-shifting cells had a 
different preferred gamma (30~100 Hz) phase during awake 
epochs. These findings are interesting as the phase-dependent 
spiking activity is thought to reveal potential connectivity across 
different brain structures. Therefore, it indicates that layer-specific 
inputs projecting onto the hippocampus potentially dominate in a 
brain state-dependent manner.

Danielson et al. [73] performed the first optical demonstration 
by simultaneously imaging the calcium activity of both superficial 
and deep CA1 cells thanks to a 2-photon microscope coupled with 
a piezoelectric crystal that allowed them to quasi-instantly switch 
the field of view between the two layers. Imaging data confirmed 
electrophysiology data on the higher probability of deep cells 
to exhibit place fields during behavioral tasks. They monitored 
both layers while mice were engaged either in a random foraging 
task or a goal-oriented learning (GOL) task adapted for their 
treadmill apparatus. During random foraging, they observed that 
superficial cells were less subject to a remapping, defined as the 
change in spiking activity following a change of the context (i.e 
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change of belt and cues on the treadmill). sPCs were also more 
stable after the repeated exposure of the same context across 
days. On the contrary, deep pyramidal cells displayed a higher 
stability across sessions in a task that required the animals to learn 
the position of a hidden reward. The assessment of a day-by-day 
fields’ stability showed that dPCs tended to gradually change their 
spiking location toward the neighborhood of the reward while 
the superficial cells did not show such progressive transformation. 
According to Danielson et al. findings, the neural substrate of 
learning resides in the deep layer of the CA1 pyramidal cells while 
the superficial layer is involved in spatial navigation and foraging. 

This further confirms the idea of a dual stream of information 
conveyed by distinct pathways consistent with Hogawa et al.’s 
findings [64]. Further experiments could tell if a layer-specific 
inactivation would impair learning or spatial memory although 
the idea that these complex processes reside in such a small and 
local population of cells remains questionable. 

Finally, the study by Geiller et al. [74] showed segregated place 
field mechanisms along the deep-superficial axis of the CA1 
pyramidal cell layer underlying different spatial representations. 
Taking advantage of the linearity that a treadmill offers, they 
trained mice to run on a belt onto which several different 
landmarks were attached (Fig. 3, top). The mice performed a simple 
foraging task as the reward was kept at the same position across 
all the sessions and trials. Following dense recording with silicon 
probes, they found that a portion of cells located in the deep layer 
of CA1 had their firing field tightly correlated with the location 
of landmarks of the same nature (Fig. 3). On the other hand, the 
superficial layer contained cells that exhibited mostly single firing 
fields, less tied to the landmarks’ location and thus more likely to 
represent a more general context as a whole (Fig. 3). Those results 
are consistent with previous work reporting the influence of 
landmark in a vector-dependent manner on CA1 principal cells 

(LV cells) [75]. This previous study, however, could not estimate 
the depth of the recorded cells within the layer, as tetrodes did 
not allow the spatial resolution along the Z-axis. Therefore, they 
could not distinguish whether LV cells and non-LV cells formed 
distinct cell populations. Geiller et al. study reveals that a subset 
of cells located in the deep portion of the pyramidal layer is more 
likely to be linked with environmental sensory stimulus while the 
superficial portion has more flexible but global coding of space 
that may originate from the CA3 region. This demonstration once 
again favors the argument of a parallel processing of information 
that may underlie distinct cognitive functions.

CONCLUSION

The hippocampus has been the subject of many hypotheses, 
but its precise role in memory, navigation and learning is yet to 
be determined [76]. In fact, the hippocampus is associated with 
multiple brain functions but no single model addresses the issue 
of how it manages to accomplish these various tasks [77, 78]. For 
instance, there are parallel lines of research looking into memory 
encoding and spatial navigation. Although the two views still 
diverge, novel findings support a bridging framework to reconcile 
space and memory and answer the question of how distinctively 
different information is processed within the same structure [79, 
80]. 

Until very recently, hippocampus’ models and theories were built 
on a view of homogenous population of principal cells, regardless 
of their spatial distribution along different axes. Coding and 
computations were thought to be handled individually by the main 
CA regions, and information to follow a unidirectional pathway 
confined in excitatory monosynaptic connections from the dentate 
gyrus to CA3, then from CA3 to CA1. Only a small but growing 
number of literature highlighted segregated connections between 
the dorsal and ventral hippocampus, respectively projecting to 
brain areas responsible for cognitive functions (prefrontal cortex) 
and emotions (amygdala). Within the dorsal hippocampus, it then 
became the turn of the proximo-distal axis to be in the spotlight 
with findings revealing uneven projections originating from the 
medial and lateral area of the entorhinal cortex and targeting the 
CA1 region. Yet, and despite old anatomical reports, it seemed 
unlikely to observe local differences residing in the superficial-
deep axis of pyramidal cells akin to cortical lamination.

However, morphological, gene expression and neuronal 
birthdate differences all indicated an eventual disparity between 
the pyramidal cells contained in the deep part versus the 
superficial part of CA1. The study on GABAergic interneurons 
confirmed the possibility that excitation and inhibition was 

Fig. 3. Experimental setup for silicon probe recording in head-fixed mice 
during treadmill running. Mice ran through the landmarks attached on 
the belt. Deep CA1 pyramidal cells have a firing activity closely tied with 
the landmark’s position and identity. Superficial cells, in contrast, have 
single firing fields and are likely to represent the context as a whole.
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not equally balanced but rather mediated by a local laminated 
microcircuit. In spite of these findings, it was still unclear if two or 
more clearly distinct cell populations dwelled together but formed 
functional different units. Electrophysiology results using silicon 
probes and 2-photon imaging to record simultaneously deep and 
superficial cells of rodents engaged in behavioral tasks revealed 
such functional layer-specificities. On the one hand, deep CA1 
cells showed stability upon learning, had more place fields during 
navigation though more subject to remapping upon repeated 
exposure of the same environment, and controlled by brain state-
dependent inputs. Considering the more bursty nature of those 
deep pyramidal cells, one would hypothesize that they are more 
subject to rapid transformation through synaptic plasticity and 
therefore are the substrate for flexible encoding. On the other hand, 
superficial cells were more active during memory-related ripple 
events, and are thought to encode spatial contexts as a whole. Their 
less adjustable spiking activity makes them a robust candidate for 
short-term memory depository before being sent or changed to a 
long-term memory. Altogether, these new findings bring on several 
implications for the dissection of the microcircuits regulating 
computations in the hippocampus, beyond a simple organization 
within the pyramidal layer. The superficial-deep specificities 
combined with dorsal-ventral and proximo-distal disparities add 
another level of complexity, or one more degree of freedom for 
possible distinct information’s pathways. 
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