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Recent advances in computational design
of structural multi-principal element alloys

Abu Anand," Szu-Jia Liu," and Chandra Veer Singh'-?*

SUMMARY

Multi-principal element alloys (MPEAs) have gained extensive interest for structural applications owing to
their excellent strength, fracture toughness, wear resistance, creep resistance, and fatigue resistance. In
this review, recent progress in the computational design of MPEAs for structural applications is outlined.
This includes the scientific advancements achieved through computational methods in the field of struc-
tural MPEAs, how new methodologies have emerged due to the needs of complex alloy systems, and
adaptations to the existing tools to address emerging problems in the field. We discuss advances in
atomistic simulation methods, including structure generation algorithms, element-resolved local lattice
distortion, chemical short-range order, local slip resistance, and radiation tolerance, along with experi-
mental comparisons. A detailed discussion on interatomic potentials is included, with a focus on various
machine learning-based fitting methods. The application of data science and machine learning for identi-
fying and discovering MPEAs with desirable mechanical performance is summarized and presented.

INTRODUCTION

Traditionally, alloy design relies on the selection of one or two principal elements and small amounts of alloying elements to attain the desired
properties. On the contrary, multi-principal element alloys (MPEAs), introduced nearly two decades ago, are mixtures of multiple principal
components. The unique properties of MPEAs are attributed to the improved stability of solid solution phases, including body-centered cubic
(BCCQ), face-centered cubic (FCC), and hexagonal close-packed (HCP), achieved by maximizing the configurational entropy as the number of
constitutional elements increases.’”

The exceptional mechanical properties of MPEAs are of great significance for structural applications. The BCC-structured refractory
HfNbTaTiZr alloy reaches a tensile strength of 1,262 MPa while maintaining a ductility of 9.7% after annealing at 1,000°C.> The equiatomic
CoCrFeMnNi alloy forms a single-phase FCC solid solution and possesses superior tensile strength of 1,280 GPa and fracture toughness of
200 MPa m'? at cryogenic temperatures.®® MPEAs have also demonstrated excellent wear resistance, creep resistance, and fatigue
resistance. CoCrMoxNi showed improved wear resistance with increasing concentration of Mo, stabilizing with x > 0.5.”"" In addition,
nanocrystalline CoCrFeMnNi displays improved creep resistance than conventional nanocrystalline Ni due to sluggish diffusion.”%'*"?
Furthermore, the AlgsCoCrCuFeNi MPEA revealed promising fatigue resistance surpassing conventional alloy counterparts.'*'®

Although the experimental process is still the most popular approach when it comes to alloy design, it is often time-consuming and labo-
rious, considering the vast compositional space of MPEAs. On the other hand, the computational method has been attracting more attention
in recent years due to its “high throughput” nature and parametric control. Computational design and MPEA research have had a reciprocal
relationship since the discovery of MPEAs, both mutually benefiting the other. Discovery and development of MPEAs called for revisiting
every fundamental aspect of alloys from the perspective of concentrated solid solutions. While computational methods have a vital role in
this process, MPEAs came with their challenges, apropos to their configurational and compositional complexity, to directly use the conven-
tional computational methods. Over the years, this has led to a constant call for adapting these methods and using them to understand
MPEAs. In this review, we aim to present recent developments on how new computational techniques are developed or how the existing
ones are adapted for structural MPEA design, and the advancements these methods have brought forth in the field. We primarily focus
on atomistic methods, potential energy surface (PES) fitting, data science- and machine learning (ML)-based methods, and how these are
used in tandem to develop new structural MPEAs.

ATOMISTIC CALCULATIONS

A wide compositional space has presented promises and challenges in the field of MPEAs. Conventional trial-and-error methods, although
effective for classical alloys, have proven to be rather inefficient when it comes to the MPEA paradigm. Atomistic methods can be used as a
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Figure 1. A sketch of the required algorithms for the NES training process
(A) NES training process (B) NES generation process (C) Outline of the mutation step. Reprinted from?' with the permission of AIP publishing.

powerful alternative to guide the development of new compositions. In this section, we explore the advances that have been made in recent
years through various atomistic simulation techniques in the design of MPEAs.

Atomistic structure generation

Generating reliable structures to simulate MPEAs has always been a challenge. The special quasi-random structures (SQSs) method has been
widely adopted to generate supercells for atomistic simulations. Various methods to generate SQSs have been implemented through Monte
Carlo and cluster expansion algorithms,'’~?° although reliable, SQS generation is computationally intensive and scales poorly as the number
of atoms in the system increases. This has shown to be a bottleneck in generating reliable MPEA structures for simulations that require rela-
tively large representative supercells especially when it comes to large-scale classical simulations. Conventional alloy systems usually do not
encounter this challenge because of their dilute compositions leading to a lower degree of randomness in the lattice. A need for reliable
MPEA structure generation has led to the development of new algorithms. Neural evolution structure (NES) generator combines evolutionary
algorithms with artificial neural networks (ANNSs) to generate MPEA structures.”' Figure 1 illustrates the workflow for NES structure generation
outlining the NES training process and generation process. Here an ANN is trained using a smaller system, and a larger system is generated
using this trained model. Compared to the SQS approach, NES can bring down the computational complexity of structure generation
dramatically and has been utilized to create structures with over 40,000 atoms at a reasonable computational overhead (a few hours on 40
processors).

Short-range order (SRO) is a key aspect to consider while performing atomistic and mesoscale simulations for MPEAs. Introducing SRO
into these systems often involves performing computationally intensive Monte Carlo simulations. As an alternative, a statistical smart swap-
ping procedure named order through informed swapping (OTIS) has been introduced to create lattices with given SRO parameters from an
initial random lattice. This method can be used to create a system with hundreds of thousands of atoms.?” A combination of NES?' and OTIS*?
methods can be used to create MPEA structures that could be used in large-scale atomistic simulations.

Density functional theory (DFT)

DFT has been extensively used to simulate MPEAs. As it does not rely on any empirical data or models, DFT can significantly support the
exploration of the elemental while requiring minimal adaptations to conventional tools. In this section, we explore the recent advancements
made in structural MPEA research utilizing DFT.
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Figure 2. System chart for MPEA atomic-scale design route
Cause-and-effect logic of science is indicated by the blue arrow. The red arrow indicates the goal-means relations of the engineering flow,” reprinted with
permission from Elsevier.

Severe lattice distortion has been in the spotlight for a multitude of properties in complex alloys, including but not limited to solid-solution
strengthening, irradiation resistance, and sluggish diffusion.”**> The lack of local symmetry results in lattice distortion fields accessible
through ab initio calculations. These local lattice distortion (LLD) fields have been correlated with experimentally measured yield
strengths.”?” It has been shown that for single-phase FCC MPEA solid solutions, lattice distortions improve the friction stress and thus
elevate the strength and its sensitivity toward grain size.”” Charge transfer between the constituent elements dictates the element-resolved
local lattice distortion (ELLD) in the complex alloys of 3d transition metals.”” This affects the properties of the alloy through atomic pressure
and orbital transition. ELLD is presented as an observable signature of charge transfer which can be used to develop an understanding of how
the local atomic structure will affect the structural properties of MPEAs. Figure 2 shows the relationship between atomic structure and prop-
erties of the 3d transition metal complex alloys. The properties are divided into two groups—element-specific set that can be related to ELLD
and macroscopic properties that are suggested to be proportional to the total lattice distortion.

Determining chemical SRO in MPEA systems has extensively relied on DFT-based techniques. Recently, concentration wave analysis in
conjunction with DFT and linear response theory has been used to determine the phase stability of Ti0.25CrFeNiAlx system. This approach
can be extended to any arbitrary MPEA system to assess the possible low-temperature competing partially ordered states. Chemical SRO in
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Figure 3. Size-dependent yield strength of CrCoNi MPEA using MD simulations
(A) Showing the random solid solution and the annealed structure with local segregations.
(B) Variation of yield strength for both random and annealed structures as a function of sample size (C) size effect in MPEAs.*©

TiZrHfNb results in the favoring of Ti-Zr and Nb-Hf neighbor pairs in line with the previous experimental results.*’ A vacancy atom SRO is
suppressing atomic SRO in equiatomic TiZrHfAl, which in turn selects a y-brass-like BCC superstructure with four vacancies per cell.*”

While ab initio methods are of paramount importance to the basic property calculations of MPEAs, size and timescale limitations cannot be
overlooked. For structural applications, accurate calculation of ductility and strength is critical. However, this requires capturing the motion
and interactions of dislocations in the complex MPEA system. It is challenging for the current ab initio methods to get to this size and time-
scale, even for elemental systems. A theoretical model has been developed utilizing data from first-principle calculations to predict the yield
strength in RhIrPdPtNiCu high-entropy alloy.*® This model utilizes solute misfit volumes, alloy lattice constants, elastic constants, and stable
stacking fault energies to predict the strength of the alloy. As these properties are accessible through DFT calculations, this model connects a
complex alloy composition to the yield strength without any experimental inputs.

Classical molecular dynamics (MD)

Classical MD simulations have been applied to provide critical insights into the structural properties of MPEAs. Compared to DFT-based
methods, classical MD can simulate larger system sizes and can be used to explore various time and temperature-dependent phenomena
efficiently. Thus, it has been critical in the computational research of structural MPEAs to efficiently utilize classical MD to its full capability.
While most of the conventional tools can be translated to MPEAs without significant overhead, these simulations require a defined PES
through an interatomic potential (IP) to carry out simulations. This has proven to be a major challenge in using classical MD in MPEA research.
There have been classical and ML-based interatomic potentials (ML-IPs) developed for MPEA systems which will be discussed in this section
along with key scientific advances enabled by classical MD in the field of these complex alloy systems.

Plasticity mechanisms and dislocation dynamics in MPEAs have been investigated using classical MD. Chen et al. showed that the compo-
sitional inhomogeneities in a BCC MPEA make kink nucleation the rate-limiting mechanism for dislocation mobility.>* Contrary to classical
BCC alloys, the edge dislocations also encounter a comparable activation barrier as the screw dislocations due to nanoscale segment
trapping. This results in an equal contribution of edge and screw dislocations toward the strength of the alloy.** Similar to Peierls stress, a
local slip resistance (LSR) can be defined in an MPEA, which accounts for any local solute environment encountered by a dislocation as it
moves through the alloy.”” Transmission electron microscopy (TEM) evidence shows that in BCC MoNbTi, dislocations can glide on
higher-order planes. Molecular statistics calculations show that the variation of chemical species affects LSR significantly for the dislocations
on the same type of slip plane.®* LSR and lattice distortion were found to be positively correlated, while the anisotropy in LSR was reduced with
lattice distortion. Cr-containing MPEAs have larger lattice distortion compared to the non-Cr-containing counterparts.”” Compositional het-
erogeneities and local chemical environments impact the mechanical properties of MPEAs.**“? Yan J. et al. reported MD simulations
correlated with experimental results showing the impact of local elemental segregations on the yield strength of CrCoNi MPEA (Figure 3)."°

MPEAs have been shown to have enhanced radiation tolerance.'~** SRO can be induced because of ion irradiation resulting from biased
elemental diffusion. A higher defect recombination rate has been observed in the NiCoCrFe system compared to elemental Ni.*>*® This is
induced by enhanced thermal spike, lower thermal conductivity, and smaller binding energy of interstitials, which affects the cascade
evolution and suppresses the damage accumulation.”®*’ Nickel segregation happens at the early stages of radiation damage in Co-, Fe-,
Cr-, and Ni-containing systems.”® Stacking fault tetrahedra (SFTs) are expected to form in FCC MPEAs during irradiation damage. Earlier,
this was not observed experimentally or in atomistic simulations and was attributed to the negative values for the binding energies of tri-va-
cancy clusters.”” > Recently, a combination of classical MD simulations with scanning transmission electron microscopy (STEM) imaging iden-
tified SFTs in CoCrNi medium entropy alloy.”” It should be noted that the tetra-vacancy clusters have a positive binding energy in
CoCrFeMnNi, suggesting that these vacancy clusters can form when cascade damage is caused by high-energy ion or neutron irradiation.*?

ML-IPs trained using first-principles data are widely utilized to model PESs of various systems. This allows one to efficiently bridge the gap
between ab initio simulations and classical MD and to access more extensive time and size scales. Classical MD simulations on MPEAs were
carried out using semi-empirical embedded atom method (EAM) potentials in the initial years.”>>*>* Although effective, classical potentials
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Figure 4. Schematic of a single iteration of the active learning algorithm for the on-the-fly approach of training an MTP potential
Reprinted from Novikov et al (under CC BY 4.0).%7

are limited in their functional forms and miss out on complex chemical interactions in MPEA systems. ML-IPs have been extensively used to
simulate MPEAs in recent years.

Moment tensor potentials (MTPs) are a set of ML-IPs which describe the local atomic environment of an atom of interest by the moment of
inertia of the neighboring atoms. This class of potentials has been shown to outperform other ML-IPs and classical potentials.”®>” On-the-fly
trained MTPs are used to simulate MPEAs.”® On-the-fly learning is an active learning approach that can significantly speed up the atomistic
simulation process and enable high-throughput calculations. A single iteration of the active learning algorithm is shown in Figure 4.%7 LLD,
discussed in a previous section, was studied in the CoFeNi system using an MTP. It was shown that the probability distribution of LLDs affects
the structural properties of MPEAs.” The effect of SRO in the dislocation mobility of NbMoTaW was shown using an MTP.*° Thermodynamic
integration aided by MTP was introduced recently to accurately and efficiently simulate the high-temperature properties of MPEAs.®" This
approach offers a four-times speedup compared to the DFT-based approaches while having a less than 1 meV/atom error on the high-tem-
perature free energy predictions.

Low-rank potentials (LRPs) are specifically suited for multi-component alloys utilizing an on-lattice method. Proposed as an alternative to
cluster expansion methods which are not effective in handling multi-component systems, LRPs only have two adjustable parameters: the
range of the interatomic interaction and the upper bound on the tensor rank where the latter controls the number of free parameters in
the model.*” LRP-based computational approach considering local atomic relaxations found that the NbMoTaW solid solution transforms
into a layered semiordered metastable phase.®® Formation of iron and chromium sublattices at temperatures below 600°C and 1,230°C,
respectively, was observed in CoCrFeNi FCC alloy through an on-lattice Metropolis Monte Carlo algorithm using an LRP.%*

Kernel-based models such as Gaussian approximation potential (GAP) have been proposed to fit IPs,*” although this will be inefficient with
MPEAs as the number of three-body and two-body interactions can scale significantly with the number of component elements. A potential
based on generalized linear models has been proposed recently for FeNiCuCoCr FCC MPEA. The random Fourier feature (RFF)-based IP has
shown accurately the mechanical and thermal properties of the MPEA system close to the DFT calculated values. Further, a sparse Bayesian
learning-based potential has been proposed to reduce the computational overhead of the RFF potential by 94%.54¢

SRO and strengthening mechanisms in NbMoTaW refractory High Entropy Alloy (HEA) system were studied using a spectral neighbor
analysis potential (SNAP).*%” An SNAP model expresses the energies and forces from the ab initio data as a function of coefficients of
the bispectrum of the atomic neighbor density function.”” A high-level workflow of the SNAP potential fitting is illustrated in Figure 5. Fitted
to the DFT data of elemental, binary, ternary, and quaternary combinations of the component elements, this potential demonstrated that the
strengthening in the NoMoTaW alloy is due to the segregation of Nb to the grain boundaries leading to SRO.“?

DATA SCIENCE AND MACHINE LEARNING

The design of MPEAs has primarily relied on a trial-and-error approach, but compared to conventional alloys, the search space for MPEAs is
considerably vast. The number of unique combinations of MPEA systems composed of 40 metallic elements can be estimated by C" =
rw%r), There are potentially 9,880 three-component, 91,390 four-component, 658,008 five-component, 3,838,380 six-component, and

18,643,560 seven-component alloy systems. In other words, they can form 23,241,218 distinct equiatomic MPEAs. Furthermore, by varying
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Figure 5. Fitting workflow schematic for the NbMoTaW alloy SNAP model
Reprinted from Li et al (under CC BY 4.0).%°

the elemental compositions, the number of base alloys that can be formed is enormous, and it is laborious and impractical to manually explore
the entire collection MPEAs and study their microstructures, phases, and mechanical properties.

The emergence of ML, on the other hand, offers a novel breakthrough point for MPEA exploration. Among the three major categories of
ML, supervised learning, unsupervised learning, and reinforcement learing, supervised learning is extensively applied in materials science. It
facilitates the derivation of relationships between the input and output properties, seeking explanations of what leads to the desired
properties of certain materials and how one can enhance their performance even further. Essentially, material scientists are always pursuing
materials with extraordinary properties. Thus, in the interest of high-throughput material design, the successful extrapolation of existing data
becomes paramount when adapting ML in the design process.

In ML-assisted material design, there are typically four main aspects one should consider, namely, the targeted output properties, the con-
struction of material databases, the selection of descriptors, and the development of ML models, all of which will be reviewed in subsequent
sections. Table 1 gives a summary of some of the recently published works from the aforementioned aspects.

The objective of the ML task would be the first and foremost consideration because the three remaining steps are based on the targeted
outcome. In terms of the design of structural MPEAs, one of the applications is phase selection, where the ML model is designed to predict
whether the MPEAs are in BCC, FCC, or HCP phase and if intermetallic (IM) or amorphous phases are present.”'~* One hundred fifty ANNs
were trained using an experimental MPEA dataset with 323 data points to predict the occurrence of phases present in the alloys that were
categorized into seven classes, including the formation of FCC, BCC, intermetallics, or combinations of them.”? Later, a reduced mathemat-
ical model was developed to classify the presence and absence of BCC and FCC phases within a 13-element search space for MPEAs.”® The
model was reported to have comparable performance to neural network models, having high interpretability at the same time. Other usages
include the prediction of various mechanical properties, such as elastic constants,”*’® hardness,”””’® yield strength,””® and Young's
modulus.®>"%? A recent study combined DFT and ML to explore the optimal compositional space of the non-equiatomic MoNbTaTiV system
using the element composition as the only feature and identified Ti as the critical factor that could potentially compromise Young's modulus
of the MPEA*

The performance of ML work is heavily dependent on the quality of data. In the field of MPEAs, datasets generally come from two cate-
gories, experimental and computational. Experimental databases contain measurements using various characterization techniques. In
contrast, computational databases are developed using DFT calculations, MD simulations, and the CALculation of PHAse Diagrams
(CALPHAD) method. While a large amount of experimental data are readily available for MPEAs, there are usually discrepancies between
the reported values due to different fabrication and post-processing methods. For instance, the yield strength reported for CoCrFeMnNi pro-
cessed with cold rolling and annealing varies significantly from 380 to 1,210 MPa.®*** To mitigate the potential variations arising from
different material preparation conditions, a common approach is to select data of which the materials are prepared similarly. Examples
include the phase prediction study by Beniwal et al.,”” where the dataset is all taken from 323 as-cast MPEAs tested at room temperature.
Another strategy is to compare across literature values and use the average of those that do not differ significantly, as demonstrated by
Wen et al.”” Nonetheless, computational approaches tend to show a preferred consistency across the calculated values, but constructing
a large computational database across different elements is quite computationally expensive. In addition, specific mechanical properties,
such as yield strength, are challenging to obtain owing to the limited availability of IP files for MPEAs. Recently, a theoretical method
proposed by Yin et al.* is capable of predicting yield strength using DFT data. Such an approach can be a potential solution for overcoming
the limitation of computational databases.

Despite the increasing research efforts in the field, only a limited number of well-structured databases exist for MPEAs. Thermodynamics
data for 355 MPEA compositions, combining empirical and theoretical approaches using the Hume-Rothery rules, were published by Gao
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Table 1. Recent studies on data-driven MPEA design along with output properties, material database, descriptors (defined in Table S1 in supplemental information), best-performing ML

algorithms, and model outcome

Output Material Best-performing Model
Reference properties database Descriptors ML algorithms outcome
Pei etal.”’ Phases: 1252 binary and MPEA systems Vi, K, x, Tm, VEC, AHyap Classification: Accuracy:

single-phase,
multi-phase

172 Phases:

FCC, BCC,
FCC+BCC,
FCC+IM,
BCC+IM,
FCC+BCC
+IM, IM

Beniwal et a

173 Phases:

BCC, FCC,
BCC+FCC, neither BCC
nor FCC

Beniwal et a

174 Elastic constants:

Ci1, Ca2, Cas, Caz, Cy3, Cos,
Caa, Css, Cee

Elastic constants:

Ci1, Ci2, Cag

Revi et a

Bhandari et al.”®

Elastic constants:
Ci1, Ci2, Caa

Vazquez et al.”®

Wen et al.”’ Hardness

|78

Yang et a Hardness

Zhang et al.”’ Yield strength: good and weak
compared to the equiatomic

sample

(625 single-phase and 627
multi-phase, empirical)

323 MPEAs (empirical)

426 MPEAs (empirical)

1229 binary alloys from
Materials Project (DFT)

370 MPEAs (DFT)

110 binary and 60 ternary
systems (DFT)

22 quaternary,
95 quinary, and 38 senary

systems (empirical)

36 quaternary,

178 quinary,

132 senary, and 24 septenary
systems (empirical)

300 single-crystal CoCrFeMnNi
samples (MD)

0V, 6Rmet, ASconfig: ORcov, Ecohs
6Econ, 0K, 6E, 6G, VEC, xAllen p,
AH AL

VEC: 6Rmet: 6Rcov: ‘SE: Ecoh:
AHE (L), AHC!
ao, p, VEC, T, k
Asconﬁg: AH, T,

Q, or, VEC, 6y, A, name of alloys

Z, P, a0, x, X", p, AHP™, a,
Tm, Ea, VEC

e/a, w,n
4, C, 9, VEC, Tny

Element composition

Gaussian process classification
(GPC)

Classification: artificial neural
network (ANN)

Classification: neural network
(NN)

Regression: random forest (RF)

Regression: gradient boosting
regressor (GBR)

Regression: sure
independence screening and
sparsifying operator (SISSO)
Regression: support vector
regression with radial basis

function kernel (svr.r)

Regression: support vector
regression with radial basis

function kernel (svr.r)

Classification: deep neural
network (DNN)

92UBI0GI

93% with GPC;
81% with empirical rule

Accuracy:
84%

Accuracy:
91% (BCC),
95% (FCC)

RMSE: 34.61 GPa,
MAE: 23.46 GPa,
R%:0.779

RMSE: 12.68 GPa,
MAE: 9.62 GPa,
R?: 0.853

RMSE: 8.69 GPa,
R%:0.948

Found Als7Co50Cr1gCusFesNis
with 883 HV, 14% higher than
the best value in the original
dataset

Found Co4gCrsFessNisVas with
920 HV, 25% higher than the
best value in the original
dataset

F1-Score:

94.3%

(Continued on next page)
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Table 1. Continued

Output Material Best-performing Model
Reference properties database Descriptors ML algorithms outcome
Zhang et al.?® Yield strength, 900 single-crystal CoCrCuFeNi Element composition Regression: kermnel-based F1-Score:
Young's modulus samples (MD) extreme learning machine 88.1% (Yield strength)
(KELM) F1-Score:

Khakurel et al.®’ Young's modulus

Gao et al.®? Young's modulus

154 refractory and non-
refractory

MPEAs (empirical);

96 refractory binary and MPEA
systems (empirical)

200 MoNbTaTiV samples (DFT)

ox, AH, ASconfig,
0a,0Tm, A, Q, T,
a, VEC

Element composition

Regression: gradient boosting
(GB)

Regression: eXtreme Gradient
Boosting (XGBoost)

92.9% (Young's modulus)
MAE: 10.37 GPa,

R?: 0.71 (refractory and non-
refractory)

MAE: 6.15 GPa,

R?: 0.90 (refractory)

RMSE: 4.28 GPa,

MAE: 3.47 GPa,

R%:0.92

92USIOGI
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et al.®® In a subsequent review, Borg et al.®” compiled and updated a database based on two previous reviews of MPEAs,***” incorporating

phases and mechanical properties of 630 MPEAs from 265 articles containing experimentally measured yield strength, ultimate tensile
strength, hardness, and elongation. However, there is a lack of consistency in the reported properties, and a more comprehensive database
needs to be adopted by ML-assisted MPEA design.

Anideal ML model takes only the compositions of the MPEA systems and makes predictions about the desired properties. However, using
elemental compositions solely is typically insufficient for adequate model performance, and other descriptors are required. In an ML study on
MPEAs, Roy et al.” classified a list of 94 features employed into five categories: atomic, chemical composition, environmental, physical, and
thermodynamic, and some examples from each category are illustrated in Figure 6.

The descriptors employed in the ML models are determined by the properties to be predicted. Some commonly accepted features for
phase selection include the difference in atomic radii, the difference in electronegativities, mixing enthalpy, mixing entropy, and valence
electron concentration.”’ 7 Moreover, King et al.”” introduced a novel parameter that suggests a value of ® > 1, where & = ﬁ, indi-

cates the formation of a stable solid solution phase at the melting point. A newly published ML work conducted by Zhao et al.” provides
additional evidence for this observation. On the contrary, for predicting mechanical properties, in addition to the above five features, a variety
of other predictors are also taken into account depending on the ML models and the feature selection methods applied. For instance, Wen
et al.”’ investigated the performance of the ML model with different subsets of twenty preselected features and found that three features,
namely, the number of itinerant electrons, the sixth square of the work function, and modulus mismatch, simplified the model without jeop-
ardizing the accuracy of hardness prediction. Another work by Yang et al.”® considered 142 features and after four screening stages selected
five key features, including the average deviations of atomic weight, column and specific volume, as well as valence electron concentration
and melting point for the alloy for predicting hardness. Furthermore, in a recent paper, ML and atomistic simulation were combined to predict
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Young's modulus and yield strength of non-equiatomic CuFeNiCrCo using 900 data points sampled by MD simulation, and the ML model was
able to achieve a reasonable accuracy using only elemental compositions as the input features.®’

As mentioned earlier, supervised learning is adopted in ML-assisted MPEA design to examine the underlying relationship between
composition and property. The two types of supervised ML algorithms include classification and regression based on the targeted output
variable. For classification purposes, the output is discrete and is categorized into different classes based on the labels, and a typical example
is phase selection. In comparison, the output in regression is continuous, and the model makes predictions of values, such as mechanical
properties, including elastic constants, hardness, yield strength, and Young's modulus. Table 1 summarizes the best-performing ML algo-
rithms in some of the recent works, which were selected based on the predictions on testing or validation sets.

Additional strategies, such as active learning, are utilized to improve the performance of ML models.” In the application of MPEA
discovery, newly obtained experimental data that are synthesized and measured based on the optimal candidates predicted from the pre-
vious iteration(s) can be appended to the training set. The purpose of this augmentation process is to selectively supplement near-optimum
data entries in the interest of guiding the optimization route. An example of an active learning framework is illustrated in Figure 7.

From the perspective of materials science, the interpretability of ML models is also essential for gaining insights into the underlying
relationship between the features and the predictions. Recent studies have started to shift their focus to this aspect. One of the strategies
is to use ML models with high interpretability, such as decision trees, linear regression, and logistic regression, which might sacrifice the
accuracy of the model.””"%° Another approach is to build analytical functions fitted using ML methods and obtain the direct relation between
features and output properties, as shown by Beniwal et al.”® and Vazquez et al.”

MPEA design through synergistic computational methods

In this article, so far, we have discussed the contributions of various computational techniques toward the design and development of MPEA
systems. End-to-end design of an alloy system warrants a combination of multiple techniques complementing each other toward the final
alloy compositions and/or process parameters. Many efforts have been dedicated to the design of new MPEA systems with outstanding
structural performance supported by experimental validation. Thermodynamics calculations have been used in conjunction with other
atomistic methods and experiments to determine the phase stability of structural MPEAs. This has been proven to be of significant
mportance in designing new MPEA systems, as the stability of the random solid solution is of paramount importance.'”’~'%* Extensive
thermodynamic databases have been developed to streamline this process. An iterative process was employed to search among more
than a million alloys within the Al-Co-Cr-Cu-Fe-Ni system and progressively fabricated a total of 42 new MPEA candidates that were predicted
to possess high hardness to expand the training dataset.”” Thirty-five of the newly synthesized alloys were measured to have higher hardness
values than the best ones in the original dataset, consisting of 155 samples, and the highest hardness reached 883 HV. Furthermore, a data-
base consisting of 370 MPEAs with corresponding hardness values was adopted by Yang et al.,”® and a novel MPEA with a hardness of 920 HV
was successfully designed and validated, outperforming the top one in the original dataset by almost 25%.

Figure 8 provides a schematic representation of how the atomistic and data science methods are connected with each other and with the
experimental methods toward accomplishing design goals. A constant omnidirectional flow of information can be established between these
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techniques which form an integral part of not just structural MPEA design but also any material design process. Some of the challenges and
future directions for these methodologies are discussed in the following section.

CHALLENGES AND PROSPECTS

Computational methods have been proven to be quintessential for the development of structural MPEAs. In the meantime, simulating MPEAs
has presented complex and challenging research problems in the field. DFT calculations do not require any prior empirical data, which helps
significantly in exploring the compositional space of MPEAs. Although, as the size of the system increases, the number of electrons and basis
functions that must be considered also increases significantly. This poses a major challenge in the study of MPEAs as a relatively large super-
cell is often required to represent these systems, and they usually contain elements that have a large number of electrons. Also, the MPEA
phases can be complex, including multiple phases being thermodynamically stable under the same conditions. Better integration with ther-
modynamic models and ab initio calculations can improve the reliability of the computational design process. Furthermore, to accurately
model these systems, each phase must be separately modeled, and the interactions between the phases must be considered, making it
extremely difficult to be simulated using DFT. Moving away from reciprocal space and exploring the possibilities of real-space DFT and other
methods for accelerating the calculations such as making the sub-space diagonalization efficient can bring significant improvements to these
challenges in structural MPEA research.'®'”

Classical MD is often suggested as a viable alternative to atomistically investigating structural MPEA systems and has been used widely to
study plasticity mechanisms. MD can access larger time and space scales, making it very effective in studying various phenomena. However,
MD simulations require an IP and the accuracy of the simulations is significantly affected by how an IP was fitted. Classical potentials and
ML-based IPs have been generated over the years for MPEAs. Existing methods, while advancing the field, have also demonstrated the
complexity of the problem at hand and still need to be improved. A critical limitation on this is the ability of the current IPs to model non-
equiatomic compositions of MPEAs, especially with micro-alloying. The complex phase space of the non-equiatomic MPEAs remains a
challenge to model accurately using classical MD. Efforts toward developing IPs for the periodic table'®® are steps in the right direction
but are still far from a reliable alternative to system-specific IPs. Structure generation for large-scale simulations is also challenging for
MPEAs due to their chemical complexity and short-range ordering. Recent studies discussed in a previous section have proposed novel
methods to tackle this problem and generate reliable structures with a high level of confidence.?’"? Still, there is a significant disconnect
within the structure generation algorithms while considering the thermodynamic stability of the structures that need to be addressed.

The recent progress in ML-aided MPEA design for structural applications has been discussed from four aspects, the output properties,
material database, descriptors, and ML algorithms. Despite the enormous work devoted to this field, three major challenges remain. First,
a reliable and well-structured MPEA database for mechanical properties, which is essential for improving the quality of ML tools, is absent.
A recently compiled MPEA database published by Citrine Informatics contains experimentally measured mechanical properties of 630 com-
positions,”” but the reported properties vary significantly with the fabrication and characterization techniques. Comparative analysis and
generalization of data continue to be challenging with MPEAs due to different synthesizing techniques, testing conditions, and phase com-
plexities.®” A comprehensive computational database would be relevant in this context for MPEA systems. Second, the descriptors selected
for ML models differ significantly even for the same output properties, indicating that the underlying relationship between composition and
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property has not been unrevealed, and a more decent feature selection method is needed. Lastly, most of the outcomes retrieved from ML
approaches have poor interpretability, and the contribution to new materials science knowledge is limited.
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