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Transcription factors (TFs) bind to thousands of DNA sequences in mammalian genomes, but most of these binding events

appear to have no direct effect on gene expression. It is unclear why only a subset of TF bound sites are actively involved in

transcriptional regulation. Moreover, the key genomic features that accurately discriminate between active and inactive TF

binding events remain ambiguous. Recent studies have identified promoter-distal RNA polymerase II (RNAP2) binding at

enhancer elements, suggesting that these interactions may serve as a marker for active regulatory sequences. Despite these

correlative analyses, a thorough functional validation of these genomic co-occupancies is still lacking. To characterize the

gene regulatory activity of DNA sequences underlying promoter-distal TF binding events that co-occur with RNAP2

and TF sites devoid of RNAP2 occupancy using a functional reporter assay, we performed cis-regulatory element sequenc-

ing (CRE-seq). We tested more than 1000 promoter-distal CCAAT/enhancer-binding protein beta (CEBPB)-bound sites in

HepG2 and K562 cells, and found that CEBPB-bound sites co-occurring with RNAP2 were more likely to exhibit enhancer

activity. CEBPB-bound sites further maintained substantial cell-type specificity, indicating that local DNA sequence can ac-

curately convey cell-type–specific regulatory information. By comparing our CRE-seq results to a comprehensive set of ge-

nome annotations, we identified a variety of genomic features that are strong predictors of regulatory element activity and

cell-type–specific activity. Collectively, our functional assay results indicate that RNAP2 occupancy can be used as a key

genomic marker that can distinguish active from inactive TF bound sites.

[Supplemental material is available for this article.]

The spatial and temporal control of gene expression is critical for
proper cellular development, differentiation, and maintenance
of distinct cell types, all of which are key hallmarks of complex
metazoan systems (Tjian and Maniatis 1994; Levine 2010; Bulger
and Groudine 2011; Sakabe et al. 2012). This concerted transcrip-
tional control is driven by DNA-binding transcription factor (TF)
proteins that exert their regulatory effects by binding to thousands
of discrete, largely nonprotein coding, sites throughoutmammali-
an genomes (Tjian and Maniatis 1994; Levine 2010; Bulger and
Groudine 2011; Sakabe et al. 2012). The association of TFs with
DNA sequences leads to the recruitment of transcriptional co-
factors, including chromatin modifying enzymes and the basal
transcriptional machinery, through both DNA–protein and pro-
tein–protein interactions (Bulger and Groudine 2011; Sakabe
et al. 2012). The formation of these macromolecular complexes
leads to the initiation or augmentation of transcription at target
gene promoters, some of which are more than a million base pairs
away from their corresponding regulatory elements (Lettice et al.
2003). The faithful transfer of this molecular signal is believed to
occur through direct enhancer–promoter looping interactions in

three-dimensional space and/or via RNAP2 tracking along the
DNA sequence from enhancer to target gene promoter (Bulger
and Groudine 2011).

Although chromatin immunoprecipitation followed by next-
generation DNA sequencing (ChIP-seq) studies support the as-
sociation of TFs with thousands of sites throughout the genome
(The ENCODE Project Consortium 2007, 2012; Mouse ENCODE
Consortium et al. 2012), many of these interactions are thought
to have a minimal impact on gene regulation. For instance, induc-
ible transcription factors have been shown to bind to at least ten
times more genomic loci than the number of affected target genes
(Cheng et al. 2009; Reddy et al. 2009; Gertz et al. 2012). Technical
artifacts, regulatory element redundancy, transcriptional epistasis,
and/or RNA stability may explain part of this discrepancy, but col-
lectively these data suggest that a considerable portion of sites
bound by TFs do not affect transcription. Indeed, these seemingly
passive interactions may represent stochastic associations of TF
proteins with DNA segments, or they may play a functional role
to control local TF concentrations and/or TF localization in the nu-
clear milieu. As a result, the predictive regulatory activity of a
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discrete TF binding event is currently limited without secondary
information.

Several genomic features have been proposed as potential pre-
dictors of active enhancer elements, including the presence of his-
tone acetyltransferase EP300 (Visel et al. 2009), local chromatin
modifications (Heintzman et al. 2009; Ernst and Kellis 2010), pro-
moter-distal RNAP2 occupancy (De Santa et al. 2010), enhancer
RNA (eRNA) production (Hah et al. 2013; Li et al. 2013), and
long-range looping interactions (Fullwood et al. 2009). Although
these correlative genomic features allude to transcriptional roles,
large-scale functional assays that evaluate the gene regulatory
activities of DNA sequences enriched for these distinct genomic
features are clearly warranted to determine and to validate
their predictive value for the demarcation of enhancer function.
Several recent analyses that use next-generation DNA sequencing
combined with massively parallel reporter assays have addressed
some of these outstanding challenges (Patwardhan et al. 2012;
Kheradpour et al. 2013; White et al. 2013; Kwasnieski et al.
2014). Thesemethods allow for the functional assessment of thou-
sands of DNA sequences in parallel through distinct RNA tran-
script barcoding strategies. Massively parallel reporter analyses
have found that chromatin state predictions, based on the integra-
tion of many ChIP-seq data sets, can predict functional regulatory
activity (Kheradpour et al. 2013; Kwasnieski et al. 2014). However,
functional discrepancies in regulatory activity from distinct chro-
matin states have been documented (Kwasnieski et al. 2014), sug-
gesting that our understanding of histone modifications is not
exhaustive and further stressing the need to identify more reliable
predictors of active regulatory sequences. Rather than relying on
chromatin state predictions, which require many distinct ChIP-
seq experiments to explore a cell type, here we determine the pre-
dictive ability of RNAP2 promoter-distal binding, assayed simply
by ChIP-seq with an antibody against RNAP2, to discriminate
active from inactive TF-bound sites. To perform this analysis in a
controlled manner, we took a different experimental approach
by comparing loci bound by CCAAT/enhancer-binding protein
beta (CEBPB) that overlap or do not overlap with promoter-distal
RNAP2. CEBPB serves as an ideal model because high-quality
ChIP-seq data is publicly available (The ENCODE Project Consor-
tium 2007, 2012), and CEBPB exhibits extensive cell-type–specific
genome binding, allowing for the additional characterization of
cell-type specificity on regulatory activities.

Although chromatin states and accessibility can vary dramat-
ically between cell types (Ernst et al. 2011; Kasowski et al. 2013;
McVicker et al. 2013), it is unclear if an enhancer’s cell-type–specif-
ic activity is intrinsic to the underlying local DNA sequence, or if
regulatory element activity is primarily governed by more global
sequence-defined chromatin dynamics.Massively parallel reporter
assays have also assessed this to varying degrees. Mutation of TF
binding motifs at tested DNA sequences overlapping chromatin
state predictions ablated regulatory activity (Kheradpour et al.
2013), while a second analysis documented minimal activity of
H1-ESC-specific chromatin states in K562 cells (Kwasnieski et al.
2014). These data collectively support a local DNA-driven mecha-
nism in the coordination of cell-type–specific enhancer activity,
wherein local sequence informationnear TF binding events largely
contributes to proper regulatory activity, as opposed to global se-
quence features that influence chromatin structure. To expand
on these observations, we address this question more thoroughly
through direct cross comparisons of the regulatory activities of
HepG2- and K562-specific CEBPB-bound sites in opposing cell
types, including an assessment of CEBPB sites shared across both

cell types. In line with previous observations (Kasowski et al.
2013; Kilpinen et al. 2013; McVicker et al. 2013), our results sup-
port the notion that global sequence features that designate chro-
matin state events play a secondary role to determining enhancer
activity, with local DNA sequence alone able to accurately recapit-
ulate cell-type–specific regulation. Our data illustrate that CEBPB
binding sites coincident with promoter-distal RNAP2 binding dis-
play substantially stronger enhancer activity than CEBPB sites
devoid of RNAP2. We also perform quantitative analyses that
show a significant enrichment for the presence of eRNAs at active
regulatory elements. This study is the first large-scale functional
test of promoter-distal RNAP2 binding events, underscoring this
genomic feature as an accurate discriminator of active regulatory
sequences. We further demonstrate the importance of local DNA
sequence for directing proper cell-type specificity and identify ad-
ditional genomic features enriched at activeCEBPBbinding sites to
better understand cis-regulatory architecture.

Results

Identification of RNAP2 occupancy at promoter-distal

CEBPB-bound sites in HepG2 and K562 cells

To evaluate the function of TF binding sites coincident with
RNAP2, we focused on CEBPB TF sites identified through ChIP-
seq in HepG2 cells, a hepatocellular carcinoma cell line, and
K562 cells, a chronic myelogenous leukemia cell line (The
ENCODE Project Consortium 2007, 2012). CEBPB is a bZIP
domain TF that can form homodimers or heterodimers with other
members of the CCAAT/enhancer-binding protein family (Ramji
and Foka 2002). Publicly available ChIP-seq data (The ENCODE
Project Consortium 2007, 2012) indicate that CEBPB reproducibly
binds (across two biological replicates) to 18,125 genomic loci in
HepG2 and 22,240 genomic loci in K562 cells (Supplemental Fig.
1A). Most bound sites contain a CEBPB binding motif: 78% of
CEBPB-bound sites in HepG2 and 68% of CEBPB-bound sites in
K562 (Supplemental Fig. 1B). Of 34,810 CEBPB-bound sites pre-
sent in either HepG2 or K562, only 5555 (15.9%) loci are bound
by CEBPB in both cell types (Supplemental Fig. 1A). As a result
of the limited fraction of shared sites, CEBPB binding also serves
as a reasonable model for evaluating cell-type–specific enhancer
activity.

We further assessed the co-occurrence of RNAP2 at extragenic
CEBPB sites in both HepG2 and K562 cells. Only reproducible
RNAP2 binding events identified across two biological replicate
ChIP-seq experiments were used. To ensure RNAP2 binding was
promoter-distal, we assessed histone modifications at proximal
and distal RNAP2 bound sites to determine the distance from tran-
scription start sites (TSSs) at which RNAP2 sites switch from pro-
moter-like to enhancer-like elements. Acetylation of lysine 27 on
histone H3 (H3K27ac) was high at all RNAP2-bound sites (data
not shown); however, when using a distance cutoff of 5 kb from
TSSs (Fig. 1A,B), TSS proximal RNAP2 bound sites exhibit a high
ratio of histone H3 lysine 4 trimethylation to histone H3 lysine
4 monomethylation (H3K4me3:H3K4me1), indicative of promot-
ers, whereas TSS distal sites had a low ratio of H3K4me3:H3K4me1,
an established hallmark of enhancer sequences (Heintzman et al.
2007, 2009). Given this transition, we used RNAP2 sites at least
5 kb away from the nearest TSS for identifying co-occupancy
with CEBPB binding at candidate enhancers. In HepG2 cells, 646
(3.6% of total sites) CEBPB-bound sites overlapped with distal
RNAP2 binding events, whereas in K562 cells, 1479 (6.7% of total
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sites) of CEBPB-bound loci overlap with promoter-distal RNAP2.
CEBPB binding events common to both HepG2 and K562 cells ex-
hibit comparable co-occurrence with RNAP2 (241 sites; 4.3% of
shared sites).

CRE-seq of CEBPB-bound sites in HepG2

and K562 cells

We used CRE-seq, a method that mea-
sures the gene regulatory effects of thou-
sands of DNA sequences in a parallel
manner, to evaluate the functional activ-
ity of CEBPB binding events (Kwasnieski
et al. 2012). We designed array-synthe-
sized oligos spanning 120 bp of promot-
er-distal CEBPB-bound sites centered
on the ChIP-seq signal summit. These
CEBPB sites were randomly selected to
equally represent HepG2-specific, K562-
specific, and common sites that were
concurrent with or devoid of RNAP2
binding. We also designed control DNA
sequences by scrambling the selected
120-bp genomic regions while still pre-
serving dinucleotide frequencies. The
scrambled sequences control for random
effects on regulatory activity due to dif-
ferences in dinucleotide frequencies
and provide a background distribution
for the analysis of significant activity
(White et al. 2013; Kwasnieski et al.
2014). Bothgenomicand scrambledDNA
sequences were tailed with 9-bp DNA
barcodes and restriction enzyme sites
necessary for CRE-seq plasmid con-
struction, resulting in 186-mer oligos
(Methods). Each DNA element was engi-
neered with four unique barcodes, result-
ing in four distinct oligonucleotides per
DNA sequence tested, providing a metric
for reproducibility and robust measure-
ment of activity. Collectively, more
than 12,000 unique 186-mer oligos were
synthesized (see Supplemental Table 1
for barcode and binding site sequence in-
formation). Our cloning strategy situated
CEBPB binding sites upstream of a minP
minimal promoter driving a luciferase
gene that contained barcodes in the
3′ untranslated region, specific for each
binding site tested (Fig. 1C).

A schematic outline of our experi-
mental design is illustrated in Figure
1C. CRE-seq plasmids were transfected
into HepG2 and K562 cells in replicate
experiments and harvested 24 h after
transfection. Extracted cellular RNA and
DNA underwent a multistep library con-
struction before next-generation DNA
sequencing of barcodes from RNA mole-
cules and plasmids respectively (see
Methods and Supplemental Data for
RNA andDNA barcode counts). The plas-

mid DNA barcodes provide an internal control for plasmid abun-
dance that can confound expression levels. DNA sequences
represented by at least two independently sequenced plasmid
barcodes in each replicate experiment and DNA barcodes that

Figure 1. CRE-seq of CEBPB binding sites. Analysis of H3K4me1 (in purple) and H3K4me3 (in red) en-
richment at CEBPB binding sites <5 kb from promoters (A) and >5 kb from promoters (B). Average ChIP-
seq signal enrichment is displayed on the y-axis, whereas the distance from transcription start site (TSS) is
displayed on the x-axis. At >5 kb from promoters, a substantial enrichment in H3K4me1 is observed. (C )
Schematic of CRE-seq experimental platform. Oligonucleotides are generated harboring 120 bp of se-
quence centered on CEBPB binding site summits, unique 9-bp barcodes, and restriction enzyme sites
for cloning. Oligonucleotides are cloned into a plasmid backbone, upstream of the backbone poly-A se-
quence, while a minimal promoter and luciferase coding sequence is subsequently cloned in between
binding sites and barcodes within oligonucleotides, generating a pool of approximately 12,000 unique
plasmids. HepG2 and K562 cells are transfected, in replicates, into HepG2 and K562 cells. DNA and RNA
(cDNA) is extracted, barcodes from plasmids (DNA) and transcribed RNA molecules are amplified and
prepared for next-generation sequencing. Regulatory activity for each barcode is determined by normal-
izing the RNA-derived barcode counts with counts from DNA (plasmids). The median activity across all
barcodes for an individual element was used to determine activity in each replicate experiment. The
mean activity across replicate experiments for each element was used to calculate the final activity. (D,
E) Luciferase assay results in HepG2 (D) and K562 (E) cells are also displayed. The log2-transformed ac-
tivity using luciferase assay (y-axis) and CRE-seq assay (x-axis) is shown (where fc denotes fold change).
The Rank correlation for each data set is shown at the bottom right of each graph.
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reached a conservative cutoff of 200 read counts were utilized. This
read cutoff controlled for technical artifacts arising from low read
counts that negatively impact assay reproducibility (Methods;
Supplemental Fig. 2). Regulatory activity for each barcode was cal-
culated by normalizing the RNA barcode sequence count with the
plasmidDNA barcode abundance. The composite regulatory activ-
ity of each element was calculated by taking themedian regulatory
activity across all barcodes for the element, as has been previously
described (Kwasnieski et al. 2014). We assessed regulatory activity
of CEBPB-bound sites and compared this transcriptional potential
with associated scrambled control sequences. We identified active
binding sites as the subset of sequences that activated gene expres-
sion higher than the 95th percentile of matched scrambled se-
quences (Kwasnieski et al. 2014). A complete list of all site
categories and the number of sites above this cutoff is shown in
Supplemental Table 2.

To evaluate assay reproducibility, we quantified the concor-
dance of read tag counts for DNA and RNAmeasurements between
replicates (Supplemental Figs. 2, 3). Our assay retained high repro-
ducibility (R2 > 0.93) between replicates for all DNA and RNA bar-
code counts in both HepG2 and K562 cells (Supplemental Fig. 3).
As a secondary validation of our regulatorymeasurements, we test-
ed a subset of enhancer sequences spanning a wide range of activ-
ities inHepG2andK562cells throughtraditional, individual clone-
based luciferase reporter assays (Fig. 1D,E). Despite distinct assay
platforms, these results are in good agreement with our CRE-seq
data (HepG2 r = 0.66 and K562 r = 0.6). We also divided our test
binding sites into groups based on their CRE-seq activity into
low, middle, and high activity sequences (six per group). For this
analysis, we ranked our binding sites based on CRE-seq regulatory
activity (independently for HepG2 and K562 cells) and split these
ranked sites evenly into each activity category. Using this binning
approach,we identified significant differences in luciferase activity
betweendistinct groupsof sites (HepG2highversus lowactivityP <
3.5 × 10−4; HepG2 middle versus low activity P < 0.02; K562 high
versus low activity P < 0.03) (Supplemental Fig. 4). Along with our
correlation data, these additional analyses further support our
CRE-seq activity observations (Supplemental Fig. 4).

RNAP2 co-occupied sites display stronger enhancer activity

We examined the regulatory activity of groups of CEBPB-bound
sites relative to a set of associated scrambled control sequences
within each cell line (Fig. 2A,B). For this analysis, we utilized sites
found exclusively in HepG2 or K562 cells. Our data supported an
enrichment of CEBPB TF binding site enhancer activities above
scrambled control sequences. At the 95th percentile of scrambled
sequence activity, 21.2% (178 of 841 sites) of HepG2-specific
CEBPB binding events and 11.1% (61 of 549 sites) of K562-specific
CEBPB sites displayed stronger regulatory activity in HepG2 and
K562 cells, respectively.

We further examined the relative contribution of RNAP2-as-
sociation in regulatory activity at cell-type–specific CEBPB binding
sites. For this analysis, we split HepG2- and K562-specific sites into
groups of binding events that co-occurred or that were depleted for
RNAP2 binding within each cell type and compared regulatory ac-
tivities of each set of sites with their associated set of scrambled
control sequences. We observed substantially stronger expression
from CEBPB sites coincident with RNAP2 across both cell types,
supporting a role for RNAP2 as a key discriminator of active versus
inactive CEBPB binding events (Fig. 2C,D; Supplemental Table 2).
In HepG2 cells, 27.4% (118 of 431 sites) of RNAP2 binding events

maintained expression above the 95th percentile of matched con-
trol sequences, compared to only 14.6% (60 of 410 sites) for non-
RNAP2-associated CEBPB sites (Supplemental Table 2). In K562
cells, 17.9% (50 of 280 sites) of RNAP2-enriched CEBPB binding
sites held activity above the 95th percentile of scrambled sequenc-
es compared with only 4.1% (11 of 269 sites) of RNAP2-devoid
sites (Supplemental Table 2).

We also assessed a role for RNAP2 at shared CEBPB binding
sites (CEBPB binding sites identified in both HepG2 and K562
cells) by subdividing these sites shared based on RNAP2 occupancy
(Supplemental Table 2; Supplemental Fig. 5). Shared sites thatwere
coincident with RNAP2 also displayed stronger activity compared
with non-RNAP2 sites; in HepG2, 34.3% (60 of 175 sites) of shared
RNAP2 sites were active compared to 19.4% (32 of 165 sites) of
shared non-RNAP2 sites, whereas in K562 cells, 26.3% (46 of 175
sites) of shared RNAP2 sites had activity compared to 10.9% (18
of 165 sites) of shared non-RNAP2 sites (Supplemental Fig. 5).

Consistent with the functional role of RNAP2, we also found
that RNAP2 ChIP-seq signal was significantly higher (P = 3.211 ×
10−10 in HepG2; P = 4.059 × 10−8 in K562) at sites above the 95th
percentile of scrambled sequences in both cell lines (Supplemental
Fig. 6). Because promoter-distal RNAP2 binding has the potential
to produce eRNAs, we compared our data with GRO-seq data gen-
erated in K562 cells (Core et al. 2014) to determine if the expres-
sion of eRNAs was predictive of enhancer activity in our data.
We calculated GRO-seq read counts near active and inactive
CEBPB-bound sites based on the CRE-seq data and observed a
highly significant enrichment in GRO-seq signal at active sites
compared to inactive binding events (P = 5.65 × 10−5) (Supplemen-
tal Fig. 7). The strong enrichment of eRNAs and RNAP2 binding
observed at active sites confirms a link between RNAP2 binding
and eRNA production. Importantly, these data provide a large-
scale functional analysis of endogenous eRNA activity as a predic-
tor of regulatory activity within a well-controlled experimental
system and indicate that both eRNA levels and RNAP2 binding
are accurate predictors of the regulatory activity of local DNA
sequence.

DNA-encoded enhancer activity is cell-type–specific

The use of a common plasmid pool containing HepG2-specific,
K562-specific, and sharedCEBPBbinding events allowed for thedi-
rect assessment of cell-type–specific regulatory information. For
this analysis,wedetermined enhancer activities of cell-type–specif-
icCEBPB-bound sites (HepG2-specific andK562-specific sites only)
co-occurringwith RNAP2 in the opposing cell line (HepG2-specific
overlapping RNAP2 sites in K562 cells and K562-specific overlap-
ping RNAP2 sites in HepG2 cells) and compared those results
with the fraction of active RNAP2-associatedCEBPB sites from sites
identified within the same cell type (HepG2-specific overlapping
RNAP2 sites in HepG2 cells and K562-specific overlapping
RNAP2 sites in K562 cells). The use of stringent criteria for identify-
ing CEBPB binding events (sites that were reproducibly identified
in two biological replicates) may lead to the inclusion of CEBPB
binding events that are inappropriately categorized as cell-type–
specific. To control for this, we therefore also compared the activi-
ties of cell-type–specific sites with the activity of RNAP2-associated
CEBPB sites shared between HepG2 and K562 cells.

Weobserved a pronounced cell-type–specific effect for CEBPB
binding events (Fig. 3A,B). In HepG2 cells, 34.3% (60 of 175 sites)
of shared CEBPB binding events (shared sites co-occurring with
RNAP2) and 27.4% (118 of 431 sites) of HepG2-specific sites
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(HepG2-specific site co-occurring with RNAP2) maintained ex-
pression above the 95th percentile of matched control sequences
in HepG2 cells, compared to only 10% (28 of 280 sites) for K562-
specific sites (K562-specific site co-occurring with RNAP2). K562
displayed less extensive cell-type specificity; 26.3% (46 of 175
sites) of shared CEBPB binding and 17.9% (50 of 280 sites) of

K562-specific binding eventsmaintained
expression above the 95th percentile of
matched control sequences compared to
only 10.2% (44 of 431 sites) for HepG2-
specific sites inK562cells. To characterize
these observations more thoroughly, we
measured Spearman rank correlations in
activity between cell types for shared
and cell-type–specific sites (Fig. 3C). In
line with our previous observations of
cell-type specificity, shared sites exhibit
correlated activity, whereas cell-type–
specific siteswere not as strongly correlat-
ed or negatively correlated between cell
types. Collectively, these data support a
strong role for local DNA sequence infor-
mation in dictating enhancer activity.

DNA sequence and functional genomic

features distinguish active from inactive

binding events

We interrogated surrounding DNA se-
quence information at our tested CEBPB
binding sites to determine DNA se-
quence features that may predict en-
hancer activity. For this analysis, we
compared active versus inactive CEBPB
sites (using the 95th percentile cutoff),
regardless of CEBPB binding site catego-
ry. We performed discriminative motif
finding (Bailey 2011) to identify motifs
that are more common in active sites
compared with nonactive sites. We iden-
tified the HNF4A TF motif (P < 1 × 10−10,
2.5-fold enriched in active versus in-
active sites) and the AP1 family motif
(P < 2 × 10−16, 3.4-fold enriched in active
versus inactive sites), which includes
JUND and FOSL2 TFs, as enriched at ac-
tive CEBPB binding sites in HepG2 cells
(Fig. 4A,B). In K562 cells, an ETS motif
(P < 1 × 10−6, 3.4-fold enriched in active
versus inactive sites) exhibited signifi-
cant enrichment for activity (Fig. 4C).
Active sites were depleted for Alu repeti-
tive elements (P = 0.00321), consistent
with a recent finding that most human
Alus lack epigenetic features of active en-
hancers (Su et al. 2014). We also detected
significant differences in sequence con-
servation between active and inactive se-
quences (GERP scores for active and
inactive elements P = 4.069 × 10−5).

We next capitalized on publicly
available genome-wide annotations from

the ENCODE Project Consortium (2007, 2012), including ChIP-
seq, DNase I hypersensitivity, and chromatin state data sets, to
identify additional functional genomic features enriched at active
CEBPB binding sites. This data set includes more than 1000 inde-
pendent annotations, allowing for a thorough analysis of the pre-
dictive value of awide array of genomicmarkers. This large data set

Figure 2. RNAP2-associated sites exhibit stronger activity. (A) Density plots of HepG2-specific CEBPB
binding sequence activity in HepG2 cells. The x-axis displays the distribution of log2-transformed regu-
latory activity (RNA/DNA barcode counts), while the y-axis displays the density across distinct regulatory
activities. HepG2 binding site CRE-seq activity distributions are shown in blue and compared with asso-
ciated scrambled control sequence activities (shown in gray). (B) Density plots of K562-specific CEBPB
binding sequence activity in K562 cells. The x-axis displays the distribution of log2-transformed regula-
tory activity (RNA/DNA barcode counts), while the y-axis displays the density across distinct regulatory
activities. K562 binding site CRE-seq activity distributions are shown in red and comparedwith associated
scrambled control sequence activities (shown in gray). (C ) HepG2 CRE-seq activity for distinct classes of
binding sites is shown as box plots. The log2-transformed CRE-seq activity (RNA/DNA barcode counts) is
displayed on the y-axis. Binding sites that are coincident with promoter-distal RNAP2 are shown in dark
blue, and the scrambled control sequences for these RNAP2-associated binding sites are displayed in dark
gray. HepG2 binding sites devoid of promoter-distal RNAP2 binding are displayed in light blue, and the
scrambled control sequences for these RNAP2-devoid sites are shown in light gray. The percentage of
RNAP2-associated and RNAP2-devoid HepG2 sites above the 95th percentile of associated scrambled
control sites are displayed on the plot. (D) K562 CRE-seq activity for distinct classes of binding sites is
shown as box plots. The log2-transformed CRE-seq activity (RNA/DNA barcode counts) is displayed
on the y-axis. Binding sites that are coincident with promoter-distal RNAP2 are shown in dark red, and
the scrambled control sequences for these RNAP2-associated binding sites are displayed in dark gray.
K562 binding sites devoid of promoter-distal RNAP2 binding are displayed in light red, and the scram-
bled control sequences for these RNAP2-devoid sites are shown in light gray. The percentage of
RNAP2-associated and RNAP2-devoid K562 sites above the 95th percentile of associated scrambled con-
trol sites are displayed on the plot.
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serves as a complement to our analyses of RNAP2 binding and cell-
type specificity (see cell-type–specific annotations data below),
and was further agnostic to RNAP2 status and the 95th percentile
activity cutoff, as we solely utilized raw activity counts (RNA/DNA
barcode counts) for these correlative evaluations. We performed
Wilcoxon tests to determine whether particular annotations
were associated with increased (or decreased) expression activity
in HepG2 or K562 cells. DNase I hypersensitivity exhibited the
strongest association with increased expression in each cell line
(HepG2 P = 3.07 × 10−13; K562 P = 7.93 × 10−23). We also identified
various ENCODE TF ChIP-seq data sets that were highly associated
with increased CEBPB-bound site expression (Supplemental Table
3). Supporting the sequence motif analyses above, JUND (P =
3.87 × 10−11), FOSL2 (P = 4.64 × 10−10), and HNF4A (P = 1.69 ×
10−6) HepG2 binding events were identified in HepG2 cells,
whereas ELF1 (P = 2.79 × 10−15) and ETS1 (P = 3.17 × 10−5) K562
siteswere identified in K562 cells, further indicating that particular
TF binding motifs may explain activity for a subset of sites
(Supplemental Table 3). In line with a role for promoter-distal
RNAP2 as amarker of active enhancers, RNAP2 bindingwas highly
significant inHepG2 (RNAP2HepG2 binding P = 8.16 × 10−11) and
K562 (RNAP2 K562 binding P = 1.74 × 10−18) cells. A complete list
of all functional genomic annotations and associated P-values for
both cell lines is given in Supplemental Table 3. Additionally, we
found subtly stronger activity for more distal regulatory elements
(linear regression of log expression activity versus log of absolute
distance to nearest TSS; P = 0.012, R2 = 0.011). These data show
there is no detectable influence of promoters, suggesting that
our experimental design which focused on distal regulatory ele-
ments worked effectively. Overall, these data identify distinct se-
quence and functional hallmarks, in addition to the presence of
RNAP2, at active CEBPB binding sites.

We finally utilized this large annotation repository to ascer-
tain the predictive value of distinct genomic features on cell-
type–specific activity of CEBPB-bound sites. For this detailed anal-
ysis, we calculated the significance of enrichment of each annota-
tion separately for HepG2 and K562 activity and ranked the
resulting ratios for sites that preferentially predicted HepG2 activ-
ity (HepG2 P-value divided by K562 P-value) or K562 activity
(K562 P-value divided by HepG2 P-value). We identified HepG2
DNase I hypersensitivity (P-value ratio = 3.62 × 10−13) as well as
HepG2 ATF3 (P-value ratio = 4.23 × 10−11), JUND (P-value ratio =
1.2 × 10−10), RNAP2 (P-value ratio = 1.62 × 10−9), and FOSL2 (P-val-
ue ratio = 3.1 × 10−9) binding as the strongest predictors of HepG2-
specific activity, whereas K562 DNase I hypersensitivity (P-value
ratio = 3.35 × 10−21) as well as K562 RNAP2 (P-value ratio = 4.24 ×
10−17), JUND (P-value ratio = 1.85 × 10−14), TAF1 (P-value ratio =
7.07 × 10−12), and EGR1 (P-value ratio = 7.56 × 10−12) binding as
some of the best indicators of K562-specific activity (Supplemental
Table 4). A complete list of our analysis is given in Supplemental
Table 4. These results suggest that regulatory activity is encoded
by the presence of other transcription factors and functional geno-
mic features.

Discussion

Accurate transcriptional regulation is a cornerstone of complex
metazoan systems, but our understanding of the cis-regulatory log-
ic that governs the spatial and temporal regulation of genes is still
rudimentary. Here, we systematically assessed the regulatory activ-
ity of CEBPB binding sites throughCRE-seq functional assays to (1)
characterize extragenic RNAP2 occupancy at TF binding sites as a

Figure 3. Cell-type specificity analysis of RNAP2-associated sites. (A)
HepG2 CRE-seq activity for distinct classes of RNAP2-associated elements
is shown as box plots. The log2-transformed CRE-seq activity (RNA/DNA
barcode counts) is displayed on the y-axis. HepG2 CRE-seq activities are
given for binding sites that are shared between HepG2 and K562 cells
(Shared sites), as well as cell-type–specific sites that are found in only
HepG2 cells (HepG2 only) or only in K562 cells (K562 only). Associated
HepG2 CRE-seq activities of scrambled control sequences for each of the
three classes of sites are also plotted. A key is given on the right of the
graph. The percentage of elements from each of the three classes of sites
above the 95th percentile of associated scrambled control sites are dis-
played on the plot. (B) K562 CRE-seq activity for distinct classes of
RNAP2-associated elements is shown as box plots. The log2-transformed
CRE-seq activity (RNA/DNA barcode counts) is displayed on the y-axis.
K562 CRE-seq activities are given for binding sites that are shared between
HepG2 and K562 cells (Shared sites), as well as cell-type–specific sites that
are found in only HepG2 cells (HepG2 only) or only in K562 cells (K562
only). Associated K562 CRE-seq activities of scrambled control sequences
for each of the three classes of sites are also plotted. A key is given on
the right of the graph. The percentage of elements from each of the three
classes of sites above the 95th percentile of associated scrambled control
sites are displayed on the plot. (C) Spearman rank correlations between
HepG2 and K562 CRE-seq activities for RNAP2-associated shared sites
(Shared_Pol2), HepG2-specific sites (HepG2_Pol2), and K562-specific sites
(K562_Pol2) are given. Shared sites exhibit positive correlation between
CRE-seq activities in HepG2 and K562 cells, whereas cell-type–specific sites
are not as strongly correlated (K562-specific sites) or negatively correlated
(HepG2-specific sites).
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viable marker of active enhancers; (2) evaluate the role of DNA se-
quence in defining cell-type specificity; and (3) leverage publicly
available genome data to identify both DNA sequence and func-
tional features that predict cis-regulatory activity. By choosing a
particular TF’s binding sites to pursue, we were able to perform
these studies in a well-controlled manner. CEBPB represented an
ideal model because of the high quality data available and the
cell-type–specific nature of CEBPB genomic binding.

Our data illustrate that promoter-distal TF binding events that
co-occurwith RNAP2 aremore likely to exhibit enhancer-like func-
tional properties. Importantly, these results highlight the utility of

promoter-distal RNAP2 as an important marker for active TF bind-
ing events, supporting a direct functional role for RNAP2 at en-
hancer elements that have been suggested by other groups (Hah
et al. 2013). This is a promising finding because it ismore challeng-
ing to define chromatin states than to identify promoter-distal
RNAP2 bound sites, which can even be analyzed in a small amount
(∼25 mg) of frozen tissue (Savic et al. 2013). Moreover, functional
results from chromatin state predictions have previously led to
conflicting results (Kwasnieski et al. 2014), supporting the utility
of promoter-distal RNAP2 as a more straightforward marker of ac-
tive TF binding events. However, we do note that additional fea-
tures are likely to be important for regulatory activity as a subset
of CEBPB sites devoid of RNAP2 exhibit activity, albeit not at the
same level as sites co-occupied by RNAP2.

Our results provide the first large-scale functional validation
of RNAP2-associated regulatory sequences. An interesting avenue
for follow-up of these results should center on the mechanism(s)
leading to gene regulatory activity. Specifically, enhancers may
be recruiting RNAP2 and/or depositing this machinery at distal
promoter sites. Althoughnotmutually exclusive, another possibil-
ity is that distal sites loop to promoters to activate the transcrip-
tional machinery that is already present at the promoter site.
However, current ChIP-based approaches cannot distinguish
between these two possibilities. For instance, RNAP2 ChIP-seq sig-
nal at cis-regulatory sequences may indirectly reflect increased
promoter–enhancer interactions via chromatin crosslinking, in-
dicative of highly active regulatory sequences. Our data further
supports RNAP2 co-occupancy as being associated with eRNA pro-
duction, a feature that has been observed at candidate enhancer el-
ements and is also correlated with stronger three-dimensional
enhancer–promoter looping interactions (Hah et al. 2013; Lam
et al. 2013; Li et al. 2013). This association with eRNA expression
further suggests that RNAP2 does bind to the enhancer at some
point, since transcription occurs with the enhancer as the tem-
plate. When coupled, the statistically significant enrichment of
RNAP2 (P = 3.211 × 10−10 in HepG2; P = 4.059 × 10−8 in K562)
and concomitant enrichment for local eRNA transcripts at active
CEBPB sites (P = 5.65 × 10−5) supports RNAP2 recruitment and sub-
sequent eRNA production as accuratemarkers and important steps
in enhancer activation as has been previously proposed (Hah et al.
2013; Lam et al. 2013; Li et al. 2013). Additional functionalmanip-
ulations and approaches that use a combination of genome editing
technologies (Cong et al. 2013; Jinek et al. 2013; Mali et al. 2013)
and genomic assayswill be necessary for defining the distinct func-
tional roles of RNAP2 and eRNAs at cis-regulatory sequences with
gene regulatory activity.

We further assessed the ability of local DNA sequence infor-
mation alone to recapitulate proper cell-type–specific gene regula-
tion. Chromatin state plays a critical role in demarcating specific
regulatory features across mammalian genomes, including active
and repressed promoters, enhancers, and gene bodies (Ernst and
Kellis 2010; Ernst et al. 2011). However, it has not been definitively
established whether chromatin state is a cause or a consequence of
genomic activity. For instance, does chromatin state at repressed
loci restrict TF interactions or does the lack of TF binding lead to
a repressed state? Taken from another perspective, does the local
DNA sequence information that directs TF-DNA interactions or
more global sequence context that defines the chromatin land-
scape dictate proper regulatory activities? Recent work highlights
the role of DNA sequences in directing TF binding that guide sub-
sequent chromatin modifications (Kasowski et al. 2013; Kilpinen
et al. 2013; McVicker et al. 2013). Our data is in line with these

Figure 4. Motif and functional genomic analyses of CEBPB binding sites.
(A) Motif analysis depicts enrichment for the HNF4Amotif at active (in red)
and inactive (in purple) CEBPB-bound sites in HepG2 cells. Motif fold en-
richments and P-values are given in the top right. The location and orien-
tation from the center of each element is shown on the x-axis. (B) Motif
analysis depicts enrichment for the FOSL2motif at active (in red) and inac-
tive (in purple) CEBPB-bound sites in HepG2 cells. (C) Motif analysis de-
picts enrichment for the ETS1 motif at active (in red) and inactive (in
purple) CEBPB-bound sites in K562 cells.
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observations and further shows that local DNA sequence informa-
tion, removed from its native chromatin context, often accurately
predicts cell-type specificity of enhancer activity. However, we do
note differences in the degree of cell-type specificity between cell
types, with HepG2 exhibiting stronger specificity, which could re-
flect either the underlying biology of these cell lines or differences
stemming from technical artifacts. Included among the latter pos-
sibilities is the use of stringent criteria for identifying true CEBPB
binding sites, potentially resulting in CEBPB binding events har-
boring weak signal in one cell line being inappropriately defined
as cell-type–specific, which may explain some of these inconsis-
tencies. Supporting this idea, comparisons of cell-type specificity
using shared binding sites led to the strongest effects.

There are several reasons we believe that our results may un-
derestimate regulatory activity. For instance, we cannot exclude
potential artifacts in our data due to the use of a non-native pro-
moter, including the possibility that this may explain the inactiv-
ity of a subset of CEBPB binding sites (Guilluy et al. 2011).
However, previous analyses observed concordant results using dis-
tinctminimal promoters (Kwasnieski et al. 2014). It is also possible
that the use of a 120-bp segment for enhancer activity limits activ-
ity for a subset of our tested sequences. Collectively, these limita-
tions highlight several experimental parameters that may lead to
false negative results in our data set, and therefore the percentage
of active CEBPB sites in our assay should be viewed as a conserva-
tive estimate. Indeed, by analyzing thousands of sites in a con-
trolled platform, we assessed trends that transcend our technical
limitations and do not expect a perfect separation of active and in-
active sites. Despite this experimental design, we identified a sub-
stantial enrichment (approximately twofold on average) in
regulatory activity at RNAP2-associated sites compared to sites
devoid of RNAP2. The percentage of active sites is likely an under-
estimate due to limitations discussed above; however, we are con-
fident in the enrichment of active sites that overlap promoter-
distal RNAP2. Overall, our results support the observation that a
comparatively modest number of genes are altered in response to
the activation and binding of TFs to thousands of genomic loci
(Reddy et al. 2009; Gertz et al. 2012).

Using more than 1000 diverse genomic data sets, including
both DNA sequence information and publicly available genomic
assay results, we further identified genomic features that predict
regulatory activity as well as cell-type–specific enhancer behavior.
Notably, AP1 and ETS motifs were enriched at active CEBPB bind-
ing sites in HepG2 and K562 cells, respectively, and these results
were validated by enrichments of AP1 (JUND and FOSL2) and
ETS (ELF1 and ETS1) family TFs binding events in the same cell
line. Intriguingly, the conclusions of an independent investiga-
tion also supported a role for AP1 motifs in regulatory activity
(Kwasnieski et al. 2014). These secondary co-occurrences suggest
that combinations of TFs may be key for distinguishing active
from inactive TF-bound loci. Furthermore, the binding motif and
associated TF events at active CEBPB binding sites is in line with
the biological properties of K562 andHepG2 cells. As a hematopoi-
etic-derived cell line, the identification of the ETS familymotif and
ETS family TF binding events (such as ELF1 and ETS1) at active
CEBPB binding sites is supported by the underlying biology of
K562 cells (Yang et al. 2011; Yu et al. 2011; Liu et al. 2015). In
HepG2 cells, a hepatic cancer-derived cell line, the identification
of AP1 TF family binding events (such as JUND and FOSL2) at ac-
tive CEBPB sites is supported by their recognized functions in he-
patocytes (Stepniak et al. 2006; Marden et al. 2008), whereas
HNF4A binding events and motifs at active HepG2 CEBPB sites

have a prominent function in liver tissue (DeLaForest et al.
2011). We also determined DNase I hypersensitivity as the most
pronounced genomic feature that predicted cell-type–specific en-
hancer activity in addition to several distinct TFs that are implicat-
ed in cell-type–specific enhancer activity (see Supplemental Table
3). Additional analyses of these secondary genomic features may
provide a better understanding of cis-regulatory logic and complex
spatial and temporal gene regulation.

Our results demonstrate the utility of massively parallel re-
porter assays for the thorough characterization of cis-regulatory
logic. These high-throughput platforms also provide a rational
and straightforward methodology to functionally validate diverse
genomic data sets such as ChIP-seq (Johnson et al. 2007). Collec-
tively, our data strongly support promoter-distal RNAP2 as a pow-
erful hallmark of active cis-regulatory sequences while further
pointing to a key role for DNA-encoded sequence information in
dictating cell-type specificity of gene regulation.

Methods

Selection of CEBPB binding sequences

Publicly available CEBPB and RNAP2 (8WG16) ChIP-seq data
in HepG2 and K562 cells from the ENCODE Project Consor-
tium was downloaded from the University of California Santa
Cruz (UCSC) Genome Browser (http://genome.ucsc.edu/cgi-bin/
hgGateway). Binding sites concordant between two biological rep-
licates in each cell line were utilized. Comparisons of binding site
coordinates between cell lines identified cell-type–specific binding
events and CEBPB binding sites shared across both cell lines. We
further identified promoter-distal RNAP2 occupancy at CEBPB
sites using a 5-kb distance cutoff from transcription start sites iden-
tified by GENCODE (version 14). CEBPB binding sites were ran-
domly selected and encompassed all combinations of CEBPB
binding categories (cell-type–specific sites, shared sites, RNAP-as-
sociated sites, RNAP2-non-associated sites). In K562, all sites con-
tained a CEBPB motif as identified by Patser (Hertz et al. 1990),
while in HepG2, we chose a subset of sites that did not contain a
significant CEBPB binding motif. For all binding sites, we utilized
120-bp of sequence for our assays centered on the CEBPBChIP-seq
binding site summits as determined by MACS (Zhang et al. 2008).
Control DNA sequences were generated by scrambling CEBPB
binding sites while preserving dinucleotide sequences.

CRE-seq plasmid construction

A pool of more than 12,000 array-synthesized 186-mer oligos were
ordered from Agilent Technologies. Each unique oligo sequence
contained the following structure: 5′ priming sequence (GTAGCG
TCTGTCCGT)/EcoR1 restriction enzyme (RE) site (GAATTC)/
120-bp CEBPB binding site or scrambled sequence/Spe1 and
Sph1 RE site separated by a cytosine (ACTAGTCGCATGC)/9-bp
barcode/Not1 RE site (GCGGCCGC)/3′ priming sequence (CAACT
ACTACTACAG). Plasmid libraries were generated through a two-
step cloning process (Kwasnieski et al. 2012, 2014; White et al.
2013). Briefly, array-generated oligos were amplified (four cycles),
gel purified and digested with restriction enzymes (Not1 and
EcoR1), PAGE purified, and cloned into a pRho-dsRED vector
(Kwasnieski et al. 2012). Subsequently, the minimal promoter
and luciferase coding sequence from pGL4.23 (Promega) was
amplified with tailed primers containing Sph1 and Xba1 (compat-
ible with Spe1) RE sites (Forward Sph1 tailed = TTTAGCATGCAGA
GGGTATATAATGGAAGCTCGACTT; Reverse Xba1 tailed = TTTAT
CTAGATTACACGGCGATCTTGCCGC) for cloning between test
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sequences and the 9-bp barcodes. This cloning strategy engineered
plasmids containing a DNA element upstream of a minimal pro-
moterdriving theexpressionof a luciferasegenecontainingunique
3′ UTRbarcodes. To ensureDNA sequence and barcode complexity
in the final plasmid pool, cloning was performed on a large scale;
approximately 70,000 bacterial colonies were pooled at each step,
and we recovered all barcodes in our final plasmid pool. Sanger se-
quencing was performed to confirm barcode complexity prior to
transfection and library preparation.

Cell culture and transfection

HepG2 and K562 cells were grown under standard growth condi-
tions. HepG2 cells were grown in Dulbecco’s Modified Eagle’s
Media (DMEM; Life Technologies) containing 10% fetal bovine se-
rum (FBS; Sigma Aldrich) and 1% penicillin-streptomycin (Pen
Strep; Life Technologies), while K562 cells were grown in RPMI
Media 1640 (Life Technologies) containing 10% FBS (Sigma
Aldrich) and 1% Pen Strep (Life Technologies). Cells were seeded
in media devoid of antibiotics 24 h prior to transfection. Cells
were transfected at ∼75% confluence using FuGENE reagent
(Promega) for HepG2 cells or Lipofectamine LTX (Life Technolo-
gies) for K562 cells. Following a 24-h incubation, cells were lysed
with RLT buffer (Qiagen) and stored at −80°C until further use.

CRE-seq sequencing library preparation

Next-generation sequencing library preparation was performed as
previously described (Kwasnieski et al. 2012, 2014; White et al.
2013). Nucleic acids were purified from cell lysates using Norgen
Total RNA Purification Kit (Norgen Biotek Corporation) and
DNeasy Blood and Tissue Kit (Qiagen) for RNA and DNA, respec-
tively. RNA was treated with DNase I (Turbo DNase; Life
Technologies) and reverse transcription was performed using
SuperScript II reverse transcriptase (Life Technologies). The
3′ UTR of the luciferase gene containing barcode sequences was
amplified (Phusionhigh fidelitymastermix;NewEnglandBiolabs)
from cellular RNA (cDNA) or DNA (Forward Primer =GCGGCAAG
ATCGCCGTGTAAGCATGC; Reverse Primer = CAGTCGAATTCTA
GCCAGAAGTCAGATGCTCAAG) and then ligated to next-genera-
tion sequencing adaptors: Barcode 1 Paired End (PE) 1 = (Forward)
ACTCTTTCCCTACACGACGCTCTTCCGATCTGCTCGATCATG,
(Reverse)/5Phos/ATCGAGCAGATCGGAAGAGCGTCGTGTAGG
GAAAGAGT; Barcode 2 (PE1) = (Forward) ACTCTTTCCCTACACG
ACGCTCTTCCGATCTTAGACTATCATG, (Reverse)/5Phos/ATAGT
CTAAGATCGGAAGAGCGTCGTGTAGGGAAAGAGT; Barcode 3
(PE1) = (Forward) ACTCTTTCCCTACACGACGCTCTTCCGATCTC
GCTACCCTCATG (Reverse)/5Phos/AGGGTAGCGAGATCGGAA
GAGCGTCGTGTAGGGAAAGAGT; Barcode 4 (PE1) = (Forward)
ACTCTTTCCCTACACGACGCTCTTCCGATCTATAGTGGACACA
TG, (Reverse)/5Phos/TGTCCACTATAGATCGGAAGAGCGTCGTG
TAGGGAAAGAGT; Barcode 5 (PE1) = (Forward) ACTCTTTCCCT
ACACGACGCTCTTCCGATCTGTCAGTAGGTACATG, (Reverse)/
5Phos/TACCTACTGACAGATCGGAAGAGCGTCGTGTAGGGAA
AGAGT; PE 2 barcode = (Forward)/5Phos/A∗ATTAACCTCAAGAT
CGGAAGAGCGGTTCAGCAGGAATGC, (Reverse) GCATTCCTG
CTGAACCGCTCTTCCGATCTTGAGGTT. Barcodes sequences
were amplified for eight cycles (Forward Primer = AATGATACGG
CGACCACCGAGATCTACACTCTTTCCCTACACGACGCTCTT;
Reverse Primer = CAAGCAGAAGACGGCATACGAGATCGGTCTC
GGCATTCCTGCTGAACCGCTC) prior to next-generation se-
quencing. Each replicate experiment consisting of five libraries
(HepG2 DNA, HepG2 RNA, K562 DNA, K562 RNA, and Plasmid
DNA), and each replicate experiment was sequenced as a pool on
one lane on an Illumina HiSeq 2000 sequencer.

Luciferase reporter assays

Individual plasmids (18 total) were purified from bacterial colo-
nies. Empty pGL4.23 plasmids were used as a control. Cells were
seeded in 96-well format, and each plasmid was transfected (see
above) in triplicates (HepG2) or quadruplicates (K562). After a
24-h incubation, activity was determined using the Steady-Glo
Luciferase Assay System (Promega) and analyzed on a luminome-
ter. The average luminescence of each construct from replicate
transfections was used to determine regulatory activity. The lumi-
nescence from each tested CRE-seq construct was further normal-
ized to pGL4.23 empty vector activity.

Data analysis

We evaluated regulatory activity as previously described
(Kwasnieski et al. 2012, 2014; White et al. 2013). RNA and DNA
read counts for each barcode were tabulated. Only data from bar-
codes with more than 200 reads for DNA and DNA elements that
had at least two independent barcodes measurements that passed
the 200-count threshold were evaluated. Regulatory activity
for each barcode sequence was calculated by normalizing the
RNA read counts with DNA read counts. The activity of each
tested sequence was determined by taking the median activity
(RNA/DNA) of all barcodes for each element, and the average activ-
ity of each element across independent replicate transfection ex-
periments was used to determine the final activity of all tested
elements. Comparisons of regulatory activity with scrambled con-
trol sequences were performed as previously described (White et al.
2013; Kwasnieski et al. 2014). Annotations studies were performed
on all tested elements in each cell line. For annotation analyses,
Wilcoxon rank-sum tests were performed on the CRE-seq activities
of sites overlapping an annotation with nonoverlapping elements
for each annotation and independently for each cell line. Cell-
type–specific activity annotation ranking assessments were calcu-
lated through P-value ratios by dividing the HepG2 and K562
P-values for each annotation. RNAP2 and GRO-seq signal was de-
termined for the 1000 bp surrounding the summit of each individ-
ual CEBPB binding site, and the signal for inactive versus active
sites was compared using Wilcoxon rank-sum test.

Genomic data resources

We utilized publicly available genomic data from the ENCODE
Project Consortium (2007, 2012) on the University of California
Santa Cruz (UCSC) Genome Browser (http://genome.ucsc.edu/
cgi-bin/hgGateway) for identifying secondary genomic features
correlated with enhancer activity. The DREME program was used
for interrogation of sequence motif information (Bailey 2011).
GRO-seq data was obtained from Core et al. (2014).

Data access

All CRE-seq data from this study have been submitted to the NCBI
Gene Expression Omnibus (GEO; http://www.ncbi.nlm.nih.gov/
geo/) under accession number GSE73183. All DNA and RNA se-
quence barcode counts for tested elements and scrambled se-
quences can be found in Supplemental Data.
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