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Vertebrate genomes are partitioned into chromatin domains or topologically associating domains (TADs), which are typ-

ically bound by head-to-head pairs of CTCF binding sites. Transcription at domain boundaries correlates with better insu-

lation; however, it is not known whether the boundary transcripts themselves contribute to boundary function. Here we

characterize boundary-associated RNAs genome-wide, focusing on the disease-relevant INK4a/ARF and MYC TAD. Using

CTCF site deletions and boundary-associated RNA knockdowns, we observe that boundary-associated RNAs facilitate re-

cruitment and clustering of CTCF at TAD borders. The resulting CTCF enrichment enhances TAD insulation, enhancer–

promoter interactions, and TAD gene expression. Importantly, knockdown of boundary-associated RNAs results in loss

of boundary insulation function. Using enhancer deletions and CRISPRi of promoters, we show that active TAD enhancers,

but not promoters, induce boundary-associated RNA transcription, thus defining a novel class of regulatory enhancer

RNAs.

[Supplemental material is available for this article.]

The genomes ofmulticellular eukaryotes are organized into self-in-
teracting units known as topologically associating domains (TADs)
(Dixon et al. 2012). TADs are identified in Hi-C interaction matri-
ces as contact domains, and contact domains that show corner
dots (at the apex of a loop) are known as loop domains (Beagan
and Phillips-Cremin 2020). Loop and contact domains are both
proposed to be formed by loop extrusion (Dixon et al. 2012;
Dekker and Mirny 2016; Fudenberg et al. 2016; Rao et al. 2017;
Nuebler et al. 2018; Szabo et al. 2020) and are dependent on
CTCF and cohesin (Nora et al. 2017; Rao et al. 2017; Schwarzer
et al. 2017; Wutz et al. 2017; Szabo et al. 2020). The length of an
extruded loop is determined by the presence and orientation of
CTCF-bound regions that interact within the loop (Rao et al.
2014). By preventing enhancers and promoters within the loop
from interacting outside of the loops, boundary CTCF pairs insu-
late genes within a TAD (Krivega and Dean 2017; Nora et al.
2017; Rowley et al. 2017; Szabo et al. 2020). However, the presence
of CTCF consensus motifs or their orientation at contact domains
does not accurately predict TAD boundaries, suggesting that addi-
tional factors must influence CTCF binding and, therefore, TAD
formation and insulation.

Mutation of CTCF sites at TAD boundaries affects gene ex-
pression, ranging from no effect to severe effect in the same and
neighboring TADs (Narendra et al. 2015; Flavahan et al. 2016;

Hanssen et al. 2017; Despang et al. 2019; Sima et al. 2019;
Williamson et al. 2019; Yang et al. 2019; Kloetgen et al. 2020).
Mutation of all CTCF sites within a boundary region or depletion
of CTCF may be required to display effects on transcription
(Williamson et al. 2019; Yang et al. 2019; Khoury et al. 2020), sug-
gesting redundancy among multiple CTCF sites at a TAD boun-
dary. However, it is unclear how multiple CTCF sites within the
boundary coordinate to achieve better insulation. Active transcrip-
tion at TAD boundaries correlates with better insulation and CTCF
occupancy (Bonev et al. 2017; Hsieh et al. 2020; Khoury et al.
2020) and has been speculated to increase TAD strength
(Giorgetti et al. 2016; Zhang et al. 2019; Zhang et al. 2020a), con-
sistent with observations that inhibition of transcription or
Ribonuclease A (RNase A) treatment disrupts 3D chromatin archi-
tecture (Barutcu et al. 2019; Thakur et al. 2019; Swygert et al. 2021).
Furthermore, CTCF dimerization, important for loop extrusion, is
RNA dependent, and RNA binding of CTCF is required for TAD
chromatin organization (Hansen et al. 2019; Saldaña-Meyer et al.
2019), but howCTCF:RNA interactionsmaintain TADs is not clear.

In some instances, TAD boundaries are found near sites of en-
hancers (NandyMazumdar et al. 2020). Also, TADs containing en-
hancer clusters show strong boundaries (Gong et al. 2018; Zhang
et al. 2020a). However, it is not known whether these enhancers
play a role in boundary insulation. Moreover, boundaries them-
selves display enhancer-like features (Sun et al. 2019; Swygert
et al. 2021), although the levels of H3K27ac, RNA Polymerase II
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(Pol II), and H3K4me3 on TAD boundaries are far less than on ac-
tive enhancers in general (Matthews and Waxman 2018). These
observations suggest a relationship between certain TAD boundar-
ies and enhancers, but the mechanistic basis for their putative in-
teractions remains unknown.

Results

Transcribed TAD boundaries insulate better than

nontranscribed boundaries

To determine the frequency of transcribed TAD boundaries, we
measured run-on transcription with GRO-seq (Andersson et al.
2014) on TAD boundaries identified by HOMER’s findTADsAnd-
Loops.pl. This program identifies both contact and loop domain
TADs based on intra-domain interaction frequency. Both TADs
and loops are thought to be formed by loop extrusion and to be de-
pendent on CTCF and cohesin (Nora et al. 2017; Rao et al. 2017;
Schwarzer et al. 2017; Wutz et al. 2017). HOMER identified
15,397 TAD boundaries at 5-kb resolution using Hi-C data from
HeLa cells (Rao et al. 2014). GRO-seq detected at least 10 normal-
ized counts within about half of the TAD boundaries identified
by HOMER (8134, 52.8%) (Fig. 1A). Almost 80% of transcribed
boundaries are genic, and remaining 20% had no coding or non-
coding gene but still showed transcription (Fig. 1A). Thus, domain
boundaries are either nontranscribed, genic transcribed, or non-
genic transcribed (Fig. 1B,C).

TAD boundaries are enriched for CTCF binding. We deter-
mined if strong CTCF binding at TAD boundaries is associated
with increased transcription. Using high-resolution CTCF
CUT&RUN data (Skene and Henikoff 2017), we observed that
both genic and nongenic transcribed TAD boundaries had signifi-
cantly higher CTCF enrichment than nontranscribed boundaries
(Fig. 1D). This relationship between transcription and CTCF en-
richment at TAD boundaries was also observed for different RNA
levels (Fig. 1E).Withinnongenic transcribed boundaries, CTCF en-
richment was also correlated with GRO-seq signal (Supplemental
Fig. S1A,B). Similar results were seen using CTCF ChIP-seq
(Supplemental Fig. S1C–E; Zhang et al. 2020b). We also tested
this by plotting the ChIP-seq data in high, low, none and random
boundaries as violin plots. We observed a clear shift in distribu-
tions displayed in the violin plot (Supplemental Fig. S1F). We con-
clude that transcribed TADboundaries aremore enriched for CTCF
binding than nontranscribed boundaries.

We next asked if transcribed TAD boundaries that show high
CTCF binding are stronger insulators. We noted a positive correla-
tion between the levels of RNA at the transcribed boundaries and
the TAD insulation (Fig. 1F). Even TADs with the least transcribed
boundaries were better insulated compared with nontranscribed
boundaries (Fig. 1F). We observed a similar positive correlation be-
tween boundary RNA levels and TAD insulation using two differ-
ent bin sizes (5 kb and 20 kb) in our analyses, thereby ruling out
resolution-related biases (Supplemental Fig. S2). A total of 69.2%
(10,658 out of 15,397) of TADs boundaries were found to be tran-
scribed (Supplemental Fig. S2A). The CTCF enrichment was stron-
ger on transcribed genic and nongenic boundaries at both the 5-kb
and20-kb bin sizes (Supplemental Fig. S2B–E). Insulation scores on
transcribed genic and nongenic boundaries were correlated with
levels of RNA at the boundaries (Supplemental Fig. S2F–H).

We also examined the relationship between transcription of
TAD boundaries and CTCF binding using HiCCUPS, which identi-
fies loop anchors. In total, 3525 loop anchors were identified with

5-kb bin size, of which 43% (1519) were genic and 19% (675) were
nongenic (Supplemental Fig. S3A). As was the case for TAD bound-
aries identified by HOMER, we found a positive correlation be-
tween transcription of loop anchors and CTCF enrichment using
both the CUT&RUN (Supplemental Fig. S3B,C) and ChIP-seq
data sets (Supplemental Fig. S3D,E). For subsequent analyses, we
focused on TADs called by HOMER with 5-kb boundary regions.

We also observed positive associations between CTCF enrich-
ment, insulation score, and transcription at TAD boundaries in
IMR-90 fibroblasts (Supplemental Fig. S4A–D; Rao et al. 2014)
and lymphoblastoid cells K562 (Supplemental Fig. S4E–H; Zirkel
et al. 2018). Together, our results suggest that CTCF enrichment
and enhanced insulation are general features of transcribed TAD
boundaries.

RNA increases CTCF occupancy at TAD boundaries

Wewonderedwhether elevated levels of transcription andCTCF at
TAD boundaries are causally related. To test this possibility, we
treated HeLa cells with RNase A and performed western blot anal-
ysis on the nuclear and chromatin fractions.We observed a signifi-
cant loss of CTCF in the chromatin fraction (Fig. 2A; Supplemental
Fig. S5A), consistent with the reported dependence of CTCF on
RNA for chromatin binding (Hansen et al. 2019; Saldaña-Meyer
et al. 2019; Thakur et al. 2019). TAD boundaries in general show
high binding of CTCF. Moreover, transcribing boundaries showed
even higher CTCF enrichment compared with nontranscribing so
we asked if the RNA at the transcribing boundaries has a functional
role in CTCF enrichment.

Toward this, we chose the ∼500-kb INK4a/ARF TAD that has
nongenic transcribing boundary. The TAD spans the CDKN2A,
CDKN2B, and MTAP cell cycle regulatory genes and a enhancer
cluster (Fig. 2B, highlighted region; Harismendy et al. 2011;
Farooq et al. 2021). The enhancer cluster within this TAD contains
several active enhancers that are enriched for H3K27ac modifica-
tion and enhancer RNAs (eRNAs) (Fig. 2B, mNET-seq panel;
Farooq et al. 2021). We confirmed 5′ TAD boundary locations on
the transcribed gene MTAP and 3′ boundary on the nongenic re-
gion containing three CTCF ChIP-seq peaks (B1, B2, and B3).
The position of the boundary region is persistent in Hi-C data
from other cell types. CTCF peaks B1 and B2 but not B3 show
strong nascent transcription based on publicly available mNET-
seq, GRO-seq, and PRO-seq data (Supplemental Fig. S6; Bouvy-
Liivrand et al. 2017; Nilson et al. 2017; Schlackow et al. 2017)
and so are classified as eRNAs. The GRO-seq signal at the boundary
is moderate and is similar to that of most transcribing boundaries,
whereas the CTCF signal at this boundary is toward the higher end
of the distribution as shown by the GRO-seq and CTCF population
density plots (Supplemental Fig. S5E,F). To test the role of RNA at
B1 and B2 CTCF sites in CTCF binding, we depleted sense and an-
tisense eRNAs at the B1 and B2 CTCF sites using shRNAs (Fig. 2C,
D) and confirmed the drop of these eRNAs from chromatin frac-
tion by qRT-PCR (Supplemental Fig. S5B). Knockdowns using
shRNAs to B1 and B2 but not B3 and nearby TAD boundaries (T1
and T2) resulted in the loss of CTCF binding at these sites (Fig.
2E,F; Supplemental Fig. S5C). Notably, the loss of RNAs at B1 re-
duced CTCF occupancy not only at B1 but also at B2 and vice versa
(Fig. 2E,F). This suggests that CTCF on transcribed boundaries is
maintained in part by eRNAs, and different transcribed CTCF sites
within a boundary are potentially interdependent. Notably,
shRNA-mediated knockdown or overexpression of CTCF had mi-
nor effects on eRNA expression (Fig. 2G; Supplemental Fig. S5D),
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which suggests that CTCF enrichment at TAD boundaries depends
on RNA but not vice versa.

Boundary RNAs enhance TAD transcription

The enhanced insulation we observed at sites of boundary eRNAs
(Supplemental Fig. S2F,H) suggested that genes within the TADs of
transcribed boundaries might be expressed at higher levels than
those in TADs of nontranscribed boundaries. Accordingly, we
compared the transcriptional levels of TADs with high, low, and

randomly selected transcribed or nontranscribed boundaries. We
found that the transcriptional output of entire TADs (Fig. 3A) or
of individual genes within TADs (Supplemental Fig. S7A) is corre-
lated with the levels of RNAs at boundaries, and we obtained sim-
ilar results for nongenic boundaries (Supplemental Fig. S7B). To
determine whether this positive association resulted from direct
interactions between promoters and boundaries, we analyzed
available promoter capture-seq data in HeLa cells (Thiecke et al.
2020). Boundaries were captured by promoters far more than by
random regions (Fig. 3B), and genes that interacted with

A

E

F

D

B

C

Figure 1. Transcribed TAD boundaries insulate better than nontranscribed boundaries. (A) Pie chart displaying the percentage of boundaries that show
genic transcription, nongenic de novo transcription, and no transcription. (B) Schematic depicting genic and nongenic transcribed boundaries. (C)
Browser shot displaying a TAD structure from Hi-C data. The zoomed-in box shows a de novo nongenic transcribed boundary region that is overlaid
with CTCF and mNET-seq signal. (D) Boxplots showing CTCF enrichment on genic, nongenic, and nontranscribed boundaries. (E) Boxplots showing
CTCF enrichment on all boundaries showing varying levels of RNAs versus nontranscribed and random boundaries. (F) Pile up (aggregated normalized
Hi-C interactions) plot centered at high transcribed, low transcribed, nontranscribed, and random boundaries at a 5-kb resolution. The 100-kb distances
are taken from the boundary region. The P-values in boxplots were calculated using the Wilcoxon rank-sum test. The boxplots depict the minimum
(Q1 – 1.5 × IQR), first quartile, median, third quartile, and maximum (Q3+1.5 × IQR) without outliers.
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Figure 2. RNA increases CTCF occupancy at TAD boundaries. (A) Immunoblotting with CTCF and histone H3 on soluble nucleoplasm and chromatin-
bound fractions of the nucleus treated with or without RNase A (left). The right panel shows the quantified loss of CTCF from chromatin fractions from two
replicates. (B) TAD structure at INK4a/ARF locus on 9p21 region (Rao et al. 2014). The loop domain (blue bar) is overlaid by the position of CTCF peaks,
CTCFmotif orientation, H3K4me3, H3K27ac (enhancers), mNET-seq tracks, and gene annotations. The highlighted region shows the B1, B2, and B3 CTCF
sites on the 3′ boundary and super-enhancer with the position of enhancer E8marked by an arrow. (C ) qRT-PCRs showing the levels of sense and antisense
noncoding RNA at B1 CTCF site upon B1 RNA knockdown. (D) qRT-PCRs showing the levels of sense and antisense RNA at the B2 CTCF site upon B2 RNA
knockdown. (E) CTCF ChIP enrichment before and after shRNA-mediated knockdown of sense and antisense RNA at B1 CTCF sites. The bars show CTCF
fold enrichment on threeCTCF sites (B1, B2, and B3) at the 3′ boundary, on−T1 (5′ boundary) of the INK4a/ARF TAD, on -T2 on the adjacent TADboundary
upstream, +T1 (on the adjacent TAD boundary downstream), and +T2, the boundary of the following TAD downstream. (F ) CTCF ChIP enrichment before
and after shRNA-mediated knockdown of sense and antisense RNA at B2 CTCF sites. The bars show CTCF on three CTCF sites (B1, B2, and B3) at the 3′
boundary, on −T1 (5′ boundary) of the INK4a/ARF TAD, on −T2 of the adjacent TAD boundary upstream, on +T1 of the adjacent TAD boundary down-
stream, and on +T2 of the boundary of the following TAD downstream. (G) qRT-PCRs of sense and antisense RNAs from B1 and B2 CTCF sites upon CTCF
knockdown. The drops in CTCF levels are shown in the last two bars. Error bars denote SEM from three biological replicates. P-values were calculated by the
Student’s two-tailed unpaired t-test in C–F. (∗∗) P<0.01, (∗) P<0.05, (ns) P>0.05.
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Figure 3. Boundary RNAs enhance TAD transcription. (A) Boxplots showing GRO-seq tags from the entire TAD with high, low, nontranscribed, and ran-
dom boundaries. (B) Graph showing the number of interactions between genes and boundaries, and 100 randomizations of interactions between bound-
aries and random regions. (C) Boxplots showing the GRO-seq tag counts from genes when they interact with boundaries or any region versus random
interactions. (D) 4C plot at the CDKN2A promoter viewpoint, where the interaction with the boundary is highlighted in blue. Below the plot, significant
interactions, H3K27ac, CTCF, and gene annotations for HeLa cells are marked. (E) qRT-PCR plot shows the change in gene expression upon shRNA-me-
diated knockdowns of boundary RNAs arising from B1 and B2 CTCF sites at the INK4a/ARF TAD boundary. (F) Immunoblot showing the drop in CTCF
protein levels upon its siRNA-mediated knockdown. (G) qRT-PCRs showing down-regulation of INK4a/ARF, DDX5, and CTCF upon CTCF knockdown.
(H) qRT-PCR showing the changes in expression of different genes in the INK4a/ARF TAD and DDX5 upon Cas9-mediated independent deletion of B1
and B2 CTCF sites. (I) Pol II ChIP signal at INK4a, ARF, and INK4b promoters in WTs and in cells with B1 and B2 CTCF sites deletions. Error bars denote
SEM from three biological replicates. P-values were calculated by the Student’s two-tailed unpaired t-test in E and G–I. (∗∗∗∗) P<0.0001, (∗∗∗) P<0.001,
(∗∗) P<0.01, (∗) P<0.05, (ns) P>0.05. P-values in boxplots were calculated by the Wilcoxon two-sided rank-sum test. The boxplots depict the minimum
(Q1 –1.5 × IQR), first quartile, median, third quartile, and maximum (Q3+1.5 × IQR) without outliers.
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boundaries were relatively more active than genes that interacted
with other genomic regions (Fig. 3C). Together, these data suggest
that transcribed boundaries tend to interact with promoters and
are associated with higher rates of TAD transcription. We con-
firmed the interaction of the CDKN2A promoter with the nearby
transcribed boundary within the INK4a/ARF TAD using 4C-seq as-
says (Fig. 3D).

The CDKN2A and CDKN2B loci encode cell-cycle regulators
INK4A, ARF, and INK4B, respectively. Next, we asked if boundary
RNAs play a direct role in transcriptional activity of genes within
this TAD. Using shRNAs to sense and antisense B1 and B2 CTCF
sites, we observed down-regulation of INK4, ARF, INK4b, and
MTAP, whereas the transcription of DDX5, a non-INK4a/ARF
TAD gene, remained unchanged (Fig. 3E). We use INK4a/ARF
and INK4b to describe mRNAs studied. These data suggest that
boundary eRNAs positively regulate the transcription of the genes
within the INK4a/ARF TAD by direct physical interaction between
promoters and boundaries.

Because the loss of specific boundary RNAs also caused loss of
CTCF binding at the TAD boundary, we asked if the role of boun-
dary RNA in TAD transcription is CTCF dependent. Depletion of
global CTCF using a pool of CTCF-specific siRNAs resulted in
down-regulation of genes within INK4a/ARF TAD (Fig. 3F,G). To
test the effects of the loss of CTCF binding only at the INK4a/ARF
TAD boundary, we deleted the B1 and B2 CTCF sites individually
in HeLa cells (Supplemental Fig. S8A,B) and observed down-regula-
tion of CDKN2A and CDKN2B genes within the TAD (Fig. 3H) and
the loss of Pol II at promoters (Fig. 3I). We also observed that boun-
dary eRNA knockdown and boundary deletion reduced the levels of
the INK4A protein encoded by CDKN2A gene (Supplemental Fig.
S8C). These data suggest that boundary RNAs enrich the CTCF at
the domain boundary.

Noncoding RNAs and CTCF interact at the INK4a/ARF
TAD boundary

We next asked whether RNA and CTCF interact at functional
boundaries. We first performed RNA pulldowns of sense and anti-
sense RNAs transcribed fromB1 and B2CTCF sites in the INKa/ARF
TAD followed by immunoblotting with a CTCF antibody (Fig. 4A).
We observed CTCF interactions with B1 and B2 sense and anti-
sense RNA and also with an eRNA from the CTCF-bound E8 en-
hancer within the enhancer cluster, but not with the BoxB
negative control. CTCF binding to B1 and B2 sense and antisense
RNAs was confirmed by UV-RIP, an RNA immunoprecipitation
method (Fig. 4B). Notably, the CTCF motifs present at transcribed
boundaries are much sparser than at nontranscribed or randomly
selected boundaries (Fig. 4C,D). The top de novo motif identified
in each of the categories is that of canonical CTCF and is similar
across the categories with subtle differences (highlighted); for ex-
ample, the weight of “T” (ninth base in the motif logo) was higher
in boundaries with low to no transcription as opposed to high
transcribing boundaries that show “G” as predominant base
(Supplemental Fig. S9A). Further, upon looking at the canonical
motif (Jasper), the frequency of CTCF motif was far lower over
the background in transcribing boundaries (Supplemental Fig.
S9A). However, we found that transcribed boundaries are more
densely packed with CTCF peaks than are nontranscribed or ran-
domly selected boundaries (Fig. 4E,F). These data suggest that tran-
scription or the presence of eRNA can reinforce CTCF binding to
multiple weak CTCF motifs.

Next, we compared the stability, polyadenylation, and splic-
ing features of genic RNAs and eRNAs at TAD boundaries with
those that are not within boundaries. In general, eRNAs show
fast turnover as seen by a higher ratio of nascent-to-mature
eRNAs compared with genic RNAs (Andersson et al. 2014). By
this measure, eRNAs on nongenic boundaries were significantly
more stable than other eRNAs, and RNAs on genic boundaries
were slightly more stable than other genic RNAs (Fig. 4G).

The AATAAA polyadenylation motif is rare around transcrip-
tional start sites (TSSs) of genic transcripts, increasing in abun-
dance downstream as expected (Fig. 4H). eRNAs on boundaries
showed less enrichment of premature AATAAA than other eRNAs
(Fig. 4H), consistent with their higher stability as seen in Figure
4G. Although the size of eRNAs and GC content at the boundary
was not different from other eRNAs, mRNAs at the boundaries
were longer in length and showed slightly higherGC content com-
pared with the mRNAs elsewhere in the genome (Supplemental
Fig. S9B,C). As expected, 5′ splice consensus sequences were
strongly enriched in mRNAs relative to eRNAs (Fig. 4I), consistent
with greater stability of mRNAs. Together, the enhanced stability,
higher CTCF enrichment, and insulation-promoting activity of
boundary eRNAs suggest that they have evolved to facilitate
CTCF binding by direct physical interaction.

Active enhancers within the INK4a/ARF TAD directly regulate

boundary eRNA transcription

What is responsible for INK4a/ARF boundary transcription?
Because HeLa cells are addicted to high levels of proteins encoded
within the TAD (McLaughlin-Drubin et al. 2013; Pauck et al.
2014), instead of deleting gene promoters, we used CRISPR inhibi-
tion (CRISPRi) using specific guide RNAs (gRNAs). We targeted
dCas9-KRAB on promoters of CDKN2A, CDKN2B, and MTAP and
assayed transcript levels at B1 and B2 CTCF sites (Fig. 5A).
CRISPRi of these promoters resulted in transcriptional inhibition
of these genes (Fig. 5B, red bars). However, boundary RNA levels
were unaffected (Fig. 5B, blue bars). Consistent with unperturbed
boundary RNA expression, there was no change in CTCF occupan-
cy at B1 and B2 CTCF sites. However, we did observe loss of CTCF
on the 5′ boundary that overlaps the MTAP gene, likely owing to
down-regulation of MTAP (Fig. 5C). The boundary of flanking
TADs also did not show any perturbations in CTCF occupancy
(Fig. 5C). These data suggest that initiation of transcription from
CDKN2A and CDKN2B promoters is not responsible for eRNAs at
the boundary.

We next asked whether the INK4a/ARF TAD enhancers regu-
late genes within the TAD and boundary eRNAs. Genome-wide,
transcribed boundary TADs are enriched in H3K27ac (Fig. 6A,B)
and Pol II (Fig. 6C) relative to nontranscribed boundaries and
randomly selected genic or nongenic boundaries (Fig. 6C;
Supplemental Fig. S9D,E). We first tested the enhancer cluster us-
ing the E8, E12, and E17 enhancer deletion lines (Fig. 6D) inwhich
CDKN2A and CDKN2B genes were seen to be down-regulated
based on RNA-seq data (Fig. 6E; Farooq et al. 2021), confirming
that these enhancers are functional enhancers. We then asked if
these enhancers indeed regulate the boundaries as well. Toward
that, we observed down-regulation of sense and antisense boun-
dary RNAs at the B1 and B2 CTCF sites upon E8, E12, or E17 dele-
tion (Fig. 6F), which suggests that enhancers activate boundary
transcription. To determine whether down-regulation might be
caused by direct contact, we also performed circular chromatin
conformation capture 4C-seq on an enhancer beside E8 enhancer.
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We observed strong interactions with other enhancers in the en-
hancer cluster, with CDKN2A and CDKN2B promoters and with
the boundary region (Fig. 6G, right highlighted pink).
Importantly, deletion of the E8 enhancer conspicuously reduced
4C-seq signal, confirming that the interaction between the en-
hancer cluster and distant B1 and B2 CTCF sites regulates boun-

dary transcription (Fig. 6G). Although interactions between
boundaries and enhancers have been previously reported (Sun
et al. 2019) no regulatory relationship had been established, but
our data show that apart from activating their target promoters,
functional enhancers positively regulate the transcription at the
boundaries by direct interactions.
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Figure 4. Noncoding RNAs and CTCF interact at the INK4a/ARF TAD boundary. (A) Immunoblot for CTCF on RNA pulldowns performed on various RNAs
(n = 2). (B) Agarose gel image showing the UV-RIP RT-PCRs for sense and antisense RNA arising from B1 and B2 CTCF sites (n = 2). (C) Line plots show the
CTCFmotif per 10 bp per peak on various classes of boundaries. (D) Fraction of boundaries with differential occupancy of CTCF peaks over the presence of
the CTCFmotif. (E) CTCF peaks per kilobase on all transcribed boundaries with high RNAs, no RNAs, and random boundaries (50-kb flanks on both sides).
(F) CTCF peaks per kilobase on nongenic transcribed boundaries with high RNAs, no RNAs, and random boundaries. (G) Log2FC of NET-CAGE + 1/CAGE + 1,
indicating stability of RNA at TSSs identified fromNET-CAGE at boundaries and TSSs not at boundaries. eRNA_boundary denotes the eRNAs from nongenic
boundaries; mRNA_boundary denotes the mRNAs from genic boundaries. (H) Average predicted TSS from the TSS identified in different classes of RNA by
NET-CAGE. (I) Average predicted 5′ SS sites from the TSS identified by NET-CAGE. The P-values in boxplots were calculated by the Wilcoxon rank-sum test.
The boxplots depict the minimum (Q1 –1.5 × IQR), first quartile, median, third quartile, and maximum (Q3+1.5 × IQR) without outliers.
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To ascertain whether high levels of boundary RNAs enhance
insulation of the boundary in vivo, we interrogated the INK4a/
ARF TAD upon senescence, where TAD transcription increases ow-
ing to its cell cycle regulatory role. Upon senescence, bidirectional
eRNA expression increases several-fold at the enhancer cluster
(Supplemental Fig. S10A, blue highlighted region), and INK4a/ARF
levels and boundary RNA expression also increase (Supplemental
Fig. S10A, pink highlighted region). We validated this increase in
gene transcription, boundary RNA expression, and CTCF enrich-
ment upon X-ray-induced senescence (nonreplicative senescence)
(Supplemental Fig. S10B–D), and also observed elevated INK4A
and CDKN1A (also known as P21) protein levels (Supplemental
Fig. S10E). Using Hi-C data, we observed an increase in intra-TAD
interactions at this TAD in senescent cells compared with prolifera-
tive cells (Supplemental Fig. S10F). Together these data suggest that
increase in TAD enhancer activity accompanies increase in their
interactions with boundaries to induce boundary RNA expression,
which in turn recruits more CTCF to enhance insulation.

Boundary eRNAs strengthen TAD insulation

We noticed that TADs with transcribed boundaries showed higher
strength of enhancer/promoter interactions than TADs with non-
transcribed boundaries genome-wide (Fig. 7A). To test whether the

boundary function of the INK4a/ARF TADaffects enhancer cluster/
promoter interactions in a boundary RNA dependent manner, we
performed 4C-seq assays on an enhancer beside E8 enhancer upon
knockdown of sense and antisense boundary RNAs at the B1 CTCF
site. As expected, we observed loss of boundary/enhancer interac-
tions, but in addition, we observed weakening of the INK4a/ARF
enhancer/promoter interactions (Fig. 7B). Knockdown of B1
RNAs also resulted in increased interaction with the +T1 boundary
of the neighboring TAD (Fig. 7B), which also showed a gain in
CTCFbinding (Fig. 2E). To confirm that boundary RNA losswas ac-
companied by reduced CTCF binding, we performed 4C-seq at the
E8 enhancer using cells with a B1 CTCF site deletion.We again ob-
served a loss of enhancer/promoter interaction and a concomitant
increase in the interactionwith the +T1 boundary of the neighbor-
ing TAD (Fig. 7B).

To test if genic RNA transcribed at genic boundaries would
also affect the CTCF binding at the boundary, we chose 8q24 lo-
cus, which has the MYC and PVT1 genes in the same TAD and
several lncRNA genes in the adjacent TAD. The TAD harbors
many enhancers that are distributed around the PVT1 and on
its gene body in HeLa cells (Fig. 7C). However, the enhancers
are fewer compared with the enhancer cluster at INK4a/ARF lo-
cus. The 5′ boundary of this TAD is around MYC gene (Fig. 7C).
The promoter proximal regions and part of MYC gene overlap

A

B C

Figure 5. Transcriptional activity of promoters does not regulate nongenic transcription at boundaries. (A) Browser shots displaying the promoters tar-
geted by CRISPRi (black arrows); the track is overlaid with CTCF, H3K4me3, H3K27ac, and mNET-seq tracks. (B) qRT-PCR assessing the changes in INK4a/
ARF mRNA, sense, and antisense boundary RNA arising from B1 and B2 CTCF sites upon CRISPRi on promoters. (C ) CTCF enrichment on boundaries of
INK4a/ARF and its flanking TADs upon CRISPRi on INK4a/ARF promoters. Error bars denote SEM from three biological replicates. P-values were calculated
by the Student’s two-tailed unpaired t-test in B and C. (∗∗) P<0.01, (∗) P<0.05, (ns) P>0.05.
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Figure 6. Active enhancers within a TAD directly regulate boundary eRNA transcription. (A) Boxplots displaying enrichment of H3K27ac in TADs with
high, low, nontranscribed, and random boundaries. (B) Boxplot showing number of H3K27ac peaks in TADs with various boundaries. (C) Levels of Pol II in
TADs with different boundaries. (D) UCSC browser shot showing H3K27ac, EP300, Pol II ChIP-seq, and mNET-seq on the INK4a/ARF TAD. The tracks are
overlaid by the gene annotations. The highlighted regions represent the enhancers (E8, E12, and E17) thatwere deleted. (E) Browser shot shows RNA-seq at
INK4a/ARF TAD inWT and E8 enhancer delete lines. (F ) qRT-PCR shows levels of sense and antisense boundary RNA arising from B1 and B2 CTCF sites upon
E8, E12, and E17 enhancer deletions. (G) 4C-seq plot in WT and in E8 deletion lines on an enhancer beside E8 enhancer as viewpoint (yellow highlight),
showing interactions with promoters and 3′ boundary region (pink highlight). Below are Pol II, H3K27ac ChIP-seq tracks, and gene annotations. Error bars
denote SEM from three biological replicates. P-values were calculated by the Student’s two-tailed unpaired t-test in F. (∗∗∗∗) P<0.0001, (∗∗∗) P<0.001, (∗∗)
P<0.01, (∗) P<0.05. P-values in boxplots were calculated by the Wilcoxon rank-sum test. The boxplots depict the minimum (Q1 – 1.5 × IQR), first quartile,
median, third quartile, and maximum (Q3+1.5 × IQR) without outliers.
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Figure 7. Boundary eRNAs strengthen TAD insulation. (A) Enhancer–promoter interaction strength within TADs with high and nontranscribed bound-
aries. (B) 4C-seq plot with the enhancer beside E8 enhancer as viewpoint (yellow highlight) in WT and upon B1 CTCF site deletion (ΔB1) and knockdown
of B1 sense and antisense boundary RNAs. The anchored region shows interactions with promoters and the 3′ and +T1 boundaries (pink highlights). Below
are Pol II, H3K27ac, and CTCF ChIP-seq tracks and gene annotations. (C) TAD structure atMYC locus on 8q24 region. The TAD diagram is overlaid by the
position of CTCF, H3K4me3, H3K27ac, GRO-seq tracks, and gene annotations. The highlighted region shows the C1 and C2CTCF sites on the 5′ boundary.
The green looping tracks show the gain of interactions upon global CTCF knockdown. (D) qRT-PCRs showing the levels of sense and antisense RNA from
MYC gene upon their shRNA-mediated knockdowns in a chromatin-associated RNA fraction. The level of RNA at Chr 11 boundary does not change. (E)
CTCF ChIP enrichment before and after shRNA-mediated knockdown of sense and antisense MYC RNA at CTCF sites (C1, C2 at the 5′ TAD boundary,
and C3 at upstream TAD boundary). (F) qRT-PCR showing the changes in expression of different genes in and around theMYC TAD upon shRNA-mediated
knockdown of sense and antisense MYC RNA. Error bars denote SEM from three/four biological replicates. P-values were calculated by the Student’s two-
tailed unpaired t-test in D–F. (∗∗∗∗) P<0.0001, (∗∗∗) P<0.001, (∗∗) P<0.01, (∗) P<0.05, (ns) P>0.05.
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with three CTCF peaks that are conserved in several cell types and
have been shown to act as a boundary (Fig. 7C; Supplemental Fig.
S11A; Gombert and Krumm 2009; Schuijers et al. 2018). We de-
pleted the sense and antisense RNA transcribing from MYC
gene using pool of shRNAs and confirmed the knockdown
from the chromatin and cellular fractions (Fig. 7D;
Supplemental Fig. S11B). We observed, similar to INK4a/ARF
TAD, reduced CTCF enrichment on C1 and C2 sites around
MYC gene, whereas CTCF was unchanged at the 3′ boundary
(C3) of downstream TAD (Fig. 7E). To rule out the effect of
MYC RNA down-regulation on overall CTCF protein levels, we
performed immunoblotting and found that CTCF levels do not
change under these perturbations (Supplemental Fig. S11C).

Similar to INK4a/ARF expression, the sense and antisense
RNA knockdown from MYC gene caused the down regulation of
PVT1 in the same TAD, whereas the ASAP1 gene in downstream
TAD was unaffected (Fig. 7F). Such dependencies of MYC and
PVT1 expression on the affected CTCF binding have been reported
previously (Gombert and Krumm 2009; Schuijers et al. 2018).

Further, we observed the increased interaction of enhancers
inMYC TAD with regions in adjacent TAD (Fig. 7C, green looping
tracks) upon CTCF knockdown, suggesting boundary functions
were affected (Thiecke et al. 2020). We hypothesized, if CTCF
binding was affected at the boundary owing to boundary RNA
knockdown and if it had any effects on TAD boundary
strength, the expression of genes in adjacent TAD should also be
affected. Toward this, from GRO-seq, only the CASC8 and
CASC19 genes transcribe in the corresponding TAD in HeLa cells
(Fig. 7C); we tested the levels of CASC8 and found it to be up-reg-
ulated upon knockdown ofMYC sense and antisense RNA, where-
as the expression of ASAP1 gene in distal TAD remained
unchanged (Fig. 7F).

Together, these observations show that loss of a boundary
RNA reduces CTCF binding and weakens insulation, resulting in
aberrant enhancer interaction with an element outside of the
TAD. We conclude that boundary RNAs are functional compo-
nents of TAD boundaries (Fig. 8).

Discussion

Interactions between CTCF and RNA have been implicated in ge-
nome organization (Hansen et al. 2019; Saldaña-Meyer et al.
2019), but the exact role of these interactions remains unknown.
Here we show that eRNAs transcribed from TAD boundaries func-
tion in CTCF binding, TAD insulation, and gene regulation. Our
data provide direct evidence that boundary eRNAs create an insu-
lated neighborhood by associating with CTCF-bound sites and
facilitating enhancer–promoter interactions for robust gene
activation within a given TAD. We found that the transcriptional
activity of promoters present within the TAD does not regulate
nongenic boundary transcription. Using a series of enhancer and
CTCF site deletions at the INK4a/ARF TAD,wehave shown that en-
hancers interact with and positively regulate the expression of
both genic and nongenic TAD boundary RNAs. Boundary RNAs,
in turn, increase CTCF binding at TAD boundaries, strengthening
weak CTCF motifs and increasing insulation. Transcription of
boundary RNAs at the INK4a/ARF and MYC TAD is regulated by
the enhancers within the TAD to facilitate CTCF binding and in-
creased insulation at the boundary. Thismay explainwhy enhanc-
er cluster–containing TADs show stronger boundaries (Gong et al.
2018; Matthews and Waxman 2018; Sun et al. 2019).

Boundary RNAs resemble eRNAs at active enhancers in being
bidirectional (Li et al. 2013, 2016), and, as our study shows, mak-
ing direct contact with distant regulatory elements. Popular chro-
mosome conformation capture assays are strictly pairwise and
cannot determine if enhancer elements activate promoters and
boundary elements independently or together. However, more
recently introduced 3D contact methods, including SPRITE
(Quinodoz et al. 2018) and GAM (Beagrie et al. 2017), are able
to capture multiple simultaneous contacts and, in the future,
may be applied to understand how enhancers regulate both
gene promoter activity and transcription at boundaries to
strengthen TADs.

Furthermore, in the absence of the RNA-binding domain of
CTCF, cells show a decrease in the total number of TADs and an in-
crease in the size of individual TADs owing to reduced insulation
between neighboring TADs (Hansen et al. 2019). A clearmechanis-
tic basis for this observation comes from our findings in which
TAD enhancer–mediated CTCF–RNA interactions maintain strong
TAD boundaries by increasing insulation between neighboring
TADs. Thus, the inability of CTCF mutants to interact with RNA
will compromise CTCF enrichment and its insulating function at
TAD boundaries, leading to the merging of adjacent TADs into
larger TADs. In such cases, less CTCF at the boundary might allow
the cohesin ring to slip to the next TAD, thereby compromising
the insulation (Hansen 2020; Kentepozidou et al. 2020). Thus, a
positive feedback loop is established whereby enhancer clusters
maintain high specificity for promoters within the TAD by also ac-
tivating boundary transcription and preventing interactions with
neighboring promoters.

Further, gene expression phenotypes would depend largely
on the local 3D chromatin topology, chromatin state, and the pres-
ence and location of enhancers within the TAD. Hence, upon
boundary perturbations in the TAD of interest, the neighboring
genes could display a whole range of dysregulation.

TAD boundaries are enriched for H3K27ac and Pol II, suggest-
ing the presence of active regulatory elements and transcription
(Gong et al. 2018; Matthews and Waxman 2018; Sun et al. 2019;
Hsieh et al. 2020). However, activation of transcription at the
boundary alone is not sufficient to maintain a TAD boundary
(Bonev et al. 2017; Hug et al. 2017). Our study shows that the prod-
ucts of the TAD boundary transcription, that is, boundary RNAs,
are required to strengthen TAD insulation by increasing CTCF oc-
cupancy. Transcription-assisted TADboundary strengtheningmay
also be a factor in zygotic activation–dependent boundary forma-
tion in which early transcribing genes serve as the nucleation sites
for TAD boundaries (Hug et al. 2017). Similarly, transcription and
the resulting RNA may be involved in forming distinct TADs
boundaries around transcribed escape genes on the inactive chro-
mosome during X Chromosome inactivation (Giorgetti et al.
2016). The study aims to understand the role of RNA at the chro-
matin domain boundaries and enhancers in CTCF recruitment
and gene regulation.

Methods

Cell culture

HeLa cells were obtained from ATCC and were cultured in
Dulbecco’s Modified Eagle Medium (DMEM) supplemented with
10% fetal bovine serum and 1% penicillin/streptomycin. The cells
were maintained at 37°C in the presence of 5% CO2 in a humidi-
fied incubator.
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Chromatin immunoprecipitation

Cells were cross-linked with 1% formaldehyde for 10 min at room
temperature with constant shaking. Glycine was added to a final
concentration of 125 mM to quench the formaldehyde. Cells
were washed three times with 1× ice-cold PBS and then were
scraped and pelleted-down in 1× PBS at 4°C. Cells were gently re-
suspended in nuclear lysis buffer (50 mM Tris-HCl at pH 7.4, 1%
SDS, 10mM EDTA at pH 8.0) supplemented with 1× PIC and incu-
bated on ice for 10 min. The lysate was subjected to fragmentation
using a Diagenode Bioruptor pico for 20 cycles (30 sec on and 30
sec off) to generate fragments of ∼500 bp. The cell lysate was
cleared at 12,000 rpm for 12 min. For each IP, 100 µg of sheared
chromatin was used. The lysates were diluted by adding dilution
buffer (DB) (20 mM Tris-HCl at pH 7.4, 100 mM NaCl, 2 mM
EDTA at pH 8.0, 0.5% Triton X-100) supplemented with 1× PIC
in a 1:1.5 ratio (1 volume of sheared chromatin and 1.5 volumes
of DB). One microgram of antibody was added to immunoprecip-
itate the DNA and was incubated on a rocking platform overnight
at 4°C. Fifteen microliters of preblocked (with 1% BSA) Protein G
dynabeads (Invitrogen 10004D) was added to the tubes and rotat-
ed for 4 h at 4°C. Beadswere collected, flow-throughwas discarded,
and the samples were washed with wash buffer I (20 mM Tris-HCl
at pH 7.4, 150 mM NaCl, 0.1% SDS, 2 mM EDTA at pH 8.0, 1%
Triton X-100) at 4°C on a rocking platform. Washes were sequen-
tially repeated with wash buffer II (20 mM Tris-HCl at pH 7.4, 500
mMNaCl, 2mMEDTA at pH 8.0, 1%TritonX-100), wash buffer III
(10 mM Tris-HCl at pH 7.4, 250 mM LiCl, 1% NP-40, 1% sodium
deoxycholate, 1 mM EDTA at pH 8.0) and 1× TE (10 mM Tris-
HCL at pH 8.0, 1 mM EDTA at pH 8.0). Chromatin was eluted
with 200 µL of elution buffer (100 mM NaHCO3, 1% SDS) for 30
min at 37°C in a thermomixer. The supernatant was collected in
separate tubes, and 14 μL NaCl (5 M) was added to eluted
samples and kept overnight at 65°C for de-cross-linking.
Immunoprecipitated DNAwas purified by phenol:chloroform:iso-
amyl alcohol (PCI), followed by ethanol precipitation. The final
air-dried DNA pellet was dissolved in 100 µL of 1× TE. These sam-
ples were then used for qRT-PCRs using SYBR green. Mean values

for all the regions analyzed in different
conditionswere expressed as fold-enrich-
ment compared over beads. Statistically
significant differences between different
conditions were computed using a t-test
(P-value<0.05); ChIP primers are listed
in Supplemental Table S1.

RNA isolation and cDNA synthesis

Cells were lysed in 1 mL of TRIzol
(Thermo Fisher Scientific). To each sam-
ple, 200 µL chloroform was added; they
were briefly vortexed and centrifuged at
12,000 rpm for 12 min. The aqueous
phase was carefully collected and trans-
ferred to the fresh tube. One volume of
isopropanol was added to the sample
and incubated at room temperature for
10 min to precipitate the RNA. The sam-
ples were centrifuged at 12,000 rpm for
12 min, and supernatants were discarded
without disturbing the pellet. The pellet
waswashedwith 75% ethanol. The pellet
was air-dried and dissolved in RNase-free
water. The RNA was treated with
ezDNase (Invitrogen) to remove the trac-
es of contaminating DNA. One micro-

gram of RNA was used for each cDNA synthesis reaction by
SuperScript IV (Invitrogen) and random hexamers as per the man-
ufacturer’s recommendation. TheCFX96 touch (Bio-Rad) real-time
PCR instrument was used for qRT-PCRs. qRT-PCRswere performed
using three technical replicates for each sample. Fold change was
calculated by the ΔΔCt method, and individual expression data
were normalized to GAPDH mRNA. The P-values were calculated
by the Student’s unpaired two-tailed t-test. qRT-PCR primers are
listed in Supplemental Table S1.

CRISPR-Cas9-mediated deletion

gRNAs were designed with the crispr.mit.edu tool. gRNAs were se-
lected based on the highest score and the least number of off-tar-
gets. gRNAs were cloned in a pgRNA humanized vector (Addgene
44248, a gift from the Stanley Qi laboratory) between BstX1 and
Xho1 restriction sites. gRNAs were cotransduced with a lenti-
Cas9 vector (Addgene 52962, a gift from the Zhang laboratory).
Cells were placed under selection using puromycin (3 µg/mL) for
48 h. Single cells were seeded in a 96-well plate. Wells with single
cells were marked and allowed to grow until they formed colonies.
The cells were trypsinized and shifted to 48-well plates and allowed
to grow to confluence, and then half of the cells were taken for the
surveyor assay and the other half was plated again. Surveyor assays
were performed using a PCR-based method using primers listed in
the Supplemental Table S1.

CRISPRi gRNA design and cloning

We used GPP sgRNA Designer (https://portals.broadinstitute.org/
gpp/public/analysis-tools/sgrna-design) to design the gRNAs
against TSSs of MTAP, CDKN2A, and CDKN2B in the INK4a/ARF
TAD. For each gene, two gRNAs were designed. The gRNAs were
cloned in a customized PX459 vector (pSpCas9(BB)-2A-Puro
V2.0, Addgene 62988, a gift from the Feng Zhang laboratory).
The Cas9 enzyme cassette was removed from PX459 by digestion
with XbaI and NotI, followed by blunt-end ligation. The cloning
of the gRNAs in the customized PX459 plasmid was performed

Figure 8. Model. (1) An active enhancer physically interacts with a boundary and activates boundary
RNA transcription. (2) The boundary RNA in return stabilizes the CTCF at these boundaries, thereby (3)
strengthening insulation of these TADs. (4) This favors intra-TAD enhancer–promoter interactions to fa-
cilitate robust gene transcription. The loss of boundary RNA/enhancer deletion reduces the boundary
RNA levels, which triggers the loss of CTCF and insulation of TADs. Enhancer–promoter interactions
weaken in these scenarios, which causes concomitant loss of gene transcription.
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as per the Zhang laboratory’s general cloning protocol. The dCas9
plasmid (Addgene 99372, a gift from Kristen Brennand), together
with gRNA specific to targeted genes, was transfected in 70% con-
fluent cells. Transfections were performed using Lipofectamine
2000 (Invitrogen 11668027). CRISPRi cells were harvested for
ChIP and gene expression analysis.

shRNA design and transfection

We used an shRNA design tool (https://portals.broadinstitute.org/
gpp/public/seq/search) to design the shRNAs against RNA at B1
and B2 CTCF sites within the INK4a/ARF TAD boundary. The
shRNAs were cloned in a customized pLKO.1 puro, (Addgene
8453, a gift from Bob Weinberg). The cloning of the shRNAs in
the pLKO.1 plasmid was performed as per the Addgene’s pLKO.1
cloning protocol. shRNA-specific plasmid together with lentiviral
packaging plasmids like VSVG (a gift fromBobWeinberg, Addgene
8454) and PAX2 (a gift from Didier Trono, Addgene 12260) was
cotransfected using Lipofectamine 2000 (Invitrogen 11668027).
Cells were selected by puromycin (3 µg/mL; Gibco A11138-03),
and knockdowns were confirmed using qPCR oligos listed in
Supplemental Table S1.

siRNA transfection

SMARTpools was used to design scramble (D-001810-10-05), and
CTCF siRNAs (L-020165-00-0005) were purchased from GE
Dharmacon. Transfections were performed using Lipofectamine
2000 (Invitrogen 11668027).

Lentiviral transduction

HEK293FT cells were grown in poly-D-lysine-coated culture dishes.
These cells were cotransfected with lentiviral packaging plasmids
like VSVG (a gift from Bob Weinberg, Addgene 8454) and PAX2
(a gift fromDidier Trono, Addgene 12260) along with the plasmid
of interest using Lipofectamine 2000 (Invitrogen 11668027). The
mediumwas changed after 6 h. The viral supernatantwas collected
after 48 h and 72 h, pooled together, filtered with a 0.44-µm sy-
ringe filter, and then finally added to cells along with 8 µg/mL
of polybrene. Transduction was stopped after 16 h.

RNA immunoprecipitation

For RNA, primers were designed to amplify desired genomic re-
gions that correspond to peaks of boundary RNA (GRO-seq) at
the B1 and B2 CTCF sites of the INK4a/ARF TAD boundary. The
amplified products were cloned into the pcDNA3 BoxB plasmid
(a gift from Howard Chang, Addgene 29729). All clones were con-
firmed by Sanger sequencing and subsequently used for RNA syn-
thesis using T7 RNA polymerase (Promega P207e) and biotin RNA
labeling mix (Roche 11685597910). Primer sequences are listed in
Supplemental Table S1.

RNA immunoprecipitation was adopted from Jayani et al.
(2017), with some modifications. HeLa cells were grown to 90%–

95% confluency andwere harvested by scraping andwashed twice
with ice-cold 1× PBS to gently resuspend in 2mL of PBS. A volume
of 2mLof nuclear isolation buffer (NIB; 40mMTris–HCl at pH 7.5,
20mMMgCl2, 1.28M sucrose, 4% Triton X-100, 1mMPMSF, pro-
tease inhibitors, and 20 U/mL SUPERase inhibitor; Thermo Fisher
Scientific AM2694) was added, and the pellet was gently resus-
pended. Then, 6 mL of distilled water was added and kept on ice
for 20 min with intermittent gentle shaking. Nuclei were pelleted
by centrifugation at 2500g for 5 min at 4°C. The pellet was resus-
pended in 1 mL of RIP buffer (25 mM Tri–HCl at pH 7.4, 150
mM KCl, 0.5 mM DTT, 0.5% NP-40, 1 mM PMSF, protease inhibi-

tors, and 20 U/mL SUPERase inhibitor) and incubated on ice for 5
min. Nuclei were sheared by 10 cycles of sonication (30 sec on and
30 sec off) in a Bioruptor (Diagenode) followedby centrifugation at
12,000 rpm for 10min at 4°C. Onemicrogramof biotinylated RNA
was incubated with 20 μL of RNA structure buffer (RSB; 10 mM
Tris–HCl at pH 7.0, 100 mMKCl, 10 mMMgCl2, 1 mM PMSF, pro-
tease inhibitors, and 20 U/mL SUPERase inhibitor) for 5 min at
room temperature. Folded RNAwasmixedwith 1mgof nuclear ex-
tract in 500 µL of RIP buffer and rotated for 1 h at 4°C. Fifteen mi-
croliters of Dynabeads MyOne streptavidin beads were added, and
rotation continued for onemore hour. Samples were washed three
times with RIP buffer, and beads with proteins were boiled in
2×SDS for 10min. Immunoblotting for CTCFwas performed using
CTCF antibody (Cell Signaling Technology 3418).

UV RNA immunoprecipitation

Ultraviolet RNA immunoprecipitation (RIP) was performed as
previously described (Rahnamoun et al. 2018) with some modifi-
cations. HeLa cells at a confluency of 80%–90% were cross-linked
by UV irradiation in a Stratalinker UV cross-linker. Cells were
washed three times with cold 1× PBS and scraped in PBS before
subjecting to centrifugation at 2500 rpm. Pellets were lysed in
RIP lysis buffer (25 mM HEPES-KOH at pH 7.5, 150 mM KCl,
0.5% NP-40, 1.5 mM MgCl2, 10% glycerol, 1 mM EDTA, 0.4 U
RNase inhibitor; Invitrogen 18091050), and 1× protease inhibitor
cocktail (PIC) on ice for 30 min. Cleared cell lysates were subject-
ed to IP with CTCF antibody-bound Protein G dynabeads
(Invitrogen 10004D) overnight. Samples were subsequently
washed three times with RIP lysis buffer, and RNA samples
were eluted using TRIzol reagent. Before cDNA synthesis, RNA
was treated with RNase-free DNase (Qiagen 79256) to remove
the traces of contaminating DNA. cDNA was prepared using ran-
dom hexamers by SuperScript IV (Invitrogen 18091050) as per
the manufacturer’s recommendation and was analyzed by PCR
primers listed in Supplemental Table S1 and were run on 1% aga-
rose gel.

Cell fractionation

Cell fractionation and RNase A treatment of nuclei was adapted
from themethod ofGagnon et al. (2014). Briefly, cells werewashed
three times with cold 1 ×PBS and scraped in 1 mL of PBS and pel-
leted-down at 2500 rpm for 5 min at 4°C. Pellets were then resus-
pended in hypotonic lysis buffer (HLB; 10 mM Tris HCl at pH 7.5,
10 mM NaCl, 3 mM MgCl2, 0.3% NP-40, 10% glycerol, 1 × PIC);
the mix was incubated on ice for 10 min and then centrifuged at
800g for 8 min at 4°C. The supernatant was transferred to a new
tube and marked as cytoplasmic fraction. The nuclei pellet after
centrifugation was washed twice with HLB and centrifuged at
200g for 2 min at 4°C. The pellet was then resuspended in 700
µL of ice-cold modified Wuarin–Schiebler buffer (MWS; 10 mM
Tris-HCl at pH 7.5, 300 mM NaCl, 4 mM EDTA, 1 M urea, 1%
NP-40, 1% glycerol, 1 × PIC) with or without 0.1 µL of 100 mg/
mL RNase A (Qiagen 19101) for 15 min on ice, briefly tapped
few times during incubation time, and then centrifuged at 1000g
for 5min at 4°C. The supernatant was collected as a nucleoplasmic
fraction. The chromatin pellet was washed twice withMWS buffer
and centrifuged at 500g for 3 min at 4°C. The pellet was then dis-
solved in 500 µL of nuclear lysis buffer (20 mM Tris HCl at pH 7.5,
150mMKCl, 3mMMgCl2, 0.3%NP-40, 10%glycerol, 1 × PIC) and
sonicated for 10 cycles (30 sec on, 30 sec off) in a Bioruptor
(Diagenode). SDS loading dye was added, and the samples were
boiled before immunoblotting.
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Chromatin-associated RNA isolation

Chromatin-associated RNA isolation was adapted from the meth-
od of Conrad and Ørom (2017). Trypsinized cells were collected
in 1.5-mL tubes and washed twice with 1× PBS and pelleted-
down at 200g for 2 min. To each pellet was added 400 µL of cell ly-
sis buffer (10mMTris HCl at pH 7.4, 150mMNaCl, 0.15% Igepal),
gently pipetted three to five times, and then incubated for 5 min
on ice. To the Lo-bind 1.5-mL tube was added 1 mL (2.5 volume)
of cold sucrose buffer (10 mM Tris HCl at pH 7.4, 150 mM NaCl,
24% sucrose), which was gently overlaid with the cell lysate fol-
lowed by centrifugation at 3500g for 5 min to collect the nuclear
pellet. Isolated nuclei were rinsed with 1 mL of ice-cold 1×PBS-
EDTA solution followed by a short spin at 3500g. The nuclei
were resuspended in 250 µL of glycerol buffer (20 mM Tris HCl
at pH 7.4, 75 mM NaCl, 0.5 mM EDTA at pH 8.0, 50% glycerol),
and then immediately 250 µL of urea buffer (10 mM Tris HCl at
pH 7.4, 1 M Urea, 0.3 M NaCl, 7.5 mM MgCl2, 0.2 mM EDTA,
1% Igepal) was added; they were mixed by vortexing for 4 sec
and then incubated on ice for 2 min. Chromatin was centrifuged
at 13000g for 2 min to collect the chromatin–RNA complex. The
chromatin–RNA pellet was washed with 1×PBS-EDTA once, and
RNA was isolated using TRIzol reagent. The RNA obtained was
treated with ezDNase (Ambion) to remove the traces of contami-
nating DNA. One microgram of RNAwas used for each cDNA syn-
thesis reaction by SuperScript IV (Invitrogen) and random
hexamers as per the manufacturer’s recommendation. The
CFX96 touch (Bio-Rad) real-time PCR was used for qRT-PCRs.
qRT-PCRs were performed using three technical/biological repli-
cates for each sample. Fold changes were calculated by the ΔΔCt
method, and individual expression data were normalized to pre
c-MYC. The P-values were calculated by the Student’s unpaired
two-tailed t-test. qRT-PCR primers are listed in Supplemental
Table S1.

X-ray-induced senescence

BJ fibroblasts were cultured in DMEM supplemented with 10%
fetal bovine serum and 1% penicillin/streptomycin at 37°C in a
humidified incubator containing 5% CO2. Cells were first immor-
talized by expressing hTERT. Cells were then seeded at around 40%
confluency. The day after seeding, a single dose of 10Gywas deliv-
ered using a CIX3 cabinet x-ray irradiator (Xstrahl Life Sciences;
195 kV, 10 mA). Irradiated cells were not passaged, but the medi-
umwas changed on days 4, 8, 12, and 16, and cells were either har-
vested on day 10 or day 20 and used for RNA isolation or ChIP
experiments, respectively. Senescence was confirmed by SA-β-gal
staining (Cell Signaling Technology 9860) and CDKN1A (p21) ex-
pression (p21 Santa Cruz Biotechnology sc-397).

Antibodies

Antibodies used were CTCF (Cell Signaling Technologies, 3418 for
immunoblotting and immunoprecipitation), DDX5 (Abcam ab-
21696), CDKN2A/p16INK4a (Abcam ab-108349), p14ARF (Santa
Cruz Biotechnology sc-53639), Pol II (Santa Cruz Biotechnology
sc-55492), GAPDH (Santa Cruz Biotechnology sc-32233), and his-
tone H3 (Sigma-Aldrich H0164).

ChIP-seq and CUT&RUN analysis

Sequenced reads were aligned to the hg19 assembly using default
Bowtie 2 options (Langmead and Salzberg 2012). The aligned
reads were filtered using SAMtools (Li et al. 2009). Tag directories
were made from the aligned reads using the HOMER (Heinz et al.
2010; http://homer.ucsd.edu/homer/) makeTagDirectory com-

mand. A 200-bp sliding windowwas used to identify narrow peaks
of transcription factors’ ChIP-seq and CTCF CUT&RUN. Artifacts
from clonal amplification were neglected as only one tag from
each unique genomic position was considered (−tbp 1). The
threshold was set at a false discovery rate (FDR) of 0.001 deter-
mined by peak-finding using randomized tag positions in a ge-
nome with an effective size of 2 ×109 bp. For histone marks, seed
regions were initially found using a peak size of 500 bp (FDR<
0.001) to identify enriched loci. Enriched regions separated by
<1 kb were merged and considered as blocks of variable lengths.
The HOMER (Heinz et al. 2010) makeUCSCfile command was
used to generate bedGraph files of the read densities across the ge-
nome, and this track was uploaded to the UCSC Genome Browser
(Kent et al. 2002). The tag directories generated were used to quan-
tify signals at various regions of interest using annotatePeaks.pl.
Heatmaps and profile plots were made using deepTools (Ramírez
et al. 2016). The data sets used in the study are listed in
Supplemental Table S2.

GRO-seq analysis

The sequenced reads were aligned to the hg19 assembly using de-
fault Bowtie 2 options (Langmead and Salzberg 2012). Tag directo-
ries were made from the aligned reads using the HOMER (Heinz
et al. 2010) makeTagDirectory command. Tag directories were
used to quantify signal and gene expression. The HOMER (Heinz
et al. 2010) makeUCSCfile command was used to generate
strand-specific bedGraph files of the read densities across the ge-
nome, and this track was uploaded to the UCSC Genome
Browser (Kent et al. 2002).

TADs and loop domain calling

Raw paired-end reads were trimmed and individually mapped to
the hg19 assembly using Bowtie 2 (Langmead and Salzberg
2012). The HOMER (Heinz et al. 2010) makeTagDirectory was first
used to create tag directories with tbp 1 option. Data sets were fur-
ther processed by HOMER (Heinz et al. 2010) in order to remove
small fragment and self-ligations using makeTagDirectory with
the following options: -removePEbg -removeSpikes 10000
5. Next, findTADsAndLoops.pl was used to obtain overlapping
TADs (TADs and sub-TADs), produced at 5-kb resolution with 10-
kb windows. This program was also used to generate two
bedGraph files that describe the directionality index and the insu-
lation score. tagDir2hicFile.pl was used to generate HIC files. The
WashU (Li et al. 2019) epigenome browser was used to visualize
the Hi-C data. Boundaries of the TADs were defined as 5-kb or
20-kb regions centered at the end of the TADs called. HiCCUPS
(Rao et al. 2014; Durand et al. 2016) was used to obtain loop
anchors from the HIC file at a 5-kb resolution. HOMER
annotatePeaks.pl was used to quantify signal from tagDirectories,
count peaks, quantify insulation, and annotate features at the
TAD boundaries. Nongenic TAD boundaries were identified as
those that did not intersect with an annotated gene body. GRO-
seq signal was used to rank the boundaries and to then select
10% of unique boundaries in each category (high transcription,
low transcription, no transcription, and random). The HIC file
was converted to COOL. The file was then used to plot the aver-
aged insulation score valleys at 5-kb resolution and 100 kb around
the boundary using coolpup.py (Flyamer et al. 2020).

Out of the 6000 boundaries considered for the transcription-
based classification analysis, only 19 (0.3%) regions were not
mapped on hg38 when converted from hg19. Given the large
number of regions spanning the genome and also a trend with
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varying levels, there would be negligible effects of a mapping to a
different genome build.

Pile-up plots

The pile-up (aggregated normalized Hi-C interactions) plot can-
tered at high transcribed, low transcribed, nontranscribed, and
random boundaries at a 5-kb resolution. The 100-kb distances
are taken from the boundary region. The plot focuses on near-diag-
onal features. The normalized interaction frequency (from the
Hi-C matrix), 100 kb around the boundary of interest, is averaged
over the multiple boundary classes laid on top of each other to vi-
sualize insulation strength. The pile-ups are performed on the re-
gions that lie on the main diagonal of the Hi-C map.

NET-CAGE and CAGE analysis

NET-CAGE and CAGE sequenced reads were aligned to hg19 using
Bowtie 2 (Langmead and Salzberg 2012). The HOMER program
makeTagDirectory was first used to create tag directories.
findPeaks with “–style tss” was used to obtain the NET-CAGE
TSSs. TSSs identified within 1 kb of each other on the same strand
were merged. NET-CAGE identified TSSs intersecting the RefSeq-
annotated TSSs were called mRNA TSSs, and the rest were defined
as eRNA TSSs. Those TSSs that fell in boundaries were identified as
bmRNAs or beRNAs. A span of 2 kb around each identified TSS was
used to quantify NET-CAGE and CAGE signal and to calculate the
log2 fold difference between the two.

5′ Splice site and transcription termination site sequence analysis

To identify the 5′ SSmotif, HOMERdenovomotif analysis was per-
formed on the 500-bp region after the RefSeq-annotated TSSs with
other H3K27ac 500-bp regions as background. The top hit was ob-
served to be the splice acceptor site. The “AATAAA”motif was used
as the 3′ poly(A) sequence. HOMER scanMotifGenomeWide was
used to identify “predicted” splice sites and poly(A) terminator
sites using previously identified motifs. The occurrence of predict-
ed sites was plotted at the previously identified TSSs.

4C-seq

4C was performed as per the protocol described by van deWerken
et al. (2012) with minor modifications. HeLa cells were fixed with
fresh formaldehyde (1.5%) and quenched with glycine (125 mM)
followed bywashes with ice-cold PBS (2×) andwere scraped, pellet-
ed, and stored at−80°C. Lysis buffer (10mMTris-Cl pH 8.0, 10mM
NaCl, 0.2% NP-40, 1× PIC) was added to the pellets and homoge-
nized with a Dounce homogenizer (20 stroked with pestle A
followed by pestle B). The 3C digestion was performed with
HindIII (400 units, NEB), and ligation was performed using the
T4 DNA ligase and 7.61 mL ligation mix (745 μL 10% Triton X-
100, 745 μL 10× ligation buffer [500 mM Tris-HCl at pH 7.5, 100
mM MgCl2, 100 mM DTT], 80 μL 10 mg/mL BSA, 80 μL 100 mM
ATP, and 5.96 mL water). The ligated samples were then purified
by PCI extraction and subjected to ethanol precipitation, and
the pellet was eluted in TE (pH 8.0) to obtain the 3C library. The
4C digestion was performed using 50 units DpnII (NEB), and the
samples were ligated, purified, and precipitated similar to the 3C
library to obtain the 4C library. The 4C library was subjected to
RNase A treatment and purified by the QIAquick PCR purification
kit. The concentration of the library was then measured by
NanoDrop and subjected to PCR using the oligos for the enhancer
viewpoint. The samples were next PCR-purified using the same kit
and subjected to Illumina HiSeq 2500 sequencing using 50-bp sin-
gle-end reads.

4C method and analysis

The sequenced reads were aligned to the hg19 assembly as de-
scribed in R.4Cker (Raviram et al. 2016; https://github.com/
rr1859/R.4Cker) with Bowtie 2 (Langmead and Salzberg 2012).
Data analysis was further performed using 4C-ker with default pa-
rameters. 4Cseqpipe (Van de Werken et al. 2012; http
://compgenomics.weizmann.ac.il/tanay/?page_id=367) was also
used to process the sequenced data. 4C-seq images were generated
using truncated mean at a 10-kb resolution.

Motif analysis

annotatePeaks.pl was used with –hist option with the CTCF motif
probability matrix to plot the motif occurrence in the peaks.

Promoter capture analysis

Processed CHiCAGOdatawere obtained from Thiecke et al. (2020)
(https://osf.io/brzuc/). The BEDTools suite was used to obtain in-
teractions of interest and perform further analysis (Quinlan and
Hall 2010). The promoter interacting region of the BEDPE files of
PCHi-C interactions was then intersected with boundaries to ob-
tain promoters that interact with boundaries. The strength of the
interactions obtained from the processed CHiCAGOdatawas plot-
ted for interactions from boundary interacting promoters to en-
hancers (H3K27ac regions).

RNA-seq analysis

The raw reads were mapped to the hg19 assembly using HISAT2
(Kim et al. 2015) in a strand-specific manner. Tag directories
were made from the aligned reads using the HOMER
makeTagDirectory command. The HOMER makeUCSCfile com-
mand was used to generate strand-specific bedGraph files of the
read densities across the genome, and this track was uploaded to
the UCSC Genome Browser (Kent et al. 2002).
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