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Learning to ignore irrelevant stimuli is essential to achieving efficient and fluid attention, and serves as the complement to
increasing attention to relevant stimuli. The different cholinergic (ACh) subsystems within the basal forebrain regulate at-
tention in distinct but complementary ways. ACh projections from the substantia innominata/nucleus basalis region (SI/
nBM) to the neocortex are necessary to increase attention to relevant stimuli and have been well studied. Lesser known are
ACh projections from the medial septum /vertical limb of the diagonal band (MS/VDB) to the hippocampus and the cin-
gulate that are necessary to reduce attention to irrelevant stimuli. We developed a neural simulation to provide insight into
how ACh can decrement attention using this distinct pathway from the MS/VDB. We tested the model in behavioral par-
adigms that require decremental attention. The model exhibits behavioral effects such as associative learning, latent inhibi-
tion, and persisting behavior. Lesioning the MS/VDB disrupts latent inhibition, and drastically increases perseverative
behavior. Taken together, the model demonstrates that the ACh decremental pathway is necessary for appropriate learning
and attention under dynamic circumstances and suggests a canonical neural architecture for decrementing attention.

In order to cope with uncertainty in the environment, organisms
need to constantly regulate their attentional resources by increas-
ing attention to salient or relevant cues, and also decreasing atten-
tion to irrelevant cues. The basal forebrain (BF) has specific and
separate pathways for decrementing and incrementing attention.
Whereas ACh projections from the medial septum/vertical limb
of the diagonal band (MS/VDB) to the hippocampus and cingu-
late cortex are crucial to reduce attention to irrelevant stimuli
(Baxter et al. 1997), ACh projections from the substantia innomi-
nata/nucleus basalis region (SI/nBM) to the neocortex are neces-
sary to increase attention to relevant stimuli (Chiba et al. 1995).
The importance of disregarding irrelevant information in the en-
vironment in support of fluid attention to relevant information
is highlighted by learning difficulties in which this function is
dysregulated, including various subtypes of attention deficit hy-
peractivity disorder, a form of mild cognitive impairment that pre-
cedes dementia, and schizophrenia (for review, see Lubow and
Weiner 2010).

The decremental pathway from MS/VDB is necessary for de-
creasing attention to nonrewarding stimuli. Baxter et al. (1997)
and Chiba et al. (1995) performed an experiment designed to
test latent inhibition, which is the slower learning of a previously
exposed, uninformative stimulus. Lesions of the MS/VDB, but not
SI/nBM, disrupted latent inhibition. That is, control rats showed
diminished conditioning to a preexposed stimulus, as compared
to a novel stimulus. However, conditioning to the novel and pre-
exposed cues occurred at the same level in the MS/VDB lesioned
rats. The incremental pathway from SI/nBM is necessary for in-
creasing attention in order to perform demanding associative
learning. In an additional set of experiments conducted by
Chiba et al. (1995) and Baxter et al. (1997), each rat was exposed
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to conditioned stimuli (CS) that were either consistent or incon-
sistent predictors of subsequent cues. Control rats showed in-
creased CS associability when that cue was an inconsistent
predictor of a subsequent cue, whereas rats with lesions to the
SI/nBM were impaired in their ability to increase attention toward
the CS when its established relation to another cue was modified.
Similar to controls, rats with MS/VDB lesions showed increased
CS associability. These results showed that ACh projections from
the MS/VDB to the hippocampus and cingulate are important
for decrementing attention, and ACh projections from the SI/
nBM to the neocortex are important for incrementing attention
(Chiba et al. 19935; Baxter et al. 1997). Baxter et al. (1997) also hy-
pothesized that the role of the hippocampus in decremental pro-
cessing might be similar to the role of the central amygdala
in incremental processing. They might both regulate processing
in cortical and subcortical targets via their efferent projections
to the basal forebrain (Swanson 1977; Gaykema et al. 1990, 1991;
Holland and Gallagher 1993; Gallagher and Holland 1994; Chiba
et al. 1995).

Numerous studies have shown how ACh originating from
the SI/nBM is involved in increasing attention. Disney et al.
(2007) found that ACh was enhancing the detection of visual
stimuli by increasing the gain of thalamic input to the visual cor-
tex. Han et al. (1999) observed a role for the amygdala’s central
nucleus (CeA) projecting to the SI/nBM in incrementing condi-
tioned stimulus processing in rats. Similarly, Holland (2007)
found that projections from the CeA to the SI/nBM are necessary
to increase attention enough for rats to perform a modified five-
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Figure 1. (A) Neural architecture consisting of an input area, a Decre-
mental area, a cholinergic neuromodulatory system (MS/VDB), a Modulat-
ed input area, and an action selection area. Every neural area had two
neurons responding to different input cues. Between different neural
areas, these neurons were connected through “one-to-one” synaptic pro-
jections. The dashed lines represent inhibitory projections. An action was
selected if the activity of a neuron in the Action selection area was above
a certain threshold (0.5), otherwise a random choice was made. (B)
Description of a trial. During each trial, the model was presented with
two cues simultaneously for 10 time-steps (observation period). At the
tenth time-step, the model made a selection. Once a cue was chosen,
the model was presented with the selected cue for an additional 10 time-
steps (action period).

choice serial reaction time task. For reviews on how ACh can in-
creases attention by sharpening relevant sensory inputs, see
Hasselmo and McGaughy (2004), Sarter et al. (2005), and Disney
et al. (2007). Although the role of ACh in increasing attention
has been studied extensively, to the best of our knowledge only
Baxter et al. (1997) showed a role for ACh from the MS/VDB in de-
creasing attention.

Therefore, the focus of this paper is on how ACh from the
MS/VDB modulates the neural processing of a decremental path-
way in order to decrease attention (Baxter et al. 1997). Following
the experiments conducted by Chiba and Baxter, we define atten-
tion within an associative learning framework as a process that
can regulate CS processing and action selection in the context
of reinforcement learning. We investigate neuromodulatory influ-
ences on a specific pathway important for regulating attention
during cognitive tasks. The role of ACh in regulating attention
has been investigated by several computational models (Yu and
Dayan 2005; Deco and Thiele 2011; Avery et al. 2012b). However,
no modeling studies have investigated how ACh can decrement
attention using a specific pathway, and have shown its role in
tasks involving associative learning, latent inhibition, extinction,
and reversal learning. In this paper, we use a relatively simple
model (Fig. 1; see Materials and Methods) in order to suggest a
mechanism in which the cholinergic decremental pathway can
lead to behavioral effects commonly observed in animals, such
as latent inhibition, extinction, and persisting behavior.

Results

A neural network abstracting the known functional neuroanato-
my for attentional pathways was constructed (Fig. 1; see Materials
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and Methods). It consisted of an Input area, a Decremental area
(which loosely corresponds to the hippocampus and cingulate),
a Modulated input area, an Action selection area, and one neuro-
modulatory cholinergic area (MS/VDB). In our model, we define
the cholinergic decremental (attentional) pathway as the MS/
VDB projections to the Decremental area. We investigated the
role of this decremental pathway with separate simulated experi-
ments targeting specific cognitive behaviors, such as first order as-
sociative learning, latent inhibition, extinction, and reversal
learning. Simulated lesions of the cholinergic system (MS/VDB)
were conducted during each experiment to elucidate the different
roles of a decremental pathway.

During a typical trial, our model had to learn that only one
cue out of two predicted a positive reward. On each trial, the model
was first presented with two cues simultaneously during an
observation period (see Fig. 1B) by setting the activation of both
neurons of the Input area to one. The activation of these two
units then propagated to both the Modulated input and the
Decremental areas (as shown in Fig. 1A). Over time, the plastic con-
nections between the Decremental area and the MS/VDB were
strengthened, causing increased neural activity in MS/VDB. This
triggered the release of ACh on synapses to the Decremental layer,
resulting in amplification of the signal coming from the input
layer. With this boost, the Decremental layer neurons strongly
inhibited the corresponding units in the Modulated input layer.
The main function of the ACh decremental pathway was therefore
to regulate the Decremental area in order to cause a strong inhi-
bition of the Modulated input area. The Modulated input area
integrated excitation from input neurons with inhibition from
Decremental neurons, and propagated activity into the Action se-
lection area. An action was then selected if the activation of one of
the units was >0.5 and was greater than that of the other unit. This
resulted in a second round of activation propagation through the
network during the second part of the trial (action period), in
which only the selected unit was activated in the input layer. If,
however, neither action was clearly selected during the first part
of the trial, an action was chosen at random and the network
was presented with the corresponding stimulus. The connections
between the Modulated input and the Action selection areas
were subject to a reward-dependent Hebbian learning rule, which
increased the connection strength every time the model made
a correct action and received a reward, and slowly decreased the
connection strength otherwise. Over a number of trials, one con-
nection became much stronger than the other, causing the model
to select the rewarding stimulus and ignore the nonrewarding
one. We have to emphasize that since the ACh decremental path-
way could regulate the Decremental area in order to reduce the
activity of the Modulated input area, it could hinder Hebbian
learning indirectly. Therefore, the decremental pathway played
an indirect but important role in reinforcement learning for the
present experiments.

For all the experiments we conducted, a trial ran for 20 time-
steps (10 for the observation period, 10 for the action period). One
time-step in our simulation would correspond to ~100 ms in real
time. More modeling details can be found in the Materials and
Methods section.

First order associative learning

Behavioral data

In the first order associative learning task, the model had to
learn that one cue was predictive of a reward (see Fig. 2, Task 1).
In this experiment, the model had not previously encountered
the cues. The experiment continued until the model had learned
and performed 10 consecutive correct choices (criterion). We
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Figure 2. Setup of the experiment consisting of four different tasks
involving first order associative learning, latent inhibition, extinction,
and reversal learning. For first order associative learning, latent inhibition,
and reversal learning, the criterion consisted of 10 consecutive correct
trials. For the extinction task, the criterion was met when 10 random
errors were committed. Simulated lesions of the MS/VDB were conducted
in some of the trials as denoted by the vertical arrow.

recorded the number of trials to criterion needed to perform the
task (Fig. 3).

In this task, a lesion of the MS/VDB did not impair associat-
ive learning significantly (P-value >0.45). In order to test if an in-
cremental pathway could play the same role as the decremental
pathway, we changed the type of the projections between the
Decremental area and the Modulated input area from inhibitory
to excitatory (INC) and saw that it did not have any significant ef-
fect (P-value >0.85). This experiment demonstrated that the MS/
VDB was not necessary to perform a simple first order associative
learning task.

Neural analysis

Figure 4 shows plots of the neural activity and the strength of plas-
tic synapses changing over time, as well as the number of correct ac-
tions performed in a row during a typical run, until the criterion
was reached. In this example, the model learned to complete
the task in 13 trials (260 time-steps). The first plot at the top of
the figure shows the activity of the Input area over time. During
the observation period of each trial, both neurons were activated.
During the action period, only the neuron corresponding to
the selected cue was activated. The second plot shows the activity
of the Decremental area. In the third plot, the synaptic strength
(weight) of the connections between the Decremental area and
the MS/VDB is shown. The model performed this task quite rap-
idly so the increase of these weights was barely noticeable. In the
fourth plot, the MS/VDB did not have the time to learn because
the number of trials was small, and thus its activity was minimal.
The fifth plot shows the activity of the Modulated input area,
which was high since it did not receive a strong inhibitory input
from the Decremental area. In the sixth plot, the synaptic strength
of a connection between the Modulated input area and the Action
selection area is shown. The synaptic strength started to increase
rapidly after 30 time-steps due to Hebbian learning modulated by
the reward received whenever the model was making a correct ac-
tion. As the weight kept increasing, the activity of the neuron of
the Action selection area corresponding to the correct action
kept increasing as well. The last plot shows that the model learned
to make the correct choice, and reached the criterion very rapidly.

Latent inhibition

Behavioral data

In the latent inhibition task (see Fig. 2, Task 2), we tested the mod-
el’s ability to condition to a previously exposed stimulus (Chiba
et al. 1995; Baxter et al. 1997). During this task, the model had
to learn that a previously irrelevant cue predicted a reward. The
setup of this experiment was the same as that of the first order as-
sociative learning experiments except that it was divided in two
phases. During the first phase, no reward was given, causing the
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model to make random actions. During the second phase, a re-
ward was introduced and the model had to learn that this previ-
ously irrelevant cue now predicted a reward. We recorded the
number of trials to criterion (Fig. 5) needed to perform the task
after the preexposure period of 40 trials (800 time-steps). Figure
5 shows that the intact model (control) exhibited latent inhibi-
tion, meaning that more trials were necessary in order to reach
the criterion in this experiment than in the associative learning
task described above. The number of trials to criterion decreased
significantly when the MS/VDB was lesioned (P-value <7.9 x
1072?). Similar to a MS/VDB lesion, changing the type of the pro-
jections (INC) from the Decremental area to the Modulated input
area also impaired significantly latent inhibition (P-value <1.4 x
10728). This experiment demonstrated that the cholinergic dec-
remental pathway was necessary for latent inhibition. Lesioning
the MS/VDB disrupted latent inhibition and the model performed
associative learning as rapidly as in the previous task.

Neural analysis

Figure 6 shows the neural activity, the strength of plastic synapses,
and the number of correct actions performed in a row during a
typical run with the intact (Control) model. In this example,
the model learned to complete the task in 29 trials (580 time-
steps) after the preexposure period of 40 trials (800 time-steps).
The activity of Neuron 1 in the Decremental area increased rap-
idly after 820 time-steps, and Neuron 2’s activity increased rapidly
after 1000 time-steps. The ACh emitted from the MS/VDB caused
this change of activity by modulating the gain of targeted neu-
rons. The activity of the MS/VDB increased when the strength
of its input synapses also increased. With high activity, the
Decremental area inhibited strongly the Modulated input area,
causing a large drop in activity. Compared to the previous exper-
iment, the synaptic strength of one of the connections between
the Modulated input area and the Action selection area increased
quite slowly. As the weight kept increasing, the activity of the neu-
ron of the Action selection area corresponding to the correct ac-
tion kept increasing slowly as well. These results show that the
ACh decremental pathway could indirectly hinder Hebbian learn-
ing by regulating the Decremental area to cause a strong inhi-
bition of the Modulated input area, and therefore played an
indirect but important role in reinforcement learning. The last
plot shows that the model made a certain number of errors before
it reached the criterion. This experiment showed that the strong

=1

Bl Associative learning

Trials to criterion
& (=] =)

n

Control Lesion MS/VDB INC

Figure 3. First order associative learning task. Bars represent means *
SD for 100 task runs. Lesion of the MS/VDB did not impair associative
learning. Changing the type of the projections (INC) from the Decremen-
tal area to the Modulated input area did not have any effect either.
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Figure 4. Response of the model during first order associative learning task. Plots showing the neural activity, the strength of plastic synapses, and the
number of correct actions performed in a row during a typical run, until the criterion was reached. In this example, the network learned to complete the
task in 13 trials (260 time-steps). The first plot at the top of the figure shows the activity of the Input area over time. During the observation period of each
trial, both neurons were activated. During the action period, only the neuron corresponding to the selected cue was activated. The second plot shows the
activity of the Decremental area. In the third plot, the synaptic strength (weight) of the connections between the Decremental area and the MS/VDB is
shown. The model performed this task quite rapidly so the increase of these weights was barely noticeable. In the fourth plot, the MS/VDB did not have
the time to learn because the number of trials was small, and thus its activity was minimal. The fifth plot shows the activity of the Modulated input area,
which was high since it did not receive a strong inhibitory input from the Decremental area. In the sixth plot, the synaptic strength of a connection
between the Modulated input area and the Action selection area is shown. The synaptic strength started to increase rapidly after 30 time-steps due to
Hebbian learning modulated by the reward received whenever the model was making a correct action. As the weight kept increasing, the activity of
the neuron of the Action selection area corresponding to the correct action kept increasing as well. The last plot shows that the model learned to
make the correct choice, and reached the criterion very rapidly. In every run of associative learning task, the MS/VDB did not have sufficient time to

learn and its activity was always minimal.

inhibition of the modulated input coming from the decremental
area caused a difficulty in learning (latent inhibition).

Figure 7 shows the effect of MS/VDB lesion during this task.
In this example, the model learned to complete the task in 12 tri-
als (240 time-steps) after the preexposure period of 40 trials (800
time-steps). The activity of the action selection neuron corre-
sponding to the correct action increased rapidly over time, as in
Task 1. In this example, connections from the Decremental area
to the MS/VDB increased slowly over time until the MS/VDB
was lesioned at 800 time-steps. The Decremental area was not
strongly inhibiting the modulated input area, and therefore did
not cause a difficulty in learning (i.e., no latent inhibition).

Extinction

Behavioral data

In the extinction task (see Fig. 2, Task 3), we measured the persev-
erative behavior of the model toward a previously conditioned
stimulus. After learning that a cue predicted a reward, the model
had to learn that this previously relevant cue no longer predicted
areward. The setup of this experiment was similar to the latent in-
hibition experiment except that the two phases were reversed.
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During the first phase, the model learned that one cue predicted
a reward. During the second phase, no reward was given and the
model had to stop persisting by not attending to the previously re-
warding cue. We recorded the number of trials to extinction crite-
rion needed to perform the task, after the first learning criterion
was reached (Fig. 8).

A simulated lesion of the MS/VDB during the extinction
caused a significant increase of perseverative behavior, as indicat-
ed by the significantly higher number of trials to extinction crite-
rion needed to perform the task (P-value <7.5 x 10~2%7). Similar
to a MS/VDB lesion, changing the type of the projections (INC)
from the decremental area to the modulated input area increased
significantly the number of trials to extinction criterion compared
to the control group (P-value <5.8 x 1072*%) and the lesioned
group (P-value <1.2 x 107*!). This experiment demonstrated
that the ACh decremental pathway was necessary to decrease at-
tention and stop perseverative behavior during an extinction task.

Neural analysis

Figure 9 shows the neural activity, the strength of plastic synapses,
and the number of correct actions performed in a row during a
typical run, until the extinction criterion was reached. In this
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Figure 5. Latentinhibition task. Bars represent means =+ SD for 100 task

runs. The intact model exhibited latent inhibition. Lesion of the MS/VDB
disrupted latent inhibition and the model performed associative learning
very rapidly. Changing the type of the projections (INC) from the Decre-
mental area to the Modulated input area also impaired latent inhibition.
(*) Statistically significant difference with P-value <1.4 x 10728,

example, the model reached the first criterion in 10 trials (200
time-steps), and then persisted for 33 more trials (660 time-steps)
before reaching the extinction criterion. The activity of the action
selection neuron corresponding to the correct action increased
rapidly over time until the first criterion was reached. After 640

No reward

time-steps, the activity of the decremental area increased rapidly
and caused a strong inhibition of the modulated input area.
This allowed the model to stop persisting and reach the extinction
criterion relatively rapidly.

Figure 10 shows the effect of MS/VDB lesion during this task.
In this example, the model learned to complete the task in 11 tri-
als (220 time-steps) but then persisted for 83 more trials (1660
time-steps). The activity of the action selection neuron corre-
sponding to the correct action increased rapidly over time until
the first criterion was reached. Due to the lesioned MS/VDB, the
decremental area could not strongly inhibit the Modulated input
area. The model persisted in choosing the previously rewarded cue
for a long time until the synaptic strength of the Action selection
area’s input connection decayed enough to a point where the re-
sulting activity of the Action selection area was below 0.5 and the
extinction criterion was reached.

Reversal learning

Behavioral data

In the reversal learning task, the model initially had to learn that
one cue was predictive of reward and, once the learning criterion
was reached, a reversal was introduced and the model had to learn
that the other cue was the reward predictor (see Fig. 2, Task 4). We
recorded the number of trials needed to reach the criterion during
the first period of associative learning, as well the number of trials
needed to reach the criterion during the reversal learning period
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Figure 6. Response of the intact model during latent inhibition task. Plots showing the neural activity, the strength of plastic synapses, and the number

of correct actions performed in a row during a typical run until the criterion was reached. In this example, the network learned to complete the task in 29
trials (time-steps 800—-1380). The activity of the action selection neuron corresponding to the correct action increased slowly over time due to Hebbian
learning modulated by reward. In this example, connections from the Decremental area to the MS/VDB increased slowly over time causing a strong in-
crease of activity after 800-1000 time-steps. ACh from the MS/VDB changed the gain of the Decremental area causing a net increase of activity. The
Decremental area then strongly inhibited the Modulated input area causing a difficulty in learning (e.g., latent inhibition).
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Figure 7. Response of the model during latent inhibition task with simulated lesion of MS/VDB. Plots showing the neural activity, the strength of plastic

synapses, and the number of correct actions performed in a row during a typic

al run, until the criterion was reached. In this example, the network learned

to complete the task in 12 trials (240 time-steps). The activity of the action selection neuron corresponding to the correct action increased rapidly over
time due to Hebbian learning modulated by reward. In this example, connections from the Decremental area to the MS/VDB increased slowly over time

until the MS/VDB was lesioned at 800 time-steps. Therefore, the Decrement:
cause a difficulty in learning (i.e., latent inhibition).

(Fig. 11). We also recorded the number of perseverative and ran-
dom errors committed by the model (Fig. 12) after the reversal.

The intact model performed the task successfully and
reached the first criterion quite rapidly but, as expected, had
more difficulties after the reversal was introduced and reached
the second criterion with a significantly higher number of trials
(P-value <2.7 x 10~ '%3). A simulated lesion of the MS/VDB dur-
ing reversal learning drastically impaired performance and the
number of trials to criterion during the reversal period increased
significantly compared to the control group (P-value <3.8 x
10~ '87). Furthermore, the number of perseverative errors commit-
ted by this group (Fig. 12) was significantly higher than the num-
ber of perseverative errors committed by the control group
(P-value <4.9 x 10723%), showing that the lesioned model did
not decrease its attention to the previously rewarding cue.
Changing the type of the projections (INC) from the decremental
area to the modulated input area also strongly impaired perfor-
mance and the number of trials to criterion increased significantly
compared to the control group (P-value <3.3 x 107'%%) and the
lesioned group (P-value <9.5 x 10~ '3). The number of persevera-
tive errors committed by the INC group (Fig. 12) was significantly
higher than the number of perseverative errors committed by the
control group (P-value=7 x 1072*?) and the lesioned group
(P-value <1.5 x 10~%*). This experiment demonstrated again
that the ACh decremental pathway was necessary to decrease at-
tention to a cue that previously predicted a reward, and stop per-
severative behavior.
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al area was not strongly inhibiting the Modulated input area, and did not

Neural analysis

Figure 13 shows the neural activity, the strength of plastic synap-
ses, and the number of correct actions performed in a row during a
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Figure 8. Extinction task. Bars represent means = SD for 100 task runs.
Lesion of the MS/VDB during the extinction caused a significant increase
in perseverative behavior. Changing the type of the projections (INC)
from the Decremental area to the Modulated input area also caused stron-
ger perseverative behavior. (*) Statistically significant difference with
P-value <1.2 x 103",
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Figure 9. Response of the intact model during the extinction task. Plots showing the neural activity, the strength of plastic synapses, and the number of

correct actions performed in a row during a typical run, until the extinction criterion was reached. In this example, the network learned to complete the
task in 10 trials (200 time-steps) and then persisted for 33 trials (660 time-steps). The activity of the action selection neuron corresponding to the correct
action increased rapidly over time due to Hebbian learning modulated by reward. After 640 time-steps, the activity of the Decremental area increased
radically and caused a strong inhibition of the Modulated input area allowing the system to stop persisting.

typical run, until the criterion was reached after the reversal. In
this example, the model learned the first association in 12 trials
(240 time-steps), and the reversal in 40 more trials (800 time-
steps). After 700 time-steps, the activity of the decremental area
increased rapidly and caused a strong inhibition of the modulated
input area allowing the system to stop persisting. The model then
learned to associate the other cue with the reward. When the MS/
VDB was lesioned after the reversal (Fig. 14), the Decremental area
could not inhibit strongly the Modulated input area. The system
then persisted for a long time until the synaptic strength of the
Action selection area’s input connection decreased enough to a
point where the resulting activity of the Action selection area
was below 0.5. Thereupon, the model made random choices and
eventually learned that the other cue was now the reward predic-
tor. In this example, the model learned the first association in 14
trials (280 time-steps), and the reversal in 80 more trials (1600
time-steps). In this experiment, we clearly saw that lesioning the
MS/VDB drastically increased the perseverative behavior of the
model.

Discussion

The present paper demonstrated that a neuronal pathway with
the ability to learn what stimuli should be ignored is important
to: (1) decrease attention to a cue that previously predicted a re-
ward; (2) prevent perseverative behavior when reward contingen-
cies change (e.g., in extinction or reversal learning tasks); and
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(3) show latent inhibition to previously uninteresting cues. How-
ever, this pathway was not necessary to increase attention to cues
in a task such as first order associative learning. We suggest that
these functions are carried out in the brain by cholinergic projec-
tions from the medial septum/ventral diagonal band (MS/VDB)
to the hippocampus and cingulate. This pathway modulates ac-
tivity in brain areas to properly allocate the attention to stimuli
in the environment necessary for adequate learning to occur
and fluid behavior to be maintained. Specifically, our model sug-
gests a mechanism in which the ACh decremental pathway regu-
lates attention through MS/VDB cholinergic projections to areas
that can inhibit reinforcement learning. In our model, the ACh
decremental pathway hindered Hebbian learning by regulating
the Decremental area to strongly inhibit the Modulated input
area. If this pathway was altered in our model, the learning neces-
sary for latent inhibition, extinction, and reversal learning was
impaired.

Both classic and recent experiments examining attention
in rodents have revealed a complex set of processes that act in
the service of learning and goal directed action (Holland and
Maddux 2010). These may include regulation of overall level of
arousal, regulation of the breadth of attention, modulation of at-
tention by temporal factors, direction of action, and, separately,
incrementing and decrementing attention to particular variables
present in the environment (e.g., to sights or sounds). Classic
associative learning theory states that alterations in attentional
processing, defined as decremental, occur when a stimulus pro-
vides no new predictive information, whereas alterations in
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Figure 10. Response of the model during an extinction task with a simulated lesion to MS/VDB. Plots showing the neural activity, the strength of plastic

synapses, and the number of correct actions performed in a row during a typical run, until the extinction criterion was reached. In this example, the
network learned to complete the task in 11 trials (220 time-steps) but then persisted for 83 trials (1660 time-steps). The activity of the action selection
neuron corresponding to the correct action increased rapidly over time due to Hebbian learning modulated by reward. Because of the MS/VDB lesion, the
Decremental area could not inhibit strongly the Modulated input area. The system then persisted for a long time until the synaptic strength decreased
enough to a point where the resulting activity of the action selection area decreased below 0.5 and the extinction criterion was reached.

attentional processing in the form of incremental changes occur
when expectations regarding future events are violated (Pearce
and Hall 1980). Based on this notion, augmentation of attention
to the stimulus should be achieved by altering its relationship
with future events. A great deal of behavioral data gathered from
intact rats supports this claim (Pearce et al. 1988; Wilson et al.
1992; Holland and Gallagher 1993). A body of work demonstrated
that the basal forebrain cholinergic projections emanating from
the SI/nBM to the parietal cortex are essential for increment-
ing attention (Chiba et al. 1995; Bucci et al. 1998), whereas the
basal forebrain cholinergic projections emanating from the
MS/VDB region of the basal forebrain are essential for decrement-
ing attention (Han et al. 1995; Baxter et al. 1997). Thus, a double
dissociation between the subset of cholinergic projections es-
sential for incremental and decremental attention is evident.
Despite the discrete projections of these neuronal subregions,
they exist as a continuum within a large swath of the basal
forebrain, with adequate opportunity to interact at the level of
the basal forebrain and again at the level of the prefrontal cortex
(Zaborszky 2002). Reflective of this anatomy, these subregions
must act both independently and synchronously in situations
that go beyond the elegance and control of classical conditioning
tasks. Learning environments that possess the noisy statistics of
the natural ecology mandate a synthesis of incremental and dec-
remental processes, enabling fluid attentional performance and
efficient learning.
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Cholinergic modulation is thought to increase attention and
encode novel information. It has been proposed that cholinergic
neurons mediate selective increases in attention in proportion to
the probabilistic uncertainty of stimulus predictions, a degree of
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Figure 11. Reversal learning task. Bars represent means = SD for 100
task runs. Lesion of the MS/VDB during the reversal drastically impaired
performance. Changing the type of the projections (INC) from the Decre-
mental area to the Modulated input area also strongly impaired perfor-
mance. (*) Statistically significant difference with P-value <9.5 x 1072,
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modulation that would facilitate stimulus detection, and would
theoretically mediate selective increases of attention to stimuli
that can predict relevant outcomes in the environment (Yu and
Dayan 2002). However, such theories do not accommodate for
decremental processes that are undoubtedly intermingled and es-
sential for balancing expectations about the world. Hasselmo also

Criterion

INPUT

proposed, from experimental evidence, that acetylcholine may
enhance encoding by augmenting the influence of external affer-
ent input, and reduce the synaptic transmission at excitatory re-
current feedback synapses within cortical structures (Hasselmo
and McGaughy 2004). While these processes could enhance exter-
nal afferent input and filter out irrelevant information, they do
not involve a separate cholinergic pathway that learns to ignore.

In order to test hypotheses concerning decrementing atten-
tion, we focused on the way a specific pathway can decrease atten-
tion by regulating reinforcement learning and action selection.
We introduced simple neural mechanisms involving ACh gain
modulation and inhibition as a way to regulate conditioned stim-
ulus processing, reinforcement learning, and action selection. The
model presented in this work was able to replicate experimental
results of different studies where rats had to perform similar tasks,
and was used to make a prediction on the role the MS/VDB on re-
versal learning (Table 1).

Role of the MS/VDB during first order associative learning
We observed that the MS/VDB in our model played no significant
role during first order associative learning (Table 1; Figs. 3, 4). The
model performed this task quite rapidly and the MS/VDB did not
have the time to learn which cue was irrelevant, and thus its activ-
ity and ACh contribution were minimal. In this simple task where
the cues were novel, the model did not have time to learn a priori
so the MS/VDB played no significant role during first order associ-
ative learning.

A lesion of the cholinergic MS/VDB neurons in rats also
showed no effect on learning a rewarded location in a single envi-
ronment (Table 1; Janisiewicz et al. 2004). In this study, rats that
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Response of intact model during the reversal learning task. Plots showing the neural activity, the strength of plastic synapses, and the

number of correct actions performed in a row during a typical run, until the criterion was reached. In this example, the network learned the first asso-
ciation in 12 trials (240 time-steps), and the reversal in 40 trials (800 time-steps).
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Figure 14. Response of the model during a reversal learning with a simulated lesion of the MS/VDB. Plots showing the neural activity, the strength of
plastic synapses, and the number of correct actions performed in a row during a typical run, until the criterion was reached. In this example, the network
learned the first association in 14 trials (280 time-steps), and the reversal in 80 trials (1600 time-steps). Lesioning the MS/VDB drastically increased the

perseverative behavior of the network.

received lesions of cholinergic neurons in the MS/VDB were test-
ed on a conditional associative learning task. The authors con-
structed two environments using an octagon and a cube, which
displayed different visual cues on their walls. The location of re-
ward differed between the two environments. Rats were trained
on one environment and then introduced to a second environ-
ment for discrimination, or rats were trained on both environ-
ments concurrently. The findings of these experiments showed
that MS/VDB lesions had no effect on learning a rewarded loca-
tion in a single environment. However, MS/VDB lesioned rats
were impaired when the two parts (environments) of the con-
ditional problem were presented concurrently, suggesting that
active suppression of attention was necessary in this case. Janisie-
wicz and Baxter (2003) looked at the performance of rats on a con-
ditional task, in which one or two visual stimuli directed the rat
to respond to an illuminated panel on the left or right. Control
rats with experience on other visual tasks performed better than
MS/VDB-lesioned rats with similar experience, whereas this effect
was reversed in naive rats. From these results, the authors suggest-
ed that MS/VDB cholinergic neurons play a particular role in the
transfer of behavioral experience, rather than a specific role in as-
sociative learning.

Role of the MS/VDB during latent inhibition

In our experiments, simulated lesions of the MS/VDB showed that
it was necessary for latent inhibition, a difficulty in conditioning
to a previously exposed stimulus (Table 1; Figs. 5-7). The intact
model exhibited latent inhibition, meaning that more trials

www.learnmem.org

114

were necessary in order to reach the criterion in this experiment
than in the previous one. The latent inhibition simulations sug-
gest that the ACh decremental pathway could hinder reinforce-
ment learning indirectly, by causing the Decremental area to
cause a strong inhibition of the Modulated input area. The num-
ber of trials to criterion decreased significantly when the MS/VDB
was lesioned. Therefore, lesioning the MS/VDB disrupted latent
inhibition and the model performed associative learning as rapid-
ly as in the previous task. In the lesion case, the Decremental area
was not modulated by ACh, did not strongly inhibit the Modu-
lated input area, and thus did not interfere with learning (i.e.,
no latent inhibition). From these and the previous experiments,
we predict that injections of an ACh agonist into the target of
the MS/VDB (e.g., cingulate, hippocampus) during early task

Table 1. Comparison of the behavior between the simulated
MS/VDB lesioned model and similar experimental studies

ACh lesion MS/VDB

Experiments Rat Model

First order associative No effect (Janisiewicz et al. No effect
learning 2004)

Latent inhibition (LI)  Impaired LI (Baxter et al. 1997) Impaired LI

Extinction Increased persistence Increased

(nonspecific lesion) (Feldon
and Gray 1979)

No data (to the authors’
knowledge)

persistence

Increased
persistence

Reversal learning
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learning would cause a difficulty in reinforcement learning simi-
lar to latent inhibition. That is, attention to the new stimuli would
be suppressed.

Our results are comparable to experimental evidence show-
ing that lesions of cholinergic projections from the MS/VDB
to the hippocampus disrupt latent inhibition (Table 1; Baxter
et al. 1997). In this study, an experiment was designed to test la-
tent inhibition, which is the slower learning of a previously ex-
posed, uninformative stimulus. Control rats showed diminished
conditioning to a preexposed stimulus, as compared with the nov-
el stimulus. However, conditioning to the novel and preexposed
cues occurred at the same rate in the MS/VDB lesioned rats.

Role of the MS/VDB during extinction

A lesion of the MS/VDB in our model disrupted extinction by in-
creasing perseverative behavior (Table 1; Figs. 8—10), as indicated
by the significantly higher number of trials to an extinction crite-
rion needed to perform the task. This experiment demonstrated
that the ACh decremental pathway was necessary to decrease at-
tention and prevent perseverative behavior.

Similarly, experiments showed that rats with nonspecific le-
sions of the MS had an increased resistance to extinction (Table
1; Feldon and Gray 1979). In this study, experiments were con-
ducted in a straight alley with food reward on continuous or par-
tial reinforcement. The authors found that MS lesions greatly
increased resistance to extinction especially during partial rein-
forcement. However, a lesion of the dorsolateral septal (LS) area
had an inverse effect as a decrease in resistance to extinction
was observed. Their results demonstrated a clear double dissocia-
tion between the effects of MS and LS lesions, especially for the
partial reinforcement condition. We predict that specific ACh le-
sions of the MS/VDB would show a similar effect where rats would
exhibit strong perseverative behavior.

Role of the MS/VDB during reversal learning

During reversal learning, the number of trials to criterion in-
creased significantly when the MS/VDB was lesioned, and result-
ed in a significant increase in the number of perseverative errors
(Table 1; Figs. 11-14). In this experiment, we showed that our
model could generalize to another form of learning using the
same mechanisms where we demonstrated that the ACh decre-
mental pathway was important to decrease attention and stop
perseverative behavior. To the best of our knowledge, no experi-
mental evidence currently exists to support or disprove this claim.
This leads us to predict that the cholinergic lesions of the MS/VDB
in rats would impair reversal learning and cause stronger persever-
ative behavior.

Many studies have shown different effects of brain lesions
during reversal learning (Ragozzino and Choi 2004; Floresco
et al. 2008; Clarke et al. 2011). Most relevant to the present
work, Tait and Brown (2008) showed that selective lesions of the
SI/nBM cholinergic neurons did not result in impairments of re-
versal learning or set-shifting. However nonselective lesions im-
paired reversal learning and interfered with the formation of an
attentional set. Moreover, inactivation of the dorsal anterior cin-
gulate in rats was shown to increase never reinforced errors, but
not perseveration (Ragozzino and Rozman 2007). Furthermore, le-
sions of the medial prefrontal cortex and hippocampus increased
perseverative errors. By contrast, lesions of the anterior cingulate
cortex increased random errors (Kosaki and Watanabe 2012). Our
model focused on the MS/VDB and its possible influence on many
of these areas, such as the hippocampus and the cingulate, includ-
ing the anterior cingulate, which is part of the mPFC. We would
predict that a cholinergic antagonist in these areas would impair
reversal learning.
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Neuroanatomy of the decremental pathway

We have to emphasize that our abstract model was used to imple-
ment attentional processes that may not take the form of distinct
areas, but instead suggests canonical operations occurring within
executive, sensory, and motor systems. However, an analogy be-
tween our model and known neural circuits can be attempted.

Baxter hypothesized (Baxter et al. 1997) that the hippocam-
pus projected to cholinergic neurons in the MS/VDB in order to
regulate processing in cortical (cingulate) and subcortical targets
(hippocampus). Evidence for projections from the MS/VDB to
the cingulate (Gaykema et al. 1990; Hoover and Vertes 2007),
and from the hippocampus to the MS/VDB (Swanson 1977;
Gaykema et al. 1991) supports this theory. Alternatively, the hip-
pocampus projects indirectly to the basal forebrain through the
nucleus accumbens (NAc) (Zahm 1999). Weiner's switching mod-
el of latent inhibition also involves hippocampus projections to
the NAc (Weiner and Feldon 1997).

In our model, the Decremental area in Figure 1 roughly cor-
responds to the hippocampus and cingulate combined. The Dec-
remental area projects to cholinergic neurons in the MS/VDB.
These neurons project back to the Decremental area. Finally, the
Decremental area projects to an Action selection area with inhib-
itory connections. Based on our model and experiments, we pre-
dict that ACh from the MS/VDB modulates the outputs of the
hippocampus and cingulate having inhibitory effects on an ac-
tion selection area, possibly the basal ganglia.

In our model cholinergic projections from the MS/VDB have
specific neural targets in the Decremental area. Although such a
direct mapping has not been shown experimentally, contempo-
rary anatomical theories suggest a highly differentiated topo-
graphic organization of the projections from the cholinergic
system (Price and Stern 1983; Walker et al. 1985; Koliatsos et al.
1988; Gaykema et al. 1990; Zaborszky 2002; Zaborszky et al.
20035, 2008). Furthermore, the debate on targeted versus volume
transmission of ACh is still ongoing, and evidence has been
shown to support both modes (Sarter et al. 2009b). Finally, the tar-
geted effect of ACh might also be explained by glutamatergic pro-
jections from the thalamic mediodorsal (MD) nucleus projections
to the PFC, which target the terminals of cholinergic neurons that
mediate attentional processes (Sarter et al. 2009a; Hasselmo and
Sarter 2011; Sarter and Paolone 2011).

Contribution of present model

In the present paper, we constructed and formalized a neural net-
work, which was based on a theoretical model and experimental
evidence for decremental attention (Baxter et al. 1997), to repli-
cate experimental results. From this simulation work, we make
the following predictions: (1) The ACh decremental pathway
helps prevent perseverative behavior and this would be evident
if this pathway was lesioned during a reversal learning task; (2) in-
jections of an ACh agonist into the targets of the MS/VDB (e.g.,
cingulate, hippocampus) during early task learning would cause
a difficulty in reinforcement learning; (3) specific ACh lesions
in the MS/VDB would increase perseverative behavior during
an extinction task; and (4) ACh from the MS/VDB modulates
the outputs of the hippocampus and cingulate cortex that can re-
sult in inhibitory effects on an action selection area (e.g., the basal
ganglia).

To the best of our knowledge, no modeling studies have in-
vestigated how ACh can decrement attention using a specific
pathway and showed its role in tasks involving associative learn-
ing, latent inhibition, extinction, and reversal learning. Our
goal was to use a relatively simple model in order to investigate
the roles of the cholinergic decremental pathway in a model
performing these tasks. In this paper, we demonstrated how
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acetylcholine from the MS/VDB can modify the neural dynamics
within a decremental attentional pathway, and also demonstrated
how ACh from the MS/VDB was important to decrease attention
to nonrewarding cues. Changing the Decremental area into an
Incremental area (INC) resulted in the inability to demonstrate la-
tent inhibition and reduce perseverative behavior, emphasizing
the role of the ACh decremental pathway. We implemented ace-
tylcholine in our model based on biological mechanisms where
ACh from the MS/VDB increased the gain of input connections
from sensory neurons to neurons in the Decremental area.
Experimental evidence has shown that acetylcholine modulates
cortical pyramidal cells in order to enhance the response to sen-
sory input, therefore changing the gain of input connections to
target neurons (Hasselmo and McGaughy 2004; Sarter et al. 2005).

The role of ACh in attention has been investigated with sev-
eral computational models, but these models have focused main-
ly on incrementing attention and the SI/nBM portion of the basal
forebrain (Grossberg and Versace 2008; Deco and Thiele 2011;
Avery et al. 2012a). For example, Yu and Dayan (2005) developed
a Bayesian model where cholinergic and noradrenergic (NE) sys-
tems responded to expected and unexpected uncertainty, respec-
tively, in an extended Posner task. For each trial, they presented
five different colored cues pointing right or left, then a target
was shown at one location (left or right). One of the cues predicted
the target location with a certain probability. ACh in their model
tracked expected uncertainty that corresponded to the invalidity
of the predictive cue. NE tracked unexpected uncertainty that was
introduced in the task by changing the cue predicting the target
location (e.g., from red to blue). Lesions of these neuromodula-
tory systems decreased the performance of their model, which
led to increased perseverative errors. Following Yu and Dayan’s
ideas, Avery et al. (2012b) created a neural model of the choliner-
gic and noradrenergic systems tracking uncertainty and, in turn,
influencing cortical processing through nicotinic enhancement
of thalamocortical input, muscarinic regulation of corticocortical
feedback, noradrenergic mediation of a network reset, locus coe-
ruleus (LC) activation of the basal forebrain (BF), and cholinergic
and noradrenergic balance between sensory input and frontal cor-
tex predictions. This model focused on the influence of ACh and
NE neuromodulation on a bottom-up versus a top-down pathway.
In this model, lesions of the neuromodulatory systems also de-
creased performance and resulted in more perseverative errors.
Both Yu’s and Avery’s models captured the incremental aspect
of attention but did not accommodate for decremental attention-
al processes. Although these models implicate the noradrenergic
system in preventing perseverative behavior, we doubt that they
would exhibit latent inhibition as shown by our model and empir-
ical evidence, which implicates the ACh decremental pathway
as necessary for latent inhibition. In the future, models used to
study the role of ACh on attention should not only focus on the
incremental pathway, but should also include the decremental
pathway.

Previous models have demonstrated latent inhibition
(Schmajuk et al. 1996; Weiner and Feldon 1997). Most pertinent
to our work, Gomond and Salotti (2006) built a neural network
that could perform associative learning and also exhibit latent in-
hibition. This model was based on the Schmajuk-Lam-Gray
(SLG) neural network model (Schmajuk 2005) that can exhibit
many of the properties of latent inhibition. In the SLG model, pre-
dictions of future events are calculated and the system compares
observed and predicted events in order to compute novelty.
Novelty is then used to control attention to stimuli, modify pre-
dictions, and inhibit ongoing behavior. Gomond’s model was
composed of three distinct modules, one for the perception of
stimuli, one for associative learning, and one for the selection of
behaviors. The model included “time battery” units that acted
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as delay neurons and were mainly responsible for conditioning,
prediction making, and the associative learning between percep-
tion, motivation, and action. Their architecture was designed as
an action-selection mechanism for the processing of the stimuli
and also for the perception-reward-action learning. However,
their model did not include cholinergic modulation and study
its role in latent inhibition. Moreover, their model was not based
on neurophysiological findings and therefore did not make any
predictions on specific mechanisms involved in the brain.

We should emphasize that the study of ACh levels in the hip-
pocampus, although seemingly important for encoding informa-
tion (Hasselmo and McGaughy 2004; Hasselmo 2006; Micheau
and Marighetto 2011), was not the focus of the research presented
here. In our model, the level of ACh is initially low, and increases
slowly over time as the MS/VDB learns. This response profile was
used to model the complex interactions between the hippocam-
pus, the MS/VDB, and the cingulate, where the decremental path-
way has been shown to be necessary for latent inhibition.
However, we believe that the ACh release from MS/VDB neurons
in a real brain would show complex patterns with phasic and
tonic components. Although phasic cholinergic transients in the
PFC have been shown to be important for cue detection (Parikh
et al. 2007; Parikh and Sarter 2008), a tonic level of ACh has also
been observed during entire sessions which might be correlated
with performance (Parikh et al. 2007; Parikh and Sarter 2008). Fur-
thermore, we did not consider the MS/VDB'’s role in encoding nov-
el memories as has been shown by others. However, based on our
experiments, we would predict that injections of an ACh agonist
into the target of the decremental pathway (e.g., cingulate, hippo-
campus) during early task learning would cause a difficulty in
learning new memories because it would suppress attention to
the novel stimuli, in a similar fashion to latent inhibition. It would
be of interest to test the present model of decrementing attention
in a memory task similar to those of Hasselmo and McGaughy
(2004), Hasselmo (2006), and Micheau and Marighetto (2011).

Finally, the ability to increase attention to novel or uncertain
stimuli requires the ACh incremental pathway and not the decre-
mental pathway (see above). An interesting extension to this work
would be to model both pathways and show how they could be
complementary and cover different aspects of attentional process-
es such as increasing responses to salient, unexpected, and reward-
ing stimuli, as well as ignoring irrelevant ones, but also disregard
salient and novel stimuli if needed.

In summary, we developed a neural simulation to provide
insight into how acetylcholine can decrement attention using a
specific pathway. We simulated a behavioral paradigm to probe
decremental attention in the context of reinforcement learning.
Simulations showed the ACh decremental pathway, which we
suggest is from the MS/VDB to the cingulate and hippocampus,
was necessary for latent inhibition, a difficulty in conditioning
to a previously exposed stimulus, and crucial for decreasing atten-
tion to an irrelevant stimulus that was initially predicting a reward
and stopping perseverative behavior. In addition, the model pre-
dicts an important role for the cholinergic decremental pathway
during a reversal learning task in order to decrease perseverative
behavior. Taken together, the model demonstrates that the ACh
decremental pathway is necessary for appropriate learning and at-
tention under dynamic circumstances and suggests a canonical
neural architecture for decrementing attention.

Materials and Methods

Neural architecture

A neural network abstracting the known functional neuroa-
natomy for attentional pathways was constructed (Fig. 1A). It
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consisted of an Input area, a Decremental area (which loosely
corresponds to the hippocampus and cingulate), a Modulated
input area, an Action selection area and one neuromodulatory
cholinergic area (MS/VDB). Every neural area had two neurons
corresponding to each cue. Between different neural areas, these
neurons were connected through “one-to-one” synaptic pro-
jections. Neurons of the Input area fired when the model was
presented with one or both cues. The Input area provides infor-
mation on the cues presented to the rest of the model by pro-
jecting to the Decremental area and the Modulated input area.
The Decremental area was connected to the MS/VDB via plastic
synapses, and connected to the Modulated input with inhib-
itory synapses. Acetylcholine originating from the MS/VDB mod-
ified the gain of neurons in the Decremental area. The role of
the MS/VDB was to learn when cues were exposed for a long
time and increase the activity of the Decremental area specific
to those cues via cholinergic neuromodulation. The role of the
Decremental area was to decrement attention by strongly inhibit-
ing neurons in the Modulated input area. Otherwise, it caused
only moderate inhibition. The Modulated input area projected
to the Action selection area via plastic connections that were rein-
forced by reward. The role of this subnetwork was to learn to asso-
ciate a cue with a reward, and select the appropriate action leading
to this reward.

Model of neurons
We used a mean firing rate neuron model defined by:

1
1+ exp(Gi(0; — (D))

si(h) (1

where tis the current time-step, S; is the activation level of neuron
i, G; is the neuronal gain, I; is the total synaptic input, and 6; is a
bias that shifts the range of sensitivity of the sigmoid function.
One time-step in our simulation corresponded to ~100 ms
of real time. We set G;=8 and 6;=0.6 for the Modulated
input area, and G; = 5 and 6; = 0.3 for the Action selection area.
For all other neurons, the value of G; was set to 10 and 6; to 0.5.
These parameter settings were chosen in order to cover the full
range of the sigmoid curve based on the synaptic input into a
neuron.

The synaptic input of a neuron was based on presynaptic
neural activity, and the connection strength of the synapse:

ity =) wii(t = Dsi(t — 1) + Inoise(D) 2)

where wy; is the synaptic weight from neuron j to neuron i, Iise
is additive noise with a small random value drawn from a uniform
distribution (—0.025; 0.025). The default value of the weights for
all nonplastic projections was set to +1 for excitatory and —1
for inhibitory connections. The Modulated input area received
a strong input from the Input area (w = 3). The initial value of
all plastic weights was set to 0.1.

Neuromodulation

Connections from the Input area to the Decremental area were
modulated by acetylcholine from the MS/VDB. For the Decre-
mental area, the synaptic input of a neuron was based on presyn-
aptic neural activity, the connection strength of the synapse, and
the amount of neuromodulatory activity:

L) =Y (1 +ACHSE — 1wt — D)si(t — 1) + Inoise(t)  (3)

where AChMS is the activity of a cholinergic neuron i from the
MS/VDB. In our model, ACh increased the gain of input connec-
tions from sensory neurons (Input) to neurons in the Decremental
area (Hasselmo and McGaughy 2004; Sarter et al. 2005; Disney
et al. 2007).

www.learnmeonrg

Hebbian learning

In our model, connections from the Decremental area to the MS/
VDB were subject to Hebbian learning where the change of synap-
tic strength was defined by:

Awii(t) = e(w;(0) — wii(t — 1)) + 8(s;(t)s;(t — 1)) (4)

where Aw;(t) is the change of weight, « is the decay rate (0.0001),
and 3 is the learning rate (0.04). The maximum value of w was
capped at one.

Connections from the Modulated input to the Action selec-
tion area were subject to Hebbian learning modulated by reward:

Awij(t) = e(w;(0) — wi(t — 1)) + ROB(si(D)sj(t — 1)) &)

where Aw;(t) is the change of weight, ¢ is the decay rate (0.001), 8
is the learning rate (0.1), and R(t) was equal to one if a reward was
given, zero otherwise. The maximum value of w was capped at
one. A reward was given during the entire action period (Fig. 1B)
if the model selected the correct action leading to the rewarding
cue (see below).

Action selection

During the observation period of a trial (Fig. 1B), the model was
presented with two cues. At the end of the observation period, a
cue was selected based on the activity of the neurons in the
Action selection area. The neuron with the highest activity above
0.5 selected the cue. If no neuron reached an activity level of 0.5, a
cue was randomly selected. The selected cue was then the only
one presented to the model during the action period (Fig. 1B). A
reward was given during the entire action period if the model se-
lected the correct cue.

Lesions

Simulated lesions of the MS/VDB cholinergic neurons were con-
ducted during each experiment in order to elucidate the role of
the decremental pathway by setting the neural activity of the
MS/VDB to zero. A simulated lesion would only persist during
one phase of a task (Fig. 2). The neural activity during the other
phases was computed normally. In order to test if an incremental
pathway could play the same role as the decremental pathway, we
performed experiments where we changed the type of the projec-
tions from the Decremental area to the Modulated input area,
from inhibitory to excitatory. Experiments performed with this
condition were denoted as INC. Comparing the results with the
control experiments would show if an incremental pathway could
perform the same function as the decremental pathway or not. For
each of the experiments conducted, we performed two-sample
t-tests with Bonferroni correction in order to find significant dif-
ferences between groups (control, lesion MS/VDB, INC).

Data analysis

Each experiment consisted of a series of 100 runs for which we re-
corded the number of trials to criterion (10 consecutive correct tri-
als). In the case of extinction, the criterion was reached when the
model made 10 random errors. An error was considered random
when a nonrewarding cue was randomly selected (i.e., when the
activity of action selection neurons was <0.5). An error was con-
sidered perseverative when the model selected a previously re-
warding cue (i.e., when the activity of action selection neurons
was >0.5). We also recorded the neural activity and synaptic
strengths of the model, as well as the number of correct actions
performed in a row by the model.
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