
Articles
eClinicalMedicine
2023;60: 102027

Published Online xxx

https://doi.org/10.
1016/j.eclinm.2023.
102027
Three-dimensional convolutional neural network model to
identify clinically significant prostate cancer in transrectal
ultrasound videos: a prospective, multi-institutional,
diagnostic study
Yi-Kang Sun,a,i Bo-Yang Zhou,a,i Yao Miao,b,c,i Yi-Lei Shi,d,i Shi-Hao Xu,e Dao-Ming Wu,f Lei Zhang,d Guang Xu,b,c Ting-Fan Wu,g Li-Fan Wang,a

Hao-Hao Yin,a Xin Ye,a Dan Lu,a Hong Han,a Li-Hua Xiang,b,c,∗∗∗∗ Xiao-Xiang Zhu,h,∗∗∗ Chong-Ke Zhao,a,∗∗ and Hui-Xiong Xu,a,∗ China Alliance of
Multi-Center Clinical Study for Ultrasound (Ultra-Chance)

aDepartment of Ultrasound, Zhongshan Hospital, Institute of Ultrasound in Medicine and Engineering, Fudan University, Shanghai,
China
bDepartment of Medical Ultrasound, Center of Minimally Invasive Treatment for Tumour, Shanghai Tenth People's Hospital, Ultrasound
Institute of Research and Education, School of Medicine, Tongji University, Shanghai, China
cShanghai Engineering Research Center of Ultrasound in Diagnosis and Treatment, Shanghai, China
dMedAI Technology (Wuxi) Co., Ltd., Wuxi, China
eDepartment of Ultrasonography, The First Affiliated Hospital of Wenzhou Medical University, Zhejiang, China
fDepartment of Ultrasound, Fujian Provincial Hospital, Fujian, China
gBayer Healthcare, Radiology, Shanghai, China
hChair of Data Science in Earth Observation, Technical University of Munich, Munich, Germany

Summary
Background Identifying patients with clinically significant prostate cancer (csPCa) before biopsy helps reduce unnec-
essary biopsies and improve patient prognosis. The diagnostic performance of traditional transrectal ultrasound (TRUS)
for csPCa is relatively limited. This study was aimed to develop a high-performance convolutional neural network (CNN)
model (P-Net) based on a TRUS video of the entire prostate and investigate its efficacy in identifying csPCa.

Methods Between January 2021 and December 2022, this study prospectively evaluated 832 patients from four centres
who underwent prostate biopsy and/or radical prostatectomy. All patients had a standardised TRUS video of the
whole prostate. A two-dimensional CNN (2D P-Net) and three-dimensional CNN (3D P-Net) were constructed using
the training cohort (559 patients) and tested on the internal validation cohort (140 patients) as well as on the external
validation cohort (133 patients). The performance of 2D P-Net and 3D P-Net in predicting csPCa was assessed in
terms of the area under the receiver operating characteristic curve (AUC), biopsy rate, and unnecessary biopsy
rate, and compared with the TRUS 5-point Likert score system as well as multiparametric magnetic resonance
imaging (mp-MRI) prostate imaging reporting and data system (PI-RADS) v2.1. Decision curve analyses (DCAs)
were used to determine the net benefits associated with their use. The study is registered at https://www.chictr.
org.cn with the unique identifier ChiCTR2200064545.

Findings The diagnostic performance of 3D P-Net (AUC: 0.85–0.89) was superior to TRUS 5-point Likert score system
(AUC: 0.71–0.78, P = 0.003–0.040), and similar to mp-MRI PI-RADS v2.1 score system interpreted by experienced
radiologists (AUC: 0.83–0.86, P = 0.460–0.732) and 2D P-Net (AUC: 0.79–0.86, P = 0.066–0.678) in the internal
and external validation cohorts. The biopsy rate decreased from 40.3% (TRUS 5-point Likert score system) and
47.6% (mp-MRI PI-RADS v2.1 score system) to 35.5% (2D P-Net) and 34.0% (3D P-Net). The unnecessary biopsy
rate decreased from 38.1% (TRUS 5-point Likert score system) and 35.2% (mp-MRI PI-RADS v2.1 score system)
to 32.0% (2D P-Net) and 25.8% (3D P-Net). 3D P-Net yielded the highest net benefit according to the DCAs.
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Interpretation 3D P-Net based on a prostate grayscale TRUS video achieved satisfactory performance in identifying
csPCa and potentially reducing unnecessary biopsies. More studies to determine how AI models better integrate into
routine practice and randomized controlled trials to show the values of these models in real clinical applications are
warranted.
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Research in context

Evidence before this study
Prostate cancer (PCa) is the most common cancer and the
second leading cause of cancer-associated mortality among
males worldwide. Early and accurate prediction of clinically
significant PCa (csPCa) can help urologists to formulate
treatment plans and save patients from unnecessary
suffering. Transrectal ultrasound (TRUS) has been proven to
be a secondary option for screening patients at risk for PCa
when prostate multiparametric magnetic resonance imaging
(mp-MRI) is not available, but its effectiveness is still limited
by intermediate diagnostic efficacy and poor reproducibility.
Artificial intelligence may have the potential to solve the
problem of TRUS. However, due to the limitations such as
operator dependence of TRUS, it has not achieved satisfactory
results.

Added value of this study
In this multicenter study, we developed and validated
convolutional neural network (CNN) models (3D P-Net and
2D P-Net) to identify csPCa in standardized prostate TRUS
videos before biopsy. These models are specifically optimized
for TRUS videos and are capable of analysing information
from the entire prostate simultaneously. The proposed
strategy outperformed the experienced radiologists and may
have the potential to help reduce unnecessary biopsies.

Implications of all the available evidence
Our findings showed that the artificial intelligence-based
method was able to identify csPCa in TRUS videos. In clinical
practice, these CNN models have the potential to avoid
unnecessary biopsies. 3D P-Net provides a possible scheme for
diagnosing csPCa especially in prostate mp-MRI limited areas
or situations, and may have the potential to be applied to
other US-based cancer trials.
Introduction
Prostate cancer (PCa) is the most common cancer and
the second leading cause of cancer-associated mortality
among males worldwide, representing a great challenge
to the healthcare system.1 Prostate biopsy is the standard
of care for diagnosing PCa and is widely used in patients
with suspected PCa. Based on pathological findings, PCa
is classified into clinically significant PCa (csPCa, Glea-
son grade grouping [GG] ≥ 2 or Gleason score ≥
3 + 4 = 7) and clinically insignificant PCa (cisPCa, GG = 1
or Gleason score ≤ 3 + 3 = 6).2 Unlike other cancers, the
prognosis of PCa is closely related to GG. csPCa has a
worse prognosis and requires timely intervention and
treatment, while cisPCa has a better prognosis (7%
mortality at 15-year follow-up), and current guidelines
mainly recommend active surveillance.3 A prostate bi-
opsy can detect csPCa and is widely used in clinical
practice; however, it is inevitably associated with
increased harm, such as overdiagnosis, complications,
and treatment for indolent disease.4–6 If the investigators
cannot accurately determine which patients have a high
risk of csPCa and rely primarily on raising biopsy rates to
ensure csPCa detection, it will inevitably lead to more
unnecessary biopsies (over detection of benign prostatic
hypertrophy or cisPCa), increase the pain and burden of
patients and cause a great waste of medical resources.
Therefore, exploring methods for early detection and
accurate identification of patients with csPCa to help
optimize prostate biopsy procedures are crucial for csPCa
patients’ prognosis, surveillance, and management.

Current guidelines endorse the application of pros-
tate multiparametric magnetic resonance imaging (mp-
MRI) as the first-line tool for biopsy optimisation.3 Its
irreplaceable value is not only reflected in the diagnosis
www.thelancet.com Vol 60 June, 2023
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of PCa, but also in the localization, staging and prog-
nosis of PCa. However, some factors prevent patients
from benefit. One important reason is the low avail-
ability and accessibility of prostate mp-MRI in many
healthcare systems. Even in developed countries such as
the United States, the use of prostate mp-MRI before
biopsy has grown slowly over the past five years and
remains very low because of poor availability.7–9 The
high price of prostate mp-MRI may be another possible
reason. In Europe, for example, where prostate mp-MRI
is used more frequently, about 78% of respondents cited
high costs as a reason for not using prostate mp-
MRI.10–12 Other factors, such as contraindications to
prostate mp-MRI and variability in scan quality or
reporting, may also affect its frequency of use.13–15

Transrectal ultrasound (TRUS) has been used to
examine prostate tissue for more than 40 years. TRUS is
another commonly used imaging modality for PCa
diagnosis. TRUS has been proven to be a secondary
option for screening patients at risk for PCa when
prostate mp-MRI is not available.16 The cost of TRUS
devices is approximately one-fifteenth of modern MRI
body scanners. Furthermore, TRUS devices are available
to be transferred between institutions. Although TRUS
has the advantages of lower initial expenditure and
convenient and real-time imaging, it is difficult for cli-
nicians to identify and diagnose PCa on TRUS images.17

The performance of grayscale TRUS varies widely, with
sensitivities ranging from 8% to 88% and specificities
ranging from 42.5% to 99%.18 The moderate diagnostic
efficacy and poor repeatability of TRUS for diagnosing
PCa limit its clinical application. Therefore, to truly
benefit PCa patients from TRUS, methods should be
refined to improve the performance of TRUS for PCa
diagnosis and make the results more stable and
predictable.

In recent years, artificial intelligence (AI) techniques
have been providing significant improvements in
various medical tasks, which can perform similar to
human or even better in different domains of applica-
tion such as tumor detection, classification and prog-
nosis prediction.19,20 Compared with experts, AI has the
potential to reflect not only holistic tumour morphology
but also capture task-specific and granular radiological
patterns that cannot be detected by the naked eye.21

Previous studies have shown that this method can
help predict PCa based on US prostate imaging.22,23

Nevertheless, these retrospective studies mainly
concentrated on the analysis of handcrafted features on
a single US image, had small sample sizes, and lacked
external validation to ensure the reliability of their re-
sults. Compared with other AI technologies, convolu-
tional neural networks (CNNs) achieve outstanding
performance in medical image analysis tasks because
they are specifically designed for image recognition
tasks. CNN-based image analysis can establish a direct
link between complicated medical imaging data and
www.thelancet.com Vol 60 June, 2023
disease prediction.24,25 In addition, primary PCa is often
multifocal.26 Therefore, the use of a single image for
PCa diagnosis may not be sufficient. The analysis of
TRUS videos containing the entire prostate may be a
viable option. This type of TRUS video can be consid-
ered MRI-like volumetric data. However, unlike
mp-MRI, the generation of TRUS images is highly
operator dependent. Differences in the TRUS images
may affect the accuracy of the deep learning model. To
minimise the impact of the operator on TRUS image
information and improve the repeatability of the model,
standardised end-to-end prostate TRUS videos were
used for model training and validation in the present
study. Studies have shown that mp-MRI data of the
entire prostate can be used to predict csPCa and post-
operative pathology with the help of 2D and 3D
CNNs.27,28 Theoretically, these approaches may also be
applicable in the TRUS. However, only a few studies
have focused on this aspect. Whether 2D CNNs or 3D
CNNs are more suitable for csPCa diagnosis based on
TRUS videos remains open to question.

In this study, we developed and validated frame-
works based on 2D and 3D CNNs to analyse stand-
ardised end-to-end prostate TRUS videos for identifying
csPCa. The framework predicts final pathology results at
the patient level without manual annotation. The per-
formance and clinical benefits of these models were
further compared with those of radiologists in multi-
centre datasets.
Methods
Study design
The overall design of this study is illustrated in Fig. 1. In
the present multicentre, prospective study, we analysed
the clinicopathological characteristics, prostate TRUS
imaging data, and prostate mp-MRI data of patients with
suspected PCa who underwent prostate biopsy at four
institutions. The prospective study was registered at
https://www.chictr.org.cn (No. ChiCTR2200064545).

Ethical approval
The institutional ethics committee approved this mul-
ticentre study (approval number: SHYS-IEC-5.0/
22K212/P01), and informed consent was obtained
from all patients. All procedures performed in this study
involving human participants were conducted in accor-
dance with the ethical standards of the institutional
research committee and with the 1964 Helsinki Decla-
ration and its later amendments or comparable ethical
standards.

Sample size calculating
Sample size required for methodology reliability verifi-
cation: Sample size is calculated by sensitivity and
specificity. The formula for estimating the sample size
is as follows:
3
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Fig. 1: The overall design of the study. (A) Biopsy optimisation by radiologists may not be accurate and repeatable enough. (B) Deep learning-
based models for early prediction of csPCa based on standardised end-to-end prostate TRUS videos were constructed. (C) Patients enrolled from
Hospital one (Shanghai Tenth People's Hospital) were used as the training cohort, while others recruited from Hospital two (First Affiliated
Hospital of Wenzhou Medical University), Hospital three (Fujian Provincial Hospital), and Hospital four (Zhongshan Hospital, Fudan University)
were used as external validation cohorts. (D) Predictive performance is compared using AUCs and DCAs. TRUS: transrectal ultrasound; PCa:
prostate cancer; csPCa: clinically significant prostate cancer; cisPCa: clinically insignificant prostate cancer, AI: artificial intelligence, TC: training
cohort; IVC: internal validation cohort; EVC: external validation cohort; ROC: receiver operating characteristic; AUC: area under the curve; DCAs:
decision curve analyses.
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N is the required sample size. α is 0.05, and β is 0.2
(the expected test power was 80%). μα and μβ are divided
into quantiles of the normal distribution function cor-
responding to significance level and power. p is the
estimated value of the expected sensitivity or specificity,
p0 is the lowest standard of clinically acceptable sensi-
tivity or specificity, and the sample size of the case
group or the non-case group is estimated by sensitivity
and specificity, respectively.

According to the pre-experimental data, the expected
sensitivity is 67.8%. The minimum criterion for clini-
cally acceptable sensitivity is 80%, and the sample size
required according to the above formula is 121. Since a
certain proportion of training set samples is required for
AI research, a total of 605 patients are needed when the
training and validation set are allocated according to the
4:1 ratio. Considering the need of the highest dropout
rate of about 20%, 726 patients are needed.
Datasets
Consecutive patients who underwent prostate biopsy
between January 2021 and December 2022 were pro-
spectively enrolled from the Shanghai Tenth People's
Hospital (Hospital one) as training and internal valida-
tion cohorts. The external validation cohorts included
the First Affiliated Hospital of Wenzhou Medical Uni-
versity (Hospital two), Fujian Provincial Hospital (Hos-
pital three), and Zhongshan Hospital, Fudan University
(Hospital four).

The same patient inclusion and exclusion criteria
were applied in participated four institutions. The
inclusion criteria for the study sample were as follows:
(a) underwent TRUS-guided prostate biopsy and (b)
accepted TRUS prostate examination prior to biopsy.
The exclusion criteria were as follows: (a) history of
treatment for PCa (antihormonal therapy, radiation
therapy, local therapy, and prostatectomy) before biopsy,
(b) presence of other pathological types, and (c) incom-
plete video data of prostate TRUS examination.

Finally, 819 consecutive patients who underwent
TRUS-guided prostate biopsy at hospital one were pro-
spectively enrolled. Among these, 699 patients were
included in the study. The other 120 patients were
www.thelancet.com Vol 60 June, 2023
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excluded because of the following reasons: (a) A total of
110 patients were excluded due to incomplete data
(including 31 had no TRUS video stored; 48 did not
include the whole prostate in the retained TRUS video,
29 had data corruption or loss during storage or trans-
mission process, and 2 had incomplete pathological re-
sults due to damage or improper processing of the
biopsied tissue), (b) seven patients were excluded due to
previous treatment for PCa before biopsy, and (c) three
patients were excluded due to the presence of other
pathological types. Among them, 559 patients were
allocated to the training and test cohorts, and 140 pa-
tients were allocated to the internal validation cohort
through random selection. Additionally, 138 consecutive
patients were prospectively enrolled in the external
validation cohort. Four patients were excluded because
of incomplete data, and one was excluded because of
treatment for PCa before the biopsy. Ultimately, 133
males were included in the external validation cohort (53
patients from Hospital two, 55 from Hospital three, and
25 from Hospital four) (Fig. 2). The process of database
establishment is shown in Supplementary Appendix S1.

Prostate TRUS examination protocol and 5-point
Likert score system assessment
The TRUS prostate examination protocol used in this
study was a transverse-section grayscale TRUS video of
a continuous scan of the whole prostate gland from the
base to the apex to avoid missing information. This
grayscale TRUS video was recorded before each TRUS-
guided prostate biopsy and collected in a database. A
grayscale TRUS video requires the following: (a) adjust
the appropriate depth and gain to keep the prostate
clearly seen in the centre of the TRUS images, (b)
ensure that the scan is performed at a constant rate,
whether suspicious lesions are seen or not, and (c)
Fig. 2: Flowchart of the patient enrolment procedure
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ensure that the entire prostate is scanned completely.
Radiologists with more than eight years of experience
in performing prostate TRUS examinations at each
hospital independently completed the TRUS examina-
tion and TRUS video collection process (S.W. in Hos-
pital one, SH.X. in Hospital two, DM.W. in Hospital
three, and CK.Z. in Hospital four, respectively). One
radiologist (G.X.) with ten years of experience in
prostate TRUS completed the quality control process
for the prostate TRUS data. The specific models of the
TRUS machines and probes for each centre can be
found in Supplementary Table S1.

All prostate TRUS video data were retrospectively
and independently reanalysed by two radiologists based
on the TRUS 5-point Likert score system (1, normal
appearance [homogeneous, echogenic outer gland]; 2,
probably normal [minimal heterogeneity of the outer
gland]; 3, indeterminate [contour asymmetry or ill-
defined echotexture abnormality]; 4, probable carci-
noma [focal contour bulge or probable mass]; 5, highly
likely carcinoma [focal hypoechoic mass]).16,29 Based on
previous studies, a score equal to or higher than four
was determined as the cut-off value for csPCa in this
study.16 One of these two radiologists was a junior
radiologist (YK.S., with less than four years of prostate
TRUS experience), and the other was an experienced
radiologist (LH.X., with more than seven years of
prostate TRUS experience). All these radiologists were
blinded to the final pathology. They face to face jointly
interpreted additional 50 cases to standardize the TRUS
5-point Likert scoring assignment at the beginning of
the study.

Mp-MRI PI-RADS v2.1 score system assessment
All examinations were performed using 3.0-T MRI sys-
tems with a transabdominal external phased-array coil.
. TRUS: transrectal ultrasound; PCa: prostate cancer.

5
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Prostate mp-MRI included T1-weighted imaging, T2-
weighted imaging, diffusion-weighted imaging,
apparent diffusion coefficient, and dynamic contrast
enhancement.

The interpretation of prostate mp-MRI PI-RADS v2.1
score system was performed retrospectively by radiolo-
gists with more than five years of diagnostic experience
in prostate disease in each centre (G.X. and BH.Z. in
Hospital one, Q.B. in Hospital two, HR.L. in Hospital
three, and XW.Z. in Hospital four).30 These prostate mp-
MRI images were then reanalysed by another junior
radiologist (BY.Z., less than 4 years of prostate mp-MRI
experience). The likelihood of PCa was assessed ac-
cording to mp-MRI PI-RADS v2.1 score system on
scales from 1 to 5 (1, highly unlikely; 2, unlikely; 3,
equivocal; 4, likely; 5, highly likely). Based on previous
studies, a score equal to or higher than 4 was deter-
mined as the cut-off value for csPCa in this study.31

When reanalysing the images, all radiologists were
blinded to the results of final pathology. With the help of
webinar, they jointly interpreted additional 50 cases to
standardize the mp-MRI PI-RADS v2.1 scoring assign-
ment at the beginning of the study.

TRUS-guided prostate biopsy and radical
prostatectomy
The indications for TRUS-guided prostate biopsy were
as follows: (a) abnormally elevated prostate-specific an-
tigen (PSA) level (>4 ng/mL); (b) gradually increasing
PSA level by 0.75 ng/mL/year; or (c) positive finding
results in digital rectal examination, TRUS examination,
or mp-MRI examination. A TRUS-guided prostate bi-
opsy was performed using US equipment equipped
with an intracavitary transrectal probe. Each patient
underwent TRUS-guided prostate biopsy using the
transperineal or transrectal approach, with a core
number ranging from 12 to 20, including 12 cores for
sextant-specific systematic biopsy and four cores for
targeted biopsy in each suspicious region of prostate
TRUS and/or mp-MRI. Cognitive or software fusion-
targeted prostate biopsies can be applied to suspicious
lesions found on prostate mp-MRI.

The indications for radical prostatectomy (RP) were
as follows: (a) age ≤ 75 years or ≥ ten years of remaining
life expectancy, (b) general medical condition suitable
for surgery, (c) no distant metastases found on preop-
erative evaluation, and (d) GG ≥ 1 (Gleason score ≥
3 + 3 = 6) in TRUS-guided prostate biopsy but not
suitable for active surveillance.

Pathological ground truth
Postoperative histological pathology results after biopsy
or surgery were regarded as the gold standard. The
Gleason scoring system was adopted according to the
International Society of Urological Pathology 2005 and
2014 consensus conferences.32 PCa with GG ≥ 2
(Gleason score ≥ 3 + 4 = 7) was considered as csPCa in
this study. The correspondence between GG and Glea-
son scores is shown in Supplementary Table S2. Based
on the pathology results, the patients were divided into
two groups: csPCa and non-csPCa.

Prostate gland segmentation in grayscale TRUS
video
The pre-processing procedure of TRUS video data is
shown in the Supplementary Appendix S2. To avoid the
influence of other tissues around the prostate gland on
the results of this study, the prostate gland was
segmented in each frame of the TRUS videos before
proceeding to the next step. Therefore, we designed a
2D image-based segmentation U network (Efficient-
Unet) to help complete the segmentation of the prostate
glands (Supplementary Appendix S3). Firstly, the TRUS
videos of 186 patients were selected randomly from the
699 patients dataset. Furthermore, the 186 videos were
randomly split into the training and validation sets with
an 8:2 ratio for developing Efficient-Unet. Based on the
size of the prostate gland, 20 to 40 frames (29 frames on
average) of images were evenly selected from each
TRUS video. These TRUS images were annotated by a
radiologist (Y.M.) who had been engaged in prostate
TRUS diagnosis for more than three years as the gold
standard for Efficient-Unet. Fig. 3 shows detailed in-
formation on the development of the Efficient-Unet
model architecture. All experiments were conducted
using the PyTorch-1.10.1 deep learning framework
(https://github.com/pytorch/pytorch/tree/v1.10.1).

2D CNN and 3D CNN models development and
validation
Two types of CNN models (2D P-Net and 3D P-Net)
were developed for analysing TRUS videos more
comprehensively. Commonly used networks (ResNet
50, EfficientNet b0, and DenseNet121 and their corre-
sponding 3D versions) were selected as backbone for 2D
P-Net and 3D P-Net (Supplementary Appendices S4–
S6). For a fair comparison, a decision algorithm was
used to integrate the predictions of all 2D frames to
ensure 2D P-Net can yield prediction at patient level.
Subsequently, the performance of the 2D P-Net and 3D
P-Net were evaluated at patient level. To prevent over-
fitting of the final models and reduce biased results,
stratified 5-fold cross-validation was performed
(Supplementary Appendix S7) in the training and test
cohorts. The final result was the average of models of
each fold. CNN models in this study were developed
based on the TRUS videos processed by Efficient-Unet
(Supplementary Appendix S8).

The TRUS images used for 2D P-Net training and
validation in this study were extracted from the TRUS
videos. The 2D P-Net comprehensively analyzes each
frame of the input image and finally makes a binary
judgement of the presence or absence of csPCa at the
patient level. The optimal scale of the input
www.thelancet.com Vol 60 June, 2023
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Fig. 3: The workflow in the development of three CNN models (Efficient-Unet, 2D P-Net, and 3D P-Net) for automated csPCa iden-
tification. (TRUS: transrectal ultrasound, csPCa: clinically significant prostate cancer).
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configurations for extracting frames was determined.
The TRUS video were sampled at different intervals to
obtain 2D frames. Each patient's TRUS video contained
a complete prostate scan. The intervals ranged from
0 mm, 3 mm, 6 mm, 9 mm, and 12 mm. The interval of
0 mm indicated that all video frames were used.

Standardised TRUS videos of the entire prostate
were used for the training and validation of the 3D P-
Net. 3D P-Net can jointly learn temporal and spatial
features in the entire TRUS video, which is theoretically
suitable for TRUS video analysis. Based on the training
of TRUS videos labelled with pathological results, 3D P-
Net can eventually make a binary classification judge-
ment of csPCa at the patient level based on each TRUS
video.

To reduce the impact of data volume on the model
effect, in addition to the traditional data extension
methods (random horizontal flip, random vertical flip,
and random erase), the self-supervised learning (SSL)
methods have been incorporated into the training pro-
cess of these models (Supplementary Appendix S9).
This may avoid excessive attention to material, texture,
and other useless features and has been proven to
reduce the training cost of CNNs and improve the
effectiveness of CNN models.33 In addition, to make the
model more suitable for video data and more effective, a
feature pyramid network (FPN) and squeeze-and-
excitation networks (SEN) were introduced and applied
www.thelancet.com Vol 60 June, 2023
to the running process of CNNs (Supplementary
Appendices S10 and S11). FPN can simultaneously
utilise the high resolution of low-level features and the
high semantic information of high-level features and
can help overcome the varying sizes of prostate glands
in TRUS videos. SEN can adaptively adjust the feature
weight of each frame and model the internal de-
pendency between video frames, helping the models to
focus better on suspicious areas in TRUS videos.

With the help of these networks, CNN models can
distinguish the key features from the input information
more comprehensively and accurately and further
strengthen these key features to improve the perfor-
mance of the models. The workflow for the development
of the three CNN models (Efficient-Unet, 2D P-Net, and
3D P-Net) is shown in Fig. 3. All experiments were
conducted using the PyTorch-1.10.1 deep learning
framework (https://github.com/pytorch/pytorch/tree/
v1.10.1). The cut-off values of these models were
based on the mean value of Youden index in the ROC
curve of the 5-fold cross-validation results of the training
cohort.

Clinical parameters combined 2D P-Net and 3D P-
Net models development and validation
To investigate the impact of clinical data in improving
diagnostic performance, the clinical data were merged
to 2D P-Net and 3D P-Net models, respectively. The
7
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univariate and multivariable analysis was used to
determine independent predictors of clinical parameters
including total PSA, free PSA, PAS density, family his-
tory, and previous negative biopsies in identifying
csPCa. Then, a logistic regression classifier was trained
based on the key clinical parameters and the output
probabilities of imaging predictors based on 2D P-Net
and 3D P-Net models to obtain the clinical nomogram.
The cut-off value of this logistic regression classifier was
based on the Youden index in the ROC curve of the
training cohort.

Heat map generation
To better interpret the CNNs prediction results, the
gradient-weighted class activation mapping (Grad-CAM)
method was used to generate a heat map.34 Heat maps
can visualise the most indicative areas of each frame of
the TRUS videos or images to interpret the predictive
mechanism of the CNN model, which reflects the
contribution of each pixel in these images to the pre-
diction of csPCa. All heat maps were produced by
applying the packages OpenCV-python-4.6.0 (https://
github.com/opencv/opencv/tree/4.6.0) and Mayavi-
4.7.3 (https://github.com/enthought/mayavi/tree/4.7.3).

Statistical analysis
All statistical analyses were performed using SPSS
(version 22.0, IBM Corporation, Armonk, USA) and
Python (version 3.6.13, Python Software Foundation,
State of Delaware, USA). The graphs and charts were
created based on Matplotlib 3.3.2 (https://github.com/
matplotlib/matplotlib/tree/v3.3.2). There is no allow-
ance for multiplicity in our statistical analyses. Shapiro-
Welk test was used to evaluate the normal distribution.
Differences in clinical factors were analysed using the
chi-square test or t-test. The biopsy rate was defined as
the percentage of patients who required biopsy among
all patients. The unnecessary biopsy rate was defined as
the percentage of the non-csPCa among the currently
total biopsy-required patients. The intersection over
union (IoU) and Dice coefficient were used to evaluate
the accuracy of the segmentation. The performance of
TRUS 5-point Likert score system, mp-MRI PI-RADS
v2.1 score system, 2D P-Net, and 3D P-Net were
assessed and compared, in term of the AUC, biopsy
rate, and unnecessary biopsy rate. The F1-score was also
calculated (F1 = 2PrecisionñReca

Precision+Recal). The Delong’s test was used
to test the differences in AUCs.35 Inter-group consis-
tencies were compared using the intraclass correlation
coefficient (ICC). DCAs were used to determine the
clinical net benefit associated with the use of 2D P-Net
and 3D P-Net compared with the TRUS 5-point Likert
score system and mp-MRI PI-RADS v2.1 score system.36

P < 0.05 was considered statistically significant differ-
ence. P ≥ 0.05 inferred there wasn't enough evidence
for a statistical difference.
Role of the funding source
The funder of the study had no role in the study design,
data collection, data analysis, data interpretation, or
writing of the manuscript. All authors have full access to
all data and approved the final manuscript for
submission.
Results
Patient characteristics
The baseline patient characteristics are shown in
Table 1. 300 patients with csPCa (GG ≥ 2) and 532
patients with non-csPCa (GG = 1 or no PCa on biopsy)
were identified on the pathological evaluation of biopsy
reports or RP specimens. A total of 106 cisPCa patients
were pathologically proven by prostate biopsy confirmed
as GG = 1 in this study. Among them, 46 (43.4%, 46/
106) patients were subject to RP surgery. The surgical
selection was based on the urologists and patients’ de-
cision. 20 (43.5%, 20/46) of them were due to PSA ≥
10 ng/mL, 8 (17.4%, 8/46) of them were due to suspi-
cious disease progression detected by prostate mp-MRI,
and 18 (39.1%, 18/46) of them were due to patient’
preference. All patients in this study underwent TRUS-
guided systematic biopsy with or without targeted bi-
opsy. A total of 358 patients underwent TRUS-guided
systematic biopsy only. In these patients the detection
rate of csPCa was 18.7% (67/358). The remaining 341
patients underwent MRI/TRUS fusion or TRUS tar-
geted biopsy. The detection rate of csPCa in these pa-
tients were 39.9% (136/341). Of 341 patients, 190
underwent MRI/TRUS-fusion guided targeted biopsy
and 151 underwent TRUS targeted biopsy. The detec-
tion rate of csPCa in MRI/TRUS-fusion guided targeted
biopsy patients were 51.6% (98/190). The detection rate
of csPCa in TRUS targeted biopsy patients were 25.2%
(38/151).

Segmentation accuracy of Efficient-Unet
The final training set consisted of 4321 images from 149
videos, and the validation set consisted of 1073 images
from 37 videos for Efficient-Unet. In the validation set of
1073 TRUS images, Efficient-Unet and manual prostate
segmentations had a Dice coefficient of 0.91 and an IoU
of 0.85. The distributions of the Dice coefficient and IoU
are presented in Supplementary Fig. S1.

Performance of the 2D and 3D CNN models in
identifying csPCa
2D and 3D P-Nets development, 2D-ResNet 50 and 3D-
ResNet 50 were chosen as the base architectures
because their AUCs were slightly better than that of
other CNNs in the 5-fold cross-validation results in the
training cohort. By adding the FPN module, SEN
module, and SSL method to the baseline model, both
2D and 3D P-Nets achieved higher AUCs
www.thelancet.com Vol 60 June, 2023
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Characteristics Training and test cohort
(Hospital one)

Internal validation cohort
(Hospital one)

External validation cohort
(Hospital two, three, and four)

Number of patients 559 140 133

Age (y, median, IQR) 70 (65, 76) 70 (65, 75) 71 (65, 76)

Total PSA (ng/mL, median, IQR) 10.1 (6.6, 19.7) 10.1 (6.8, 16.9) 11.1 (7.2, 29.2)

Free PSA (ng/mL, median, IQR) 1.5 (1.0, 2.5) 1.6 (1.1, 2.7) 1.8 (1.1, 4.7)

PSAD (ng/mL.cm3, median, IQR) 0.2 (0.1, 0.5) 0.2 (0.1, 0.3) 0.2 (0.1, 0.3)

Previous negative biopsies

Present 3 (0.5) 0 (0.0) 0 (0.0)

Absent 556 (99.5) 140 (100.0) 133 (100.0)

Family history

Present 28 (5.0) 6 (4.3) 4 (3.0)

Absent 531 (95.0) 134 (95.7) 129 (97.0)

Biopsy outcome (n, %)

Benign 313 (56.0) 84 (60.0) 79 (59.4)

GG 1 83 (14.8) 16 (11.4) 7 (5.3)

GG 2 48 (8.6) 11 (7.9) 11 (8.2)

GG 3 56 (10.0) 17 (12.2) 15 (11.3)

GG 4 19 (3.4) 3 (2.1) 7 (5.3)

GG 5 40 (7.2) 9 (6.4) 14 (10.5)

Treatment (n, %)

RP 187 (33.5) 43 (30.7) 10 (7.5)

Age ≤ 75 years 159 (85.0) 35 (81.4) 10 (100.0)

≥10 years of remaining life expectancy 28 (15.0) 8 (18.6) 0 (0.0)

Follow up or other treatment for PCa 372 (66.5) 97 (69.3) 123 (92.5)

RP outcome (n, %)

GG 1 9 (4.8) 5 (11.6) 1 (10.0)

GG 2 60 (32.1) 15 (34.9) 6 (60.0)

GG 3 54 (28.9) 10 (23.3) 2 (20.0)

GG 4 6 (3.2) 1 (2.3) 0 (0.0)

GG 5 58 (31.0) 12 (27.9) 1 (10.0)

Pathological stage

≤ pT2c 106 (56.7) 25 (58.1) 9 (90.0)

≥ pT3a 81 (43.3) 18 (41.9) 1 (10.0)

Final pathology result (n, %)

csPCa 203 (36.3) 50 (35.7) 47 (35.3)

Non-csPCa 356 (63.7) 90 (64.3) 86 (64.7)

cisPCa 49 (13.8) 7 (7.8) 7 (8.1)

Benign 307 (86.2) 83 (92.2) 79 (91.9)

PSA: prostate specific antigen; PSAD: prostate specific antigen density; IQR: interquartile range; GG: Gleason grade grouping; RP: radical prostatectomy; csPCa: clinically
significant prostate cancer; cisPCa: clinically insignificant prostate cancer.

Table 1: The basic characteristics of patients.
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(Supplementary Tables S3 and S4). Among different
input configurations to the network, the AUCs of extract
frames with a scale of 0 mm, 3 mm, 6 mm, 9 mm, and
12 mm are shown in Supplementary Table S5. The AUC
of the 3 mm scale was higher than those of the 0 mm
and 6–12 mm scales.

Finally, the 2D P-Net in this study was generated by
adding FPN module, SEN module, and SSL method to
ResNet50, while the 3D P-Net was generated by adding
FPN, SE module and SSL method to 3D-ResNet50. The
trained 2D and 3D P-Net were then applied to the in-
ternal and external validation cohorts.
www.thelancet.com Vol 60 June, 2023
Using the optimum cut-off value of 0.471, the
sensitivity and specificity of 3D P-Net to predict csPCa
were 0.63 (95%CI: 0.48, 0.73) and 0.94 (95%CI: 0.89,
0.99) in the internal validation cohort and 0.81 (95%
CI: 0.70, 0.93) and 0.78 (95%CI: 0.69, 0.86) in the
external validation cohort, respectively. With the opti-
mum cut-off value of 0.396, the sensitivity and speci-
ficity of 2D P-Net to predict csPCa were 0.72 (95%CI:
0.57, 0.82) and 0.88 (95%CI: 0.79, 0.94) in the internal
validation cohort and 0.64 (95%CI: 0.50, 0.74) and
0.78 (95%CI: 0.68, 0.85) in the external validation
cohort, respectively. The statistically significant
9
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difference only appeared in sensitivity for the ex-
ternal validation cohort (P = 0.039) (Supplementary
Table S6).

The AUCs of 3D P-Net in predicting csPCa were 0.89
(95%CI: 0.83, 0.95) and 0.85 (95%CI: 0.78, 0.93) in the
internal and external validation cohorts, respectively.
The AUCs of 2D P-Net for predicting csPCa were 0.86
(95%CI: 0.80, 0.93) and 0.79 (95%CI: 0.71, 0.87) in the
internal and external validation cohorts, respectively
(Fig. 4, and Supplementary Fig. S2 and Table S6). The
Delong's test did not reveal statistical significance be-
tween these AUCs.

The performance of the 2D P-Net and 3D P-Net
were also assessed at different centres and across
Fig. 4: Performances for 3D P-Net, 2D P-Net, TRUS 5-point Likert score sys
Net, and TRUS 5-point Likert score system used by junior and experienced
validation cohort. AUCs of 3D P-Net, 2D P-Net, and mp-MRI PI-RADS v2.1
validation cohort. TRUS: transrectal ultrasound; mp-MRI: multiparametric mag
system; AUROC: area under receiver operating characteristic; AUC: area unde
different TRUS equipments. The AUCs of P-Nets in
different TRUS equipment datasets ranged from 0.83
(95%CI: 0.72, 0.94) to 0.92 (95%CI: 0.84, 0.98) in the
internal validation cohort and from 0.74 (95%CI: 0.50,
0.91) to 0.90 (95%CI: 0.80, 0.98) in the external vali-
dation cohort. The performance of these networks was
similar in both the internal and external validation
cohorts (Supplementary Table S8). Furthermore, we
analysed the diagnostic performance of 2D P-Net and
3D P-Net in two different PSA level subgroups to
evaluate the impact of different prevalence rate on the
PPV and NPV. In general, the high PSA level reflects
the high prevalence rate. The results showed an in-
crease in PPV among those patients with a high PSA
tem, and mp-MRI PI-RADS v2.1 score system. AUCs of 3D P-Net, 2D P-
radiologists in (A) the internal validation cohort and (B) the external
score system in (C) the internal validation cohort and (D) the external
netic resonance imaging; PI-RADS: prostate imaging reporting and data
r the curve.
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level and an increase in NPV among those patients
with a low PSA level (Supplementary Table S9).

Performance of the TRUS 5-point Likert score
system in identifying csPCa
With a cut-off value of four points, the sensitivity and
specificity of the junior radiologist using TRUS 5-point
Likert score system to predict csPCa were 0.66 (95%
CI: 0.54, 0.78) and 0.77 (95%CI: 0.69, 0.84) in the in-
ternal validation cohort and 0.72 (95%CI: 0.61, 0.85) and
0.73 (95%CI: 0.64, 0.81) in the external validation
cohort, respectively. The sensitivity and specificity of the
experienced radiologist using TRUS 5-point Likert score
system to predict csPCa were 0.68 (95%CI: 0.56, 0.78)
and 0.78 (95%CI: 0.73, 0.86) in the internal validation
cohort and 0.72 (95%CI: 0.60, 0.87) and 0.74 (95%CI:
0.66, 0.83) in the external validation cohort, respectively.
Only the specificity difference between the radiologists
and 3D P-Net for the internal validation cohort was
statistically significant (P < 0.001 and P = 0.003,
respectively) (Supplementary Table S6).

For the junior radiologist, the AUCs were 0.71 (95%
CI: 0.62, 0.81) and 0.73 (95% CI: 0.65, 0.80) in the
internal and external validation cohorts, respectively.
For experienced radiologist, the AUCs were 0.78 (95%
CI: 0.70, 0.87) and 0.78 (95%CI: 0.70, 0.84) in the in-
ternal and external validation cohorts, respectively
(Supplementary Table S6). In the internal validation
cohort, the AUCs of 2D and 3D P-Nets were better than
those of radiologists (all P < 0.05) (Fig. 4 and
Supplementary Table S6). In the external validation
cohort, only the AUC of 3D P-Net was better than that
of the radiologists (P = 0.003 and P = 0.039, respec-
tively), and there was no statistically significant differ-
ence between the AUCs of 2D and 3D P-Nets and
radiologists (P = 0.273 and P = 0.820, respectively)
(Supplementary Table S6).

The ICC between the experienced radiologist and
junior radiologist for interpreting prostate TRUS was
0.46 and 0.69 for the internal and external validation
cohorts, respectively.

Performance of the mp-MRI PI-RADS v2.1 score
system in identifying csPCa
In the internal validation cohort, 118 patients underwent
prostate mp-MRI prior to the biopsy. With a cut-off value
of four points, the sensitivity and specificity were 0.71
(95%CI: 0.61, 0.83) and 0.68 (95%CI: 0.57, 0.76) for the
junior radiologist and 0.79 (95%CI: 0.67, 0.88) and 0.80
(95%CI: 0.72, 0.88) for the experienced radiologist to
predict csPCa, respectively. The specificity difference
between radiologists and 3D P-Net was statistically sig-
nificant (P < 0.001 and P = 0.004, respectively). The
specificity difference between the junior radiologist and
2D P-Net was statistically significant (P = 0.015)
(Supplementary Table S7). The AUCs were 0.75 (95%CI:
0.67, 0.81) and 0.83 (95%CI: 0.75, 0.91) for the junior
www.thelancet.com Vol 60 June, 2023
and experienced radiologists, respectively. Delong's test
showed the AUCs of the 2D and 3D P-Nets were all
higher than the junior radiologist (P = 0.024 and = 0.015,
respectively) (Fig. 4 and Supplementary Table S7).

In the external validation cohort, 67 patients under-
went prostate mp-MRI prior to the biopsy. With a cut-off
value of four points, the sensitivity and specificity were
0.72 (95%CI: 0.56, 0.87) and 0.64 (95%CI: 0.49, 0.80) for
the junior radiologist and 0.96 (95%CI: 0.62, 0.92) and
0.62 (95%CI: 0.62, 0.92) for the experienced radiologist
to predict csPCa, respectively. Among these data, only
the specificity difference between the radiologists and
3D P-Net was statistically significant (P < 0.001 and
P = 0.004, respectively) (Supplementary Table S7). The
AUCs were 0.75 (95%CI: 0.62, 0.84) and 0.86 (95%CI:
0.75, 0.93) for the junior and experienced radiologists,
respectively. Delong's test showed only the AUC of 2D
P-Net was higher than the junior radiologist (P = 0.020)
(Fig. 4 and Supplementary Table S7).

The ICC between the experienced radiologists and
junior radiologist for interpreting prostate mp-MRI was
0.62 and 0.48 for the internal and external validation
cohorts, respectively.

Performance of clinical parameters combined 2D
and 3D P-Nets in identifying csPCa
After univariate and multivariable analysis, the total PSA
and free PSA were identified to be independent pre-
dictors of csPCa (Supplementary Table S10). The
performance of key clinical parameters combined with
2D and 3D P-Nets are shown in Supplementary
Table S11. In the internal validation cohort, a total of
127 patients had complete clinical data. After combining
with clinical parameters, the AUC of 2D P-Net changed
from 0.87 (95%CI: 0.80, 0.94) to 0.88 (95%CI: 0.82,
0.94). The AUC of 3D P-Net changed from 0.90 (95%CI:
0.84, 0.96) to 0.82 (95%CI: 0.73, 0.89). The differences in
these AUCs were not statistically significant (P = 0.740
and P = 0.572, respectively). In the external validation
cohort, a total of 92 patients had complete clinical data.
After combining with clinical parameters, the AUC of
2D P-Net changed from 0.82 (95%CI: 0.72, 0.91) to 0.88
(95%CI: 0.81, 0.95). The AUC of 3D P-Net changed
from 0.89 (95%CI: 0.80, 0.96) to 0.91 (95%CI: 0.84,
0.97). The differences in these AUCs were not statisti-
cally significant (P = 0.070 and P = 0.529, respectively).
The logistic regression classifier nomograms for 2D P-
Net + clinical parameters and 3D P-Net + clinical pa-
rameters were shown in Supplementary Fig. S4.

Comparison of the required biopsy rate and
unnecessary biopsy rate
The ability of 2D P-Net and 3D P-Net in avoiding un-
necessary prostate biopsy was also evaluated and
compared with that of the TRUS 5-point Likert score
system and mp-MRI PI-RADS v2.1 score system. In
total, 273 patients were included in the internal and
11
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external validation cohorts. Among these, prostate mp-
MRI was performed in 185 patients. The 2D P-Net
and 3D P-Net correctly predicted 87.1% (27/31) and
87.1% (27/31) of cisPCa or benign lesions in patients
with mp-MRI PI-RADS v2.1 score ≥4, respectively.
Meanwhile, 69.0% (29/42) and 73.8% (31/42) of cisPCa
or benign lesions in patients with TRUS 5-point Likert
score ≥4 were correctly predicted by the 2D P-Net and
3D P-Net, respectively (Supplementary Table S12).

If a prostate biopsy was performed only in patients
with TRUS 5-point Likert score ≥4 or mp-MRI PI-RADS
v2.1 score ≥4, the proportion of patients required biopsy
rate was 40.3% (110/273) and 47.6% (88/185) for the
TRUS 5-point Likert score system and the mp-MRI PI-
RADS v2.1 score system, respectively, even when image
analysis was performed by experts. The TRUS 5-point
Likert score system and mp-MRI PI-RADS v2.1 score
system would result in 38.1% (42/110) and 35.2% (31/
88) of unnecessary biopsies, respectively. However, if
Fig. 5: The biopsy rate and unnecessary biopsy rate of 3D P-Net, 2D P-
score system. (A, B) The required biopsy, unnecessary biopsy, and missed
v2.1 score system, 2D P-Net, and 3D P-Net, respectively. (C) 2D P-Net and
rate. TRUS: transrectal ultrasound; mp-MRI: multiparametric magnetic
system.
only patients predicted to be positive by 2D P-Net or 3D
P-Net underwent prostate biopsy, not only did the
required biopsy rate decrease to 35.5% (97/273) and
34.0% (93/273) for 2D P-Net and 3D P-Net, respectively,
but also the rate of unnecessary biopsies decreased to
32.0% (31/97) for 2D P-Net and 25.8% (24/93) for 3D P-
Net, respectively. However, the 2D P-Net missed 17.6%
(31/176) patients with csPCa, which was the highest
among all these methods (Fig. 5). Based on the result of
DCAs, the 3D P-Net had a higher net benefit among all
these methods (Supplementary Fig. S3).

Visual interpretation of the 2D P-Net and 3D P-Net
Fig. 6 presents the corresponding heatmaps of the
TRUS images or videos of the 2D P-Net and 3D P-Net
used to predict csPCa. The different colour distributions
reflect the focus of the 2D CNN and 3D CNN models on
the most predictive regions and image features in
csPCa. The red parts of the heat map indicate that these
Net, TRUS 5-point Likert score system, and mp-MRI PI-RADS v2.1
csPCa rate in the TRUS 5-point Likert score system, mp-MRI PI-RADS
3D P-Net can reduce the required biopsy rate and unnecessary biopsy
resonance imaging; PI-RADS: prostate imaging reporting and data
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Fig. 6: The visualisation and interpretation of 2D P-Net and 3D P-Net. Colour-code heat maps and corresponding transrectal ultrasound
(TRUS) images for csPCa patients accurately predicted by 2D P-Net and 3D P-Net.
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parts provide more informative features during the
network's predictive process. Our results showed that
the heatmap of the 2D P-Net and 3D P-Net roughly
matched the location of csPCa. The concordance of AI
model and prostate mp-MRI in detecting ROI was also
compared (Supplementary Appendix S12). The average
Dice coefficient between them was 0.54. Considering
the possible differences in imaging direction between
TRUS and prostate mp-MRI, the consistency of ROI
between the two modalities is still acceptable. Therefore,
if we could obtain the 2D P-Net or 3D P-Net heatmaps
prior to prostate biopsy, we would theoretically be able to
identify the location of a suspected csPCa in TRUS
videos or images and eventually guide prostate biopsy
procedures.
Discussion
In this study, the multiple CNN models (2D P-Net and
3D P-Net) were designed to identify csPCa in prostate
TRUS videos. These models were compared with radi-
ologists using the TRUS 5-point Likert score system and
mp-MRI PI-RADS v2.1 score system. The results of this
study demonstrated that the diagnostic performance of
3D P-Net (AUC: 0.85–0.89) was similar to that of the
experienced radiologists using the mp-MRI PI-RADS
v2.1 score system (AUC: 0.83–0.86, P = 0.460–0.732)
and better than that of the TRUS 5-point Likert score
system (AUC: 0.71–0.78, P = 0.003–0.040). The reli-
ability of the models was verified using the heat map
www.thelancet.com Vol 60 June, 2023
results. The performance of the 2D P-Net and 3D P-Net
were also assessed at different centres and across
different TRUS equipments. The performance of these
networks was similar in both the internal and external
validation cohorts, indicating good generalizability.
Furthermore, our models demonstrated increased PPV
for patients with high PSA levels and increased NPV for
patients with low PSA levels, suggesting potential ben-
efits in avoiding both overdiagnosis and missed diag-
nosis among patients with varying prevalence rates.

Prostate mp-MRI is the universally recognized im-
aging method for csPCa diagnosis. A systematic review
showed that the accuracy, sensitivity, and specificity of
prostate mp-MRI ranged from 44% to 87%, 58% to 96%,
and 23% to 87%, respectively.37 The finding of this study
is consistent with previous reports. However, the high
cost of mp-MRI examination and equipment, long
learning curves, and moderate inter-reader variability
limit the wide application of this technology. The result
of this study also showed that the moderate inter-group
consistency was achieved between the experienced ra-
diologists and junior radiologist (ICC: 0.48–0.62).
Prostate TRUS is a secondary approach for identifying
PCa due to the advantages of lower initial expenditure,
convenience and so on. Grey et al. applied a 5-point
Likert scoring system to TRUS diagnosis and proved
that TRUS could be an alternative to prostate mp-MRI as
a screening test for patients at risk of PCa.16 However,
the moderate inter-group consistency (ICC: 0.46–0.69)
in this study indicates that this system may still need to
13
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be further upgraded to address the problem of relatively
low reproducibility.

AI could be a viable solution. As a rapidly advanced
computer technology, it has proven to be valuable
for medical image analysis, especially in PCa
diagnosis.22,23,27,38–40 However, few studies have focused
on identifying csPCa using TRUS data. Wildeboer et al.
used radiomics-based methods to analyse handcrafted
features on multiparameter US images. They found that
the best-performing single parameter yielded AUCs of
0.69 and 0.76, respectively.23 Nonetheless, their study
was based on retrospective data with a small sample size
from a single centre, and the features used were hand-
crafted. The small sample size and high data heteroge-
neity limit the application and effectiveness of AI in the
field of prostate TRUS. Our study was based on stand-
ardised end-to-end TRUS videos, which were able to
minimise the influence of the operator on the TRUS
image information and improve the repeatability of the
model. The 2D and 3D P-Nets in this study were based
on prospective data with external validation. The results
of this study proved that, although relying only on
grayscale TRUS, the AUCs of predicting csPCa can
reach 0.79–0.89. Our findings suggest that it may be
simple and feasible using standardised prostate TRUS
videos to better fit AI models.

Establishing AI models based on TRUS videos has
always been challenging. Wang et al. used a machine
learning-based method to extract features from TRUS
video clips to predict csPCa and achieved an AUC of
0.78.41 However, these approaches required time-
consuming manual preparation, which may not be
suitable for routine clinical use. Our method requires
the least amount of manual pre-processing and may be
more advantageous for practical applications. Further-
more, deep learning is a state-of-the-art machine
learning approach. This may be a better approach for
predicting csPCa. Yet, to our knowledge, no study has
used deep learning networks to identify csPCa in
prostate TRUS videos. In this study, different types of
2D and 3D CNNs were developed to analyse TRUS
videos. The results of this study demonstrated that all
these schemes could analyse TRUS videos and that the
AUCs obtained were not statistically different. How-
ever, our results also reflected the large variation in the
performance of 2D P-Net across each validation cohort
(AUC: 0.73–0.92), while the performance of 3D P-Net
was relatively stable (AUC: 0.84–0.91). A possible
reason could be that although both 2D and 3D P-Nets
can include all frames of the TRUS video in the anal-
ysis, 2D P-Net cannot identify the relationship between
each frame, which could lead to very different results
between different frames of the same video. 3D P-Net
can better capture the temporal and spatial feature
information in TRUS videos; therefore, it may be able
to avoid the above situations and be more robust than
2D P-Net.
The ultimate goal of the pre-biopsy examinations is
to minimise the biopsy and unnecessary biopsy rates
based on the lowest possible rate of missed diagnoses.
The results of this study suggest that AI models can
reduce the rate of unnecessary biopsy compared with
the mp-MRI PI-RADS v2.1 score system and TRUS 5-
point Likert score systems. However, 2D P-Net may
increase the missed diagnosis rate of csPCa. Thus, even
if its diagnostic performance is similar to 3D P-Net, it
may still fall short regarding the true benefit to patients
suspected of PCa. This is also reflected in the DCAs,
where 3D P-Net yields the highest net benefit. Although
the performance of 2D P-Net was not as good as that of
3D P-Net, 2D P-Net could reduce the minimum re-
quirements of software operation and thus reduce the
hardware limitations for software usage. It might be an
alternative solution for developing regions with limited
conditions, and 3D CNN cannot be applied. Moreover,
depending on the effect of different network input
configurations on the performance of 2D P-Net (using
an input scale of 3 mm, the AUC was higher than that of
the other input scales), the minimum requirements for
software or hardware of 2D P-Net might be further
reduced.

Several studies based on prostate mp-MRI data had
applied 3D CNNs in the field of PCa.28,42,43 Saha et al.
designed a 3D CNN model with a complex framework
based on the characteristics of prostate mp-MRI to
guarantee the effectiveness of the model and achieved
an AUC of 0.88.28 Similar to their method, 3D CNN
performed well in processing prostate TRUS videos in
our study. Our models were specifically optimised for
TRUS videos. Based on the video data characteristics,
FPN and SEN were included in the AI models. The
results of our study showed that the performance of AI
models improved with the addition of these networks.
In addition, SSL networks were applied to overcome the
huge data requirements of CNNs, which has recently
been shown to have the ability to address the appetite for
data from CNNs.33 This study also investigated if this
could be further improved with the incorporation of
clinical data. The AUC values were slight improved
from 0.82–0.90 to 0.82–0.91 but no statistical signifi-
cance (all P > 0.05) was present after combination. The
possible reason for this is that clinical parameters may
not significantly impact the diagnostic performance of
the CNN models in the diagnosis of csPCa.

A reliable prediction model is quite important for
radiologists, which assist their decision making and ul-
timately lead to a better diagnosis of disease. However,
radiologists not only want to make predictions, but also
want to know how the model makes predictions and
whether the network can locate suspicious csPCa le-
sions. This can be easily achieved by visualising the class
activation map in 2D CNNs. However, this approach is
not applicable to 3D CNNs. Aldoj et al. used the per-
formance of a 3D CNN to correctly predict lesions and
www.thelancet.com Vol 60 June, 2023
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accuracy during training and testing to provide an
impression of the network behaviour.44 Although this
method can reflect the performance of the network to
some extent, it cannot aid in the localisation of PCa. Our
method uses the Grad-CAM method which can display
the regions of concern for both 2D and 3D CNNs.
Moreover, the heat map of this experiment proved that
the focus areas of the CNNs were consistent with the
tumour area and the ROI area of prostate mp-MRI. This
may prove that our network has the ability to identify
csPCa in TRUS videos. Since this study was based on the
model established by TRUS data, it may be possible to
perform fusion-targeted biopsies based on the heat map
results and further reduce the number of biopsy cores.

The central aim of this study is to develop a simple,
feasible and generalizable CNN model to optimize the
performance of prostate TRUS in the diagnosis of csPCa.
Our result indicated that the 3D P-Net yielded a satis-
factory performance at the external validation cohort,
and potentially aid clinical decision making through
reducing unnecessary biopsy rate. It provides a basis for
subsequent studies. AI is not meant to replace a reader,
but rather to complement and enhance their abilities.
Regarding the standard practice for AI, the best practice
depends on the purpose and scenario of using AI. For
screening tasks, using a single reader and AI tool can
increase efficiency. However, for diagnosis of high-risk
patients, accuracy is crucial. Therefore, combining AI
tool with two human readers and a third arbitrator can
improve diagnostic accuracy. Applying AI in the clinical
practice could be considered a low-cost value-added ac-
tivity if it greatly improves standard care. However, it still
cannot yet be proven what is the standard practice of AI
method (e.g., complementing a reader, the number of
readers needed and the order of those readers, or
whether an arbiter is needed, etc.) and where AI method
might achieve most benefit on the clinical pathway (e.g.,
during screening, before biopsy, during active surveil-
lance, etc.). Further randomized controlled trials for the
clinical application of AI are needed to adjust and opti-
mize the use of AI in these aspects.

Despite these strong results, our study has several
limitations. First, although this is a multi-centre study
and the selected four hospitals are tertiary referral
centres in the southeast of China, the overall dataset
lacks ethnic and geographic diversity. Further nation-
ally cross-sectional studies including a sufficient num-
ber of representative hospitals in China are needed to
confirm the generalisability of our models. Second,
various techniques guided biopsy influence the detec-
tion rate for csPCa (51.6% in MRI/TRUS fusion tar-
geted biopsy, 25.2% in TRUS targeted biopsy, and
18.7% in TRUS-guided systematic biopsy, respectively).
It results in possible bias for performance of P-Nets in
this study. Thus, further studies are needed to assess
the possible impact of different biopsy methods on the
study results. Third, to ensure the accuracy of our
www.thelancet.com Vol 60 June, 2023
models, complete case analysis was used in our study.
The patients with incomplete data were excluded,
which might result in a selection bias. In our study,
these incomplete data were missing at random.
Meanwhile, there was no statistically significant dif-
ference between the missing cases and enrolled dataset
in baseline features (Supplementary Table S13).
Fourth, we did not label all lesions in the TRUS video
based on pathological results. This could further in-
crease the diagnostic efficacy of the proposed model.
However, each TRUS video consists of more than 200
frames and has a high operator dependence on TRUS
examinations. It is difficult to accurately label all sus-
picious prostate lesions based on the pathological re-
sults. Instead, imprecise labelling may affect model
performance. Therefore, we chose this method, which
does not require a tedious manual preparation process,
and our results demonstrate that this method is
feasible. Finally, the 2D P-Net and 3D P-Net were
developed based on grayscale TRUS videos in this
study. Although the sample size was calculated, it is
still be relatively small for a deep-learning network.
Further studies based on large sample and multipa-
rameter TRUS may further improve the performance
and reliability of our AI models.

In conclusion, to explore a simple, feasible and ge-
neralizable protocol using AI to optimize the perfor-
mance of TRUS in the diagnosis of csPCa, we
developed the 3D P-Net capable of identifying csPCa in
TRUS videos and compared their performance with
other methods. After multicentre validation, our
method yielded a satisfactory performance and offered
a meaningful reduction in the unnecessary biopsy
recommendation. The system provides a promising
scheme based on TRUS for diagnosing csPCa espe-
cially in medical institutions where qualified mp-MRI
equipment is not available, and might have the po-
tential to be applied to other US-based cancer trials.
More studies to determine how AI models better
integrate into routine practice and randomized
controlled trials to show the values of these models in
real clinical applications are warranted.
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