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The cGAS-STING signaling plays pivotal roles not only in host antiviral defense but also in various non-
infectious contexts. Compared with protein-coding genes, much less was known about long noncoding
RNAs involved in this pathway. Here, we performed an integrative study to elucidate the lncRNA reper-
toire and the mechanisms modulating lncRNA’s expression following cGAS-STING signaling activation.
We uncovered a reliable set of 672 lncRNAs closely linked to cGAS-STING signaling activation (cs-
lncRNA), which might be associated with type-I interferon response and infection-related phenotypes.
The ChIP-seq analysis demonstrated that cs-lncRNA was strongly regulated at the transcriptional level.
We further found N6-methyladenosine (m6A) regulatory machinery was indispensable for establishing
cs-lncRNA repertoire via modulating m6A modification on cs-lncRNA transcripts and promoting the
expression of signaling transduction key components, including IFNAR1. Loss of IFNAR1 led to the dysreg-
ulation of cs-lncRNAs resembled that of loss of an essential subunit of m6A writer METTL14. We also
found m6A system affected transcriptional machinery to modulate cs-lncRNAs by targeting multiple cru-
cial transcription factors. Inhibiting an m6A modification regulated transcription factor, EZH2, markedly
enhanced the expression pattern of cs-lncRNAs. Taken together, our results uncovered the composition of
the cs-lncRNAs and revealed m6A-mediated modulation coupled with transcriptional regulation signifi-
cantly shaped cs-lncRNA repertoire.

� 2022 The Authors. Published by Elsevier B.V. on behalf of Research Network of Computational and
Structural Biotechnology. This is an open access article under the CC BY-NC-ND license (http://creative-

commons.org/licenses/by-nc-nd/4.0/).
1. Introduction

The life of almost every organism is assaulted by pathogens. The
pathogen-derived DNA molecule is one of the most crucial signals
for innate immunity. Because of the immensely immunogenic fea-
ture of DNA, organisms, especially mammalian species, have
evolved powerful signaling pathways for sensing intracellular for-
eign DNA molecules. One of the most prominent innate-immune
signaling pathways for DNA sensing is the cGAS-STING signaling
pathway, which has been acknowledged as the major signaling
for DNA molecule detection and host defense [1]. Two pivotal com-
ponents of the cGAS-STING signaling are the DNA-sensing enzyme
cGAS (Cyclic GMP-AMP Synthase) and the signaling adaptor pro-
tein STING (Stimulator of Interferon Genes) [2–4]. Upon binding
to double-stranded DNA, cGAS is activated and forms ladder-like
networks in a DNA-length-dependent manner, which converts
ATP and GTP into a cyclic dinucleotide, cGAMP (cyclic GMP-
AMP). cGAMP is a key secondary messenger that binds and acti-
vates STING located in the endoplasmic reticulum (ER). STING will
then dimerize and translocate from the ER to Golgi apparatus and
phosphorylates TBK1 (TANK binding kinase 1), which further binds
and phosphorylates IRF3 (interferon regulatory factor 3), provok-
ing downstream signaling cascade leading to the induction of
Type-I and Type-III interferons, and a series of other inflammatory
and immune mediators, all of which are orchestrated together for
host defense. In addition to foreign DNA, host DNA could also be
recognized by the cGAS-STING signaling and might cause severe
inflammation and potential auto-inflammation or autoimmune
diseases [5]. More recently, the roles of the cGAS-STING signaling
are expanding to many pathological conditions beyond the infec-
tious context [6–7]. For instance, the dysregulation of the cGAS-
STING signaling has been linked to cancer and metastasis [8–10],
Huntington disease [11], age-dependent macular degeneration
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(AMD) [12], amyotrophic lateral sclerosis (ALS) [13–14], Parkin-
son’s disease [15], nonalcoholic steatohepatitis (NASH) [16] and
liver fibrosis [17].

Because of the importance of the cGAS-STING signaling, sub-
stantial efforts have been paid to dissect this pathway. In addition
to the critical signaling component proteins, a great number of reg-
ulators have been uncovered, which orchestrate the cGAS-STING
signaling precisely at transcriptional, post-transcriptional, and
post-translational levels to achieve adequate anti-pathogen
responses while avoiding over-activation or the inappropriate
self-DNA sensing induced untoward damages [18–19]. More
recently, N6-methyladenosine (m6A) modification has also been
reported to regulate cGAS-STING signaling. Being the most preva-
lent post-transcriptional modification on RNA, m6A modification
controls innate immune response to infection by regulating
Type-I interferons and other crucial signaling proteins of innate
immune pathways, although the exact regulatory roles seem to
be controversial [20–21]. Intriguingly, the newly identified nuclear
DNA sensor, hnRNPA2B1, is also an m6A reader that can partially
promote DNA-induced innate immunity by facilitating m6A mod-
ification of cGAS, IFI16, and STING mRNAs. The abolishment of
hnRNPA2B1 in vitro or in vivo impaired DNA virus- but not RNA
virus-induced IFN-I production [22], indicating a close link
between m6A modification and the cGAS-STING signaling activa-
tion. One hallmark of innate immunity activation is vast and com-
plex transcriptomic changes, including remarkable expression
changes of hundreds of interferon-stimulated genes (ISGs), tran-
scription factors, epigenetic modulators, and noncoding RNAs.
Being a major fraction of the noncoding transcriptome, long non-
coding RNAs (lncRNAs) have emerged as a critical regulatory com-
ponent in controlling host innate immune responses in a sequence-
dependent or sequence-independent manner [23–24]. The
lncRNAs are defined as the transcripts that are longer than 200
nt in length and lack protein-coding ability. Most of the annotated
lncRNAs are transcribed by RNA polymerase II (Pol II) and have
50cap structure and polyA tails, which are similar in structure to
traditional mRNAs [25]. With the advances of algorithms for esti-
mating the transcript’s protein-coding potential, lncRNAs can be
identified by combining RNAseq-based transcriptome assembly
and systemic estimation of the transcript’s protein-coding poten-
tial [26–29]. Recent studies uncovered several critical lncRNAs that
are essential to control the activity of cGAS-STING signaling [30–
32]. For instance, being an HSV infection-induced lncRNA, NEAT1
is indispensable for activating the cGAS-STING pathway. Loss of
NEAT1 results in dramatic impairment of the induction of IFNa,
IFNb, and downstream ISG gene MXA. Mechanistically, NEAT1 is
the core component of the HDP-RNP complex by binding to
HEXIM1, which is not only required for the DNA virus mediated
innate immune response but also involved in the interplay
between DNA damage repair and the inflammatory response. Nev-
ertheless, except for several prominent lncRNA examples, our
knowledge of the lncRNAs involved in the cGAS-STING signaling
is quite limited, even for the repertoire of lncRNA associated with
this pathway is lacking.

To fully elucidate the roles of lncRNAs in physiological and
pathological processes governed by the cGAS-STING signaling, it
is fundamental to build the catalog of lncRNA repertoire and deter-
mine how these lncRNAs are regulated following the cGAS-STING
signaling activation. In this study, we conducted a systematic anal-
ysis to investigate the composition of lncRNA repertoire and
explored the mechanisms governing lncRNA expression following
the cGAS-STING signaling activation. We performed RNA-seq
experiments to measure the transcriptomic profiling of innate
immune response after treating human HFF-1 cells with three
well-established cGAS-STING signaling stimulators (cGAMP, G3-
YSD, and HT-DNA) and one DNA virus (HSV-1). By fully integrating
1786
the results of multiple omics data, we uncovered a reliable set of
the cGAS-STING pathway activation associated lncRNAs (cs-
lncRNA) that were consistently regulated across various well-
established cGAS-STING signaling stimulators and DNA viruses.
We found that the Pol II-mediated transcriptional machinery par-
ticipated in regulating the expression of the cs-lncRNA. Moreover,
we provided evidence that m6A regulatory machinery was
required for establishing cs-lncRNA repertoire. Following the
cGAS-STING signaling activation, m6A-mediated regulation modu-
lated cs-lncRNA via not only controlling the m6A modification on
cs-lncRNA transcripts but also promoting the expression of cGAS,
hnRNPA2B1, STAT1, and IFNAR1, all of which were the key compo-
nents of the cGAS-STING signaling. Finally, we provided clues
about the interplay between m6A regulatory machinery and tran-
scriptional regulation in controlling cs-lncRNA via targeting crucial
transcription factors. Collectively, our results suggested m6A-
mediated modulation coupled with transcriptional regulation sig-
nificantly contributed to establishing long noncoding RNA reper-
toire of the cGAS-STING signaling.

2. Materials and Methods

2.1. Cell culture and reagents

Human HFF-1 cells (ATCC Cat#SCRC-1041) were cultured in
Dulbecco’s modified Eagle’s medium (DMEM) plus 10% fetal bovine
serum (FBS) (Gibco), supplemented with 1% penicillin–strepto-
mycin (Invitrogen). cGAMP (Cat#tlrl-nacga23-02), G3-YSD
(Cat#tlrl-ydna) were purchased from Invivogen. Herring testis
(HT) DNA (Cat#D6898) was purchased from Sigma. HSV-1 (F
strain) was kindly provided by Dr. Wentao Qiao (Nankai Univer-
sity) [33].

2.2. G3-YSD and HT-DNA transfection

The transfection of G3-YSD and HT-DNA was performed with
Lipofectamine 2000 (Invitrogen) according to the manufacturer’s
instructions. Briefly, 2 � 105 HFF-1 cells in 12 well-plate were
transfected with G3-YSD (3 lg per well) or HT-DNA (4 lg per well)
through Lipofectamine 2000 for 9 h before processing for RNA
extraction and RNA-seq library construction.

2.3. cGAMP stimulation

For cGAMP stimulation, 2 � 105 HFF-1 cells in 12 well-plate
were incubated for 30 min at 37 �C with 1 lg cGAMP in 500 ll
of permeabilization buffer (50 mM HEPES, pH 7.0, 100 mM KCl,
3 mM MgCl2, 0.1 mM DTT, 85 mM sucrose, 0.2% BSA, 1 mM ATP
and 0.1 mM GTP) with 10 lg/ml digitonin (Sigma). Permeabiliza-
tion buffer was then removed and replaced with DMEM or RPMI
1640 medium plus 10% FBS for 8.5 h before processing for RNA
extraction and RNA-seq library construction.

2.4. HSV-1 infection

For HSV-1 infection, 2 � 105 HFF-1 in 12 well-plate were
infected with HSV-1 (MOI = 1) for 2 h in serum-free DMEM or RPMI
1640 medium, and then the medium was removed and replaced
with DMEM or RPMI 1640 medium plus 10% FBS for 7 h before pro-
cessing for RNA extraction and RNA-seq library construction.

2.5. Western blot

Cell pellets were collected and resuspended in Radio-
Immunoprecipitation-Assay buffer (50 mM Tris-HCl, pH 7.4,
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1 mM EDTA, 0.5% NP40, 150 mM NaCl, 1 mM Na3VO4, 0.25% Na-
deoxycholate, 0.1% SDS, 0.1 mM PMSF, Roche complete protease
inhibitor set). The resuspended cell pellet was vortexed for 20 s
and then incubated on ice for 20 min, followed by centrifugation
at 1200 g for 15 min. Afterward, supernatants were collected for
subsequent Western blot analysis. The following antibodies were
used: anti-STING (9664S, Cell Signaling), anti-TBK1 (ab40676,
Abcam), anti-IRF3 (D83B9, Cell Signaling), anti-GAPDH (sc-32233,
Santa Cruz Biotechnology), anti-Phaspho-STING (85735, Cell Sig-
naling), anti-Phaspho-TBK1 (D52C2, Cell Signaling), anti-
Phaspho-IRF3 (4D4G, Cell Signaling).

2.6. The RNA-seq experiment

For each sample, total RNA was extracted using the Trizol
reagent (Invitrogen), and the RNA integrity was estimated accord-
ing to the RIN (RNA integrity number) value using Agilent 2100.
The RNA sample was subject to polyA + RNA enrichment using Tru-
Seq RNA Library Preparation Kit v2 (Illumina) and prepared into
the cDNA library according to the standard Illumina RNA-seq
instruction. The generated cDNA library was sequenced in
2 � 150nt paired-end layout using Illumina HiSeq4000.

2.7. Quality control of RNA-seq data

The raw RNA-seq data were preprocessed using Trimmomatic
(v0.36) to remove low-quality reads and potential adaptor contam-
ination [34]. For the obtained reads longer than 75 nt, FastQC
(v0.11.7) was used to inspect overall read quality in terms of read
sequencing base quality, read G + C content, and adaptor contam-
ination. MultiQC (1.8.0) [35] was used to visualize read G + C con-
tent and the read sequencing quality in the format of the average
Phred score of each base. The resulting high-quality reads were
aligned to the human genome (GRCh38) using HISAT2 (v2.1.0)
[36] with default parameters except for adding ‘-dta’ option for
downstream transcriptome assembly. The human genome was
downloaded from the FTP of Ensembl database [37] (ftp://ftp.en-
sembl.org/pub). The gene body coverage of mapped reads was esti-
mated based on the script ‘geneBody_coverage.py’ of the RSeQC
package (v4.0.0) [38], using the transcripts of all annotated
protein-coding genes as the template.

2.8. Gene expression quantification and differential expression analysis

For the protein-coding gene and lncRNA expression quantifica-
tion, only uniquely mapped reads were retained to estimate gene
expression abundance at count level using featureCounts (v1.6.3)
[39]. The human reference gene annotation in GTF format was
downloaded from the FTP of Ensembl database [37] (ftp://ftp.en-
sembl.org/pub). We merged human reference gene annotation
and novel lncRNA annotation as the quantification template. The
significantly differentially expressed (DE) genes (FDR < 0.05) and
log2-transformed gene expression fold-changes (LFC) were calcu-
lated using edgeR (v3.20.9) [40] after TMM (Trimmed Mean of
M�values) normalization. The Interferon-stimulated gene list of
human was downloaded from Wu et al. [41]. The same analysis
protocol was applied for quantification and DE gene analysis for
the following datasets: VACV-70mer (dsDNA) stimulation RNAseq
dataset (SRP141411), IFNAR1 KO RNAseq dataset (SRP157933),
EZH2 inhibition RNAseq dataset (GSE99839).

2.9. Transcriptome assembly

The transcriptome assembly was conducted using StringTie2
(v2.0.3) [42]. Specifically, for each sample, the mapped reads in
sam format resulting from running HISAT2 with ‘-dta’ option was
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transformed into sorted bam format using SAMtools (v1.8) [43],
and then the sorted bam file was used as the input for StringTie2
to assemble the transcriptome using the human reference annota-
tion to guide the assembly process. The assembly transcripts were
required to be longer than 300nt by using the option (-m 300). The
resulting transcript assembly files of each sample were further
merged into the final transcriptome assembly result in gtf format,
using the merge function of StringTie2.

2.10. Novel lncRNA identification

Based on transcriptome assembly results, the novel lncRNAs
were predicted using the combination of three transcript coding
potential estimation tools: CPAT (v2.0.0) [26], CNCI (v2.0) [28],
and CPC (v0.1) [44]. Specifically, all novel transcripts were
obtained by excluding the one overlapping with known annota-
tions with at least 1 bp. For CPAT, the novel noncoding transcripts
were selected using the recommended cutoff ‘0.3640 according to
the CPAT website. For both CNCI and CPC, the novel noncoding
transcripts were obtained based on the ‘noncoding’ flag in the out-
put of CNCI and CPC coding potential prediction results, respec-
tively. The novel transcripts that fulfill the noncoding criteria of
all three methods were considered as novel lncRNAs.

2.11. ChIP-seq experiment

HFF-1 cells were transfected with HT-DNA (2 lg/mL) through
Lipofectamine 2000 for 9 h, and then cells were harvested with
Chromatin IP kit (CST) according to the manufacturer’s recommen-
dations with some modifications. Briefly, the culture medium was
removed, and cells were washed with PBS three times, then 1%
formaldehyde (Sigma) was used to crosslink proteins to DNA for
10 min at room temperature. Subsequently, 10 � glycine was
added to stop the reaction for 5 min. After removing the mixed
medium, cells were washed with precooled PBS twice and har-
vested. The chromatin was further sheared with the Bioruptor
Twin instrument (Diagenode). The ChIP antibodies against Pol II
was purchased from Active Motif (Cat#61085, RNA Pol II CTD
phosphor Ser5 antibody). ChIP was performed with chromatin
from 3 million HFF-1 cells and 5 lg of antibody each time. Three
replicates were performed in total. The ChIP-seq libraries were pre-
pared and sequenced on HiSeq 2000 according to Illumina stan-
dard protocols.

2.12. ChIP-seq data analysis

The raw ChIPseq data was processed using fastp [45] with
default parameters to remove adaptor sequences and reads in
low quality. The resultant data were further mapped to the human
genome (GRCh38) using Bowtie by allowing three mismatches. The
duplicated reads were further excluded using SAMtools [43]. For
the samples before and after HT-DNA stimulation, MACS2
(Model-based Analysis of ChIP-seq) [46] was used to identify Pol
II binding peaks with the FDR cutoff 0.05.

2.13. ChIP-qPCR experiment

Based on two selected cs-lncRNAs, we extracted the promoter
region of corresponding lncRNAs based on transcription start site
annotation and Pol II ChIPseq peak regions. The extracted regions
of human genome (GRCh38) were as follows: ENSG00000204261
(chr6:32843963–32844112); ENSG00000285967 (chr5:3687667
7–36876826). For the quantitative PCR experiment, the following
primers were used to amplify ChIP DNA: For ENSG00000204261,
sense primer (50-GGGCTCCGCATACATCTAGT-30) and antisense pri-
mer (50-CTTGTTCCCTCCCCTTCGAT-30); For ENSG00000285967,
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sense primer (50-TGGTTGTTAGTGTTTGGCGC-30) and antisense pri-
mer (50- TGTGTCTCTCTCTCGTTCCG-30).

2.14. m6A-seq data analysis

The raw data of m6A-seq before and after VACV-70mer stimu-
lation in human NHDF cells were downloaded from SRA
(SRP141411). After removing potential adaptor sequence and reads
in low quality using fastp, reads in high quality were mapped to
the human genome (GRCh38) using HISAT2. For each sample,
MACS2 was used to identify m6A peaks by taking the correspond-
ing input sample as the control with the default parameters at the
FDR cutoff 0.05, except for ‘-nomodel’ and ‘-keepdup all’ to turn off
fragment size estimation step and to keep all mapped reads. The
high confidential m6A peaks were identified by requiring support
from at least two replicate samples.

2.15. The analysis related to transcription factor

To obtain a comprehensive list of transcription factors (TFs) of
human, we downloaded annotated TFs from nrg2538 [47], TRANS-
FAC [48], JASPAR [49], GO [50], DBD [51], AnimalTFDB [52], TFCat
[53], and further merged them into a final list of TF dataset. The
cs-TFs were obtained by using the same approach for cs-lncRNA
identification based on the compiled TF dataset. The large-scale
ChIP-seq dataset of human was downloaded from ENCODE [54],
which includes 338 TFs and transcription cofactors. To identify
the TFs that displayed enriched binding sites in the promoter
region of cs-lncRNAs, we obtained the binding sites of each TF in
the promoter region (2 kb upstream and downstream centered
on TSS) of cs-lncRNAs based on ChIP-seq dataset, and further used
fisher’s exact test to get the enriched TFs by using that of all TFs as
the background (FDR < 0.05).

2.16. Permutation analysis

We used 1000 times random sampling based permutation test
to calculate whether increased cs-lncRNA harbored significantly
more gain of Pol II peaks in their promoters. Specifically, we ran-
domly selected the same number of lncRNA according to the num-
ber of increased cs-lncRNA from all expressed lncRNAs 1000 times
to the estimated expected frequency of the number of lncRNA har-
boring specific gain of Pol II peaks in the promoter region, and then
compared the observed and expected frequency to estimate the
statistical significance. This protocol was used for estimating the
statistical significance for [1] increased cs-lncRNA harboring gain
or loss of Pol II peaks; (2) decreased cs-lncRNA harboring gain or
loss of Pol II peaks; (3) increased cs-lncRNA harboring gain or loss
of m6A peaks; (4) decreased cs-lncRNA harboring gain or loss of
m6A peaks; (5) increased cs-TF harboring gain or loss of m6A
peaks; (6) decreased cs-TF harboring gain or loss of m6A peaks.

2.17. Real-time PCR

Total cellular RNA was isolated using TRIzol. The quantification
of selected lncRNAs was conducted by real-time PCR using the
SYBR Green PCR mix (Applied Biosystems). The obtained values
were normalized to the level of GAPDH mRNA. The primers used
are listed as follows:

ENSG00000249669, Forward: GTTGTTCTGCAGCCATCAGC.
Reverse: GAGACCGCTTGGGTCTCAAT.
MSTRG.7460, Forward: GTTGGCCAAACAAGCTCCAC.
Reverse: GTTGGCCAAACAAGCTCCAC.
ENSG00000197536, Forward: CACCGCGTCTGTGTCTGTAT.
Reverse: CCACCCAGAAGTAACCAGGC.
MSTRG.2419, Forward: AGCTGCTGTCTTGCAGCTAA.
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Reverse: CGTGCTCCGGAATCCGAATA.

2.18. Functional enrichment analysis

For each RNA-seq dataset of innate-immune stimulator and
pathogen transfection, the gene ontology (GO) enrichment analy-
ses of DE genes were performed using David Bioinformatics
(https://david.ncifcrf.gov/) [55]. The significantly enriched GO
items of biological process (BP) were obtained based on the FDR
cutoff<5%. All expressed genes were used as the background. To
infer the putative function of cs-lncRNA, we utilized GREAT [56]
by taking the protein-coding genes within the 1 Mb region of the
cs-lncRNA as the input. The significantly enriched items of biolog-
ical processes and MGI phenotypes based on single gene KO exper-
iments were obtained using the binomial FDR cutoff<5%.

2.19. Data records

All original sequencing data were deposited in GEO database
with accession number: GSE142735.
3. Results

3.1. The overview of RNAseq profiles following the cGAS-STING
signaling activation

To obtain transcriptomic changes mediated by the cGAS-STING
signaling activation, we performed RNA-seq experiments to mea-
sure the transcriptomic profiling of innate immune response in
human HFF-1 cells with the treatments of three well-established
cGAS-STING signaling stimulators (cGAMP, G3-YSD, and HT-DNA)
and one DNA virus (HSV-1) (Fig. 1A). The Human HFF-1 cell has
been widely used as a model cell for studying the mechanism of
innate immunity [57–63]. The DNA molecules of HSV-1 (Herpes
simplex virus 1) and HT-DNA (herring testis DNA) bind and acti-
vate cGAS in a sequence-independent manner [64–65]. G3-YSD is
a 26mer DNA sequence derived from the HIV-1 RNA genome,
which can lead to sequence-specific activation of cGAS specifically
[66]. cGAMP functioning as a specific secondary messenger that
binds and activates STING [67]. All these agonists are widely used
and well recognized for the cGAS-STING signaling activation. The
phosphorylations of STING, TBK1, and IRF3 are hallmarks of the
activation of the cGAS-STING signaling pathway [68]. Notably,
treating cells with all these four agonists strongly activated the
cGAS-STING signaling, as demonstrated by the enhanced phospho-
rylation of STING, TBK1, and IRF3 compared with the control treat-
ment. By contrast, transfecting CpG DNA, a TLR9 specific agonist,
failed to activate the cGAS-STING signaling, demonstrating the
validity of our experimental design for activating the cGAS-STING
signaling specifically (Fig. 1B). To measure the innate-immune
responses more precisely, the experiments were conducted in
two replicates for each treatment (Fig. 1A, Table S1 in Supporting
Information). All RNA samples were in high integrity, as reflected
by high RNA integrity number (RIN) (Table S1 in Supporting Infor-
mation). On average, 43 million (SD = 2.4) reads of high quality
were obtained, corresponding to 92.2% of raw reads. The quality
of sequencing per base measured using Phred score [69] was
mostly close to 40, corresponding to an estimated sequencing error
of � 0.1%. The reads displayed very similar distributions of G + C
content (Mean = 50.3%, SD = 0.4%) and were largely distributed uni-
formly without 30 bias across transcript body of annotated genes
for all samples (Figure S1 in Supporting Information). On average,
approximately 96% (Mean = 96.2%, SD = 1.6%) of reads were
mapped to the human genome (Fig. 1C). >13,000 protein-coding
genes were reliably quantified (expression abundance > 0.5 TPM)
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Fig. 1. The overview of RNA-seq experiments following the cGAS-STING signaling activation. (A) The schematic diagram of study design and sample collection for RNA-seq.
(B) HFF cells were stimulated with HT-DNA, G3-YSD, HSV-1, cGAMP, and CpG-DNA for 9 h, respectively. Then, cell lysates were collected for western blot analysis of STING,
TBK1, IRF3, GAPDH, and the phosphorylation of STING, TBK1, IRF3. (C) The barplot of the number of mapped paired-end reads per RNA-seq sample. (D) The heatmap of the
expression pattern of known ISGs following the treatment of three cGAS-STING pathway stimulators and one DNA virus.
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in each sample (Figure S1 in Supporting Information). Notably, the
expression correlation between replicate samples was 0.99 (Fig-
ure S2 in Supporting Information). Furthermore, most of the
known ISGs were remarkably increased compared to mock con-
trols for each treatment (Fig. 1D). The differentially expressed
genes were also strongly enriched in the biological processes clo-
sely associated with innate immune activation, including innate
immune response, type I interferon signaling pathway, defense
response to virus, and cellular response to interferon-beta
(FDR < 0.01, Figure S3 in Supporting Information). Collectively,
these results demonstrated the validity of experiment performance
and high-quality of RNA-seq data, which provided a foundation for
investigating lncRNAs.

3.2. The repertoire of the cGAS-STING signaling activation associated
lncRNAs (cs-lncRNA)

To obtain a more comprehensive list of lncRNA associated with
the cGAS-STING signaling, we firstly performed transcriptome
assembly and novel lncRNA identification. Based on gene annota-
tion of GENCODE (v36), we obtained 498 novel transcripts in
multiple-exon structure and contained<20% repeat elements in
their sequences. We then used three widely-used transcript coding
potential estimation tools to evaluate their coding potential (Mate-
rials and Methods). CNCI, CPC2, and CPAT classified 96.2%, 88.7%,
and 85.9% of the identified novel transcript as non-coding tran-
scripts, respectively (Fig. 2A-C). By intersecting the results of three
tools, 417 novel lncRNAs were obtained (Fig. 2D, Table S2 in Sup-
porting Information). These novel lncRNAs mainly transcribed
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from the sense and antisense region of promoter as well as gene
antisense region, representing almost 65% of all novel lncRNAs,
while intergenic lncRNAs represented 75% of the remaining novel
lncRNAs (Fig. 2E). The length of the novel lncRNA transcript was
similar to that of known lnRNAs (Fig. 2F). At the expression level,
novel lncRNAs were significantly more abundant than known
lncRNAs following the cGAS-STING signaling activation (Fig. 2G;
Wilcoxon rank sum test, p < 2.2e-16), suggesting a closer associa-
tion between novel lncRNAs and the cGAS-STING pathway than all
annotated lncRNAs.

We then merged known and novel lncRNAs together to screen
the cGAS-STING signaling activation associated lncRNAs (cs-
lncRNA), which were required to be consistently induced or
repressed after activating the cGAS-STING pathway under different
stimulations. Following the treatments of four cGAS-STING signal-
ing stimulators, we found 7.4% to 30.1% of expressed known
lncRNAs to be differentially expressed (DE) (Fig. 3A, B; Negative
binomial test, FDR < 0.05). The proportion of DE novel lncRNAs ran-
ged from 18.3% to 65.6% of all expressed novel lncRNAs (Fig. 3C, D),
which was much higher than that of known lncRNA. To exclude the
potential artifacts of DE lncRNAs caused by factors other than the
cGAS-STING activation while maximizing the cs-lncRNA identifica-
tion sensitivity, we merged DE lncRNAs of all treatments and
obtained 672 cs-lncRNAs that were differentially expressed in at
least two kinds of stimulations (Negative binomial test,
FDR < 0.05) and displayed consistent expression changes across
all stimulations (Fig. 3E; Table S3 in Supporting Information; Fish-
er’s combined probability test, p < 0.005). The expression pattern of
the obtained cs-lncRNAs was highly correlated between different



Fig. 2. The identification of novel lncRNAs. (A, B, C) The coding potential score distribution of novel transcripts using three coding potential estimation methods (CNCI, CPC2,
and CPAT). (D) The overlaps of novel lncRNAs identified by CNCI, CPC2, and CPAT. (E) The genomic context of the identified novel lncRNAs. (F) The length distributions of
novel lncRNAs, known lncRNAs, and protein-coding genes. (G) The expression abundance comparison between novel lncRNAs and known lncRNAs, after the treatments of
cGAMP, HT-DNA, G3-YSD, and HSV-1.
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cGAS-STING signaling stimulations (Fig. 3F, average Pearson corre-
lation coefficient: 0.91). Notably, novel lncRNAs contributed to
28.1% of upregulated cs-lnRNAs, demonstrating the necessity for
conducting novel lncRNA identification. To validate the expression
pattern of cs-lncRNA, we measured expression changes of four
selected cs-lncRNAs using qPCR. The result showed consistent
expression changes of all four selected cs-lnRNAs between RNAseq
and qPCR (Figure S4 in Supporting Information). To further check
the validity of cs-lncRNAs, we examined an independent RNAseq
dataset that measured transcriptome alterations following VACV-
70mer (dsDNA) stimulations at 6 h and 12 h in human NHDF cells.
Overall, 92.5% and 93.3% of cs-lncRNAs displayed consistent
expression changes after dsDNA stimulations at 6 h and 12 h,
respectively (Fig. 3G). Moreover, the expression changes of cs-
lncRNA were markedly correlated between four cGAS-STING sig-
naling stimulations in HFF-1 cells and dsDNA stimulation in NHDF
cells at both 6 h and 12 h (Fig. 3H, Pearson correlation
coefficient > 0.85). Collectively, these results indicated validity
and reliability of the identified cs-lncRNAs, which were strongly
associated with the activation of the cGAS-STING pathway, and
exhibited highly consistent expression changes between multiple
cGAS-STING signaling stimulations.

We next explored the putative functions of cs-lncRNA. By
applying the same approach for cs-lncRNA identification, we iden-
tified 3,406 protein-coding genes associated with the cGAS-STING
pathway activation (cs-PCG) (Table S4 in Supporting Information).
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The cs-lncRNA and cs-PCG exhibited similar genomic distributions
on most chromosomes, suggesting cs-lncRNA may play roles in cis-
regulation of nearby cs-PCG (Figure S5 in Supporting Information).
We then utilized GREAT [56] to infer the putative functions of cs-
lncRNA by taking the protein-coding genes within the 1 Mb region
of the cs-lncRNA as the input. The results showed that cs-lncRNAs
were significantly enriched in the biological processes, including
type-I interferon signaling pathway, response to type-I interferon,
defense response, and cytokine-mediated signaling pathway, all of
which were strongly related to innate immunity (Fig. 3I; Table S5
in Supporting Information). In addition, based on mouse genes
with phenotype annotation, cs-lncRNA might be associated with
several infection-related phenotypes, such as abnormal response
to infection, altered susceptibility to viral infection, and altered
susceptibility to infection induced morbidity/mortality (Table S6
in Supporting Information). Intriguingly, cs-lncRNA might also be
related to the phenotype of the decreased T cell number, which
is an IRF3 independent novel function of the cGAS-STING pathway
uncovered recently [70].

3.3. The expression of cs-lncRNA was regulated at the transcriptional
level

We then investigated how cs-lncRNAs were regulated. Func-
tional enrichment analysis suggested the biological processes such
as DNA templated regulation of transcription and Pol II-mediated



Fig. 3. The catalog of the cGAS-STING signaling associated lncRNAs (cs-lncRNA). (A) and (B) The overlaps of upregulated (A) and downregulated (B) differentially expressed
(DE) known lncRNAs after the treatments of cGAMP, HT-DNA, G3-YSD, and HSV-1. (C) and (D) The overlaps of up-regulated (C) and down-regulated (D) DE novel lncRNAs
after the treatments of cGAMP, HT-DNA, G3-YSD, and HSV-1. (E) The heatmap of the cGAS-STING signaling associated lncRNAs (cs-lncRNA) after the treatments of cGAMP,
HT-DNA, G3-YSD, and HSV-1 in HFF-1 cells. (F) The pairwise expression correlation of cs-lncRNAs between the treatments of cGAMP, HT-DNA, G3-YSD, and HSV-1 in HFF-1
cells. (G) The proportions of consistently upregulated (Cons-UP), consistently downregulated (Cons-DOWN), and the rest (Inconsistent) cs-lncRNA after VACV-70mer (dsDNA)
stimulation at 6 h (left) and 12 h (right) in NHDF cells, respectively. (H) The correlation of expression changes of cs-lncRNAs between four cGAS-STING signaling stimulations
in HFF-1 cells and dsDNA stimulation in NHDF cells at 6 h and 12 h, respectively. (I) The top10 potential biological processes and associated phenotypes of cs-lncRNA that
predicted using the protein-coding genes within the 1 Mb region of cs-lncRNAs by GREAT.
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transcriptional regulation were strongly linked to the cGAS-STING
pathway activation (Figure S3 in Supporting Information). We,
therefore, explored whether the expression of cs-lncRNA was reg-
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ulated transcriptionally. To check this, we performed Pol II ChIP-
seq experiments and identified 36,606 and 35,578 Pol II peaks
before and after HT-DNA stimulation (9 h), respectively. In line
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with previous observations, the majority of Pol II peaks (>80%)
were located in the promoter (2 kb upstream &downstream of
TSS) and gene body region (Figure S6 in Supporting Information).
Moreover, the known ISG genes, such as STAT1, TRIM56, MX1,
MYD88, and IFI44, harbored clear Pol II peaks in their promoter
region only after HT-DNA stimulation (Figure S7 in Supporting
Information), demonstrating the validity of ChIP-seq experiment
performance and data quality. By overlapping the identified Pol II
peaks, we obtained 15,447 and 16,475 Pol II peaks that were
specifically gained and lost after HT-DNA stimulation compared
with unstimulated status, respectively (Fig. 4A). Notably, 31.2% of
cs-lncRNAs with increased expression pattern (increased cs-
lncRNA) harbored specific gain of Pol II peaks in their promoters
while 24.5% of cs-lncRNAs with decreased expression pattern (de-
creased cs-lncRNA) harbored specific loss of Pol II peaks in their
promoters, which were both significantly more than expected by
chance (Fig. 4B, C; Table S7 in Supporting Information; permuta-
tion test, p < 0.001). By contrast, the proportion of increased cs-
lncRNA harboring specific loss of Pol II peaks and the proportion
of decreased cs-lncRNA harboring specific gain of Pol II peaks were
similar to that of random simulations (Fig. 4B, C; permutation test,
p > 0.33). These results suggested that the transcriptional regula-
tion contributed to the induction and repression of cs-lncRNAs.
To verify this result, we measured Pol II ChIP-seq signals quantita-
tively across the promoter and gene body region of cs-lncRNAs.
Consistent with the result of gain and loss of Pol II peaks, we found
the promoter region of increased cs-lncRNA displayed significantly
more Pol II ChIPseq signals after HT-DNA stimulation (Fig. 4D, Wil-
coxon rank sum test, p < 1e-10). Conversely, the opposite was true
for decreased cs-lncRNA (Fig. 4E, Wilcoxon rank sum test, p < 1e-
10). To further validate our finding, we conducted ChIP-qPCR to
examine Pol II binding intensity on the promoter region of one
increased cs-lncRNA (Fig. 4F) and one decreased cs-lncRNA
(Fig. 4G). The ChIP-qPCR result fully supported the conclusion
obtained based on ChIPseq (Fig. 4H, I; Wilcoxon rank sum test,
p < 0.001). Taken together, the above results indicated that the
expression of cs-lncRNA was regulated at the transcriptional level.

3.4. N6-methyladenosine (m6A) regulatory machinery was required for
establishing cs-lncRNA repertoire

Recent studies reported that N6-methyladenosine (m6A) regula-
tory machinery regulates the innate immune response. We then
investigated whether m6A-mediated modulation was involved in
regulating the expression of cs-lncRNA. METTL14 is a core compo-
nent of the m6A writer complex, depletion of which results in a
substantial disturbance of the m6A system. Notably, we found that
loss of METTL14 led to dramatic dysregulation of cs-lncRNA after
dsDNA stimulation. Compared with wildtype control counterparts
treated with dsDNA, increased cs-lncRNA were mostly repressed
while decreased cs-lncRNA were extensively upregulated in
METTL14 abolished cells (Fig. 5A). The 1,000 times permutation
test indicated that the downregulated proportion of increased cs-
lncRNA and upregulated proportion of decreased lncRNA caused
by METTL14 abolishment were both significantly more than
expected (Fig. 5B, permutation test, p < 0.001). Moreover, the
expression pattern of cs-lncRNA was markedly reversed in
METTL14 knockout cells after dsDNA stimulation (Fig. 5C; Pearson
correlation coefficient: �0.54). These results demonstrated that
m6A regulatory machinery might be involved in regulating cs-
lncRNA expression. We then investigated the possible roles of the
m6A system in more detail. The m6A-seq data analysis identified
15,648 m6A peaks, including 3,818 and 1,904 ones specifically
gained and lost after dsDNA stimulation compared with unstimu-
lated status (Fig. 5D, Materials and Methods). Intriguingly, we
found increased cs-lncRNAs harbored significantly more gain of
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m6A peaks and significantly less loss of m6A peaks while decreased
cs-lncRNAs harbored significantly more loss of m6A peaks (Fig. 5E,
F; Table S8 in Supporting Information; permutation test, p < 0.001),
suggesting m6A system may play roles in controlling cs-lncRNA
expression partially through affecting m6A modification on their
transcripts. We next explored whether the m6A system might reg-
ulate cs-lncRNA via modulating signaling transduction of the
cGAS-STING pathway. Interestingly, we found several signaling
transduction key components, including two DNA sensors cGAS
and hnRNPA2B1, an interferon receptor IFNAR1, and a signal trans-
ducer STAT1, were significantly diminished after METTL14 knock-
out (Fig. 5G, Negative binomial test, FDR < 0.05). Moreover, the
expression of hnRNPA2B1 and IFNAR1 were consistently damp-
ened before and after dsDNA stimulations in METTL14 knockout
cells. Of note, we found that loss of IFNAR1 led to global dysregu-
lation of cs-lncRNAs, which were significantly correlated with that
of loss of METTL14 (Fig. 5H, Pearson correlation coefficient: 0.47).
Taken together, these results indicated that m6A regulatory
machinery was indispensable for establishing cs-lncRNA reper-
toire, probably via modulating m6A modification of cs-lncRNA
transcripts and promoting the expression of signaling transduction
key components.

3.5. m6A-mediated regulation affected transcriptional machinery to
modulate the cs-lncRNA expression

When checking the disrupted biological processes caused by
METTL14 knockout, we found many items related to transcrip-
tional regulation were strongly enriched, which displayed remark-
able similarity to that associated with the cGAS-STING pathway
activation (Fig. 6A). We, therefore, further explored the potential
interplay between m6A-mediated regulation and transcriptional
machinery in modulating cs-lncRNA. To do this, we compiled a
comprehensive list of transcription factors (TFs), and searched for
transcription factors associated with the cGAS-STING pathway
activation (cs-TFs) by using the same approach for cs-lncRNA iden-
tification (Materials and Methods). By examining their expression
changes in METTL14 abolished condition, we obtained 91 cs-TFs
that were significantly altered after dsDNA treatment in METTL14
knockout cells (Table S9 in Supporting Information). Strikingly,
95.6% of increased cs-TFs were repressed, while 73.9% of decreased
cs-TFs were upregulated (Fig. 6B). The downregulated proportion
of increased cs-TFs and upregulated proportion of decreased cs-
TFs caused by METTL14 abolishment were both significantly more
than expected (Fig. 6C, permutation test, p < 0.008). The expression
pattern of cs-TFs was notably reversed in METTL14 knockout cells
after dsDNA stimulation (Fig. 6D, Pearson correlation coefficient:
�0.59). Furthermore, increased cs-TFs harbored significantly more
gain of m6A peaks while decreased cs-TFs harbored significantly
more loss of m6A peaks (Fig. 6E, F; Table S9 in Supporting Informa-
tion; permutation test, p < 0.001). Collectively, these results indi-
cated that cs-TFs were regulated by the m6A system following
the cGAS-STING pathway activation. We further checked whether
cs-TFs were involved in controlling the transcription of cs-
lncRNAs. By taking advantage of large-scale TF ChIP-seq data from
ENCODE, we obtained 17 cs-TFs with genome-wide binding site
information. Importantly, 10 out of 17 cs-TFs, including six cs-
TFs with gain or loss of m6A modifications, were also displayed
enriched binding in the promoter region of cs-lncRNAs, which
was significantly more than expected (Fig. 6G, hypergeometric test,
p < 0.001). This result suggested that the expression of cs-lncRNAs
might be controlled by cs-TFs. To verify this, we analyzed the
expression changes of cs-lncRNAs after inhibiting a deceased cs-
TF, EZH2, which has been reported to be regulated by m6A modifi-
cation [71–72]. Of note, we found that inhibition of EZH2 led to a
globally enhanced expression pattern of cs-lncRNA. The increased



Fig. 4. The expression of cs-lncRNA was modulated transcriptionally. (A) The overlap of identified Pol II peaks before (unstimulated) and after (stimulated) HT-DNA
treatment. In total, 15,447 Pol II peaks were specifically gained (gain) and 16,475 Pol II peaks were lost (loss) after HT-DNA stimulation compared with unstimulated status.
(B) The observed (labeled as a vertical red line) and expected (represented as the histogram) proportion of increased cs-lncRNA (left) and decreased cs-lncRNA (right)
harboring gain of Pol II peaks in their promoters. (C) The observed (labeled as a vertical red line) and expected (represented as the histogram) proportion of increased cs-
lncRNA (left) and decreased cs-lncRNA (right) harboring loss of Pol II peaks in their promoters. For both (B) and (C), the expected proportion was estimated using 1,000
permutations based on all expressed lncRNAs. (D) and (E) The heatmap of Pol II ChIP-seq signals across the promoter and gene body regions of increased cs-lncRNA (D) and
decreased cs-lncRNA (E) before and after HT-DNA stimulation. (F) and (G) The Pol II ChIP-seq signals across the promoter and gene body regions of an increased cs-lncRNA
example (F) and a decreased cs-lncRNA example (G). All ChIP-seq signals were normalized and scaled to 1. (H) and (I) The ChIP-qPCR result of Pol II binding intensity on the
promoter region of the increased cs-lncRNA (H) and decreased cs-lncRNA (I) corresponding (F) and (G). (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)
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cs-lncRNAs and decreased cs-lncRNAs were significantly induced
and repressed, respectively (Fig. 6H, KS test, p < 1e-7). Collectively,
these results suggested that the m6A system controlled cs-TF-
mediated transcription machinery, which in turn modulated cs-
lncRNA transcriptionally.
4. Discussion

Being a pivotal innate-immune pathway for sensing DNA mole-
cules, the cGAS-STING signaling has been acknowledged as one of
the essential components of the immune system for host defense
in mammals. Decades of efforts significantly deepen our under-
standing of the core signaling components, critical regulators,
and their interplays in regulating this pathway [1,18–19]. The
function of the cGAS-STING signaling has also been expanding to
many noninfectious settings of cellular stress and injury [6–7].
However, except for several prominent lncRNA examples, our
knowledge of the lncRNAs involved in the cGAS-STING signaling
is still quite limited, even for the repertoire of lncRNA associated
with this pathway was lacking. In this study, we performed an
integrative analysis to comprehensively build the lncRNA catalog
associated with the cGAS-STING pathway activation. We designed
the experiments to measure the innate immune responses across
several well-acknowledged cGAS-STING signaling agonists, which
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largely excluded the potential artifacts caused by agonist-specific
effects. Moreover, we also implemented an analysis protocol to
obtain a consensus set of lncRNAs closely associated with the acti-
vation of the cGAS-STING pathway, named cs-lncRNA, which dis-
played highly consistent expression changes between multiple
cGAS-STING signaling stimulations. Notably, the identified cs-
lncRNAs were strongly supported by an independent RNAseq data-
set that measured transcriptome alterations following VACV-
70mer (dsDNA) stimulations at 6 h and 12 h in human NHDF cells.
Along with verifying cs-lncRNA expression using the qPCR experi-
ment, all these results demonstrated the reliability of cs-lncRNAs
identified.

Determining how these cs-lncRNAs are regulated will be helpful
to fully elucidating the roles of lncRNAs in physiological and patho-
logical processes governed by the cGAS-STING signaling. Recently
studies reported that the N6 methyladenosine (m6A) regulatory
machinery regulates innate immune responses [20–21]. Being
the most abundant and prevalent post-translational modification
throughout the whole transcriptome, the m6A system also affects
the metabolism of lncRNAs [73]. However, whether and how the
m6A system regulates cs-lncRNAs during the cGAS-STING pathway
activation remain unclear. The validity and reliability of cs-lncRNA
allowed us to explore the potential roles of the m6A system in
modulating cs-lncRNA by taking advantage of recently published
high-quality omics datasets designed to explore the influence of



Fig. 5. N6-methyladenosine (m6A) regulatory machinery was indispensable for establishing cs-lncRNA repertoire. (A) The expression changes of decreased and increased cs-
lncRNAs in METTL14 knockout NHDF cells compared with control after VACV-70mer (dsDNA) treatment. (B) The observed (labeled as a vertical red line) and expected
(represented as the histogram) downregulated proportion of increased cs-lncRNA (left) and upregulated proportion of decreased cs-lncRNA (right) in METTL14 knockout
NHDF cells compared with that of control after dsDNA treatment. The expected proportion was estimated using 1,000 permutations based on all expressed lncRNAs. (C) The
correlation of expression changes of cs-lncRNAs between four cGAS-STING signaling stimulations in HFF-1 cells and dsDNA stimulation in METTL14 knockout NHDF cells. (D)
The overlap of identified m6A peaks before (unstimulated) and after (stimulated) dsDNA treatment. In total, 3,818 m6A peaks were specifically gained (gain) and 1,904 Pol II
peaks were lost (loss) after dsDNA stimulation compared with unstimulated status. (E) The observed (labeled as a vertical red line) and expected (represented as the
histogram) proportion of increased cs-lncRNA (left) and decreased cs-lncRNA (right) harboring gain of m6A peaks in their transcripts. (F) The observed (labeled as a vertical
red line) and expected (represented as the histogram) proportion of increased cs-lncRNA (left) and decreased cs-lncRNA (right) harboring loss of m6A peaks in their
transcripts. For both (E) and (F), the expected proportion was estimated using 1,000 permutations based on all expressed lncRNAs. (G) The heatmap of the expression changes
of key signaling transduction components of the cGAS-STING pathway in METTL14 knockout NHDF cells compared with control with (6 h and 12 h) and without dsDNA
treatment. (H) The correlation of expression changes of cs-lncRNAs between IFNb treatment in IFNAR1-KO HFF-1 cells and dsDNA stimulation in METTL14 knockout NHDF
cells. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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the m6A system on dsDNA elicited innate immunity. Our results
demonstrated that an intact m6A system was indispensable for
cs-lncRNA expression. Mechanistically, we provided clues that
the m6A system might partially participate in controlling the
expression of cs-lncRNA through manipulating m6A modification
on their transcripts. Intriguingly, we found increased cs-lncRNAs
harbored significantly more gain of m6A peaks and significantly
less loss of m6A peaks while decreased cs-lncRNAs harbored signif-
icantly more loss of m6A peaks. Since the exact function of m6A
modification is governed by specific m6A ‘‘reader” including m6A-
binding proteins YTHDF1/2/3, YTHDC1/2, IGF2BP1/2/3, and
hnRNPA2B1 [74–75], it is appealing to speculate that the induction
and repression of cs-lncRNA might be regulated by these m6A
‘‘reader” proteins that recognized specific m6A modification site
and led to the stabilization or destabilization of corresponding
cs-lncRNAs. However, the exact roles of m6A modification required
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further exploration and validation. In addition to controlling m6A
modification on cs-lncRNA, we found m6A system might regulate
cs-lncRNA by promoting several signaling transduction key com-
ponents of the cGAS-STING pathway, including two DNA sensors
cGAS and hnRNPA2B1, an interferon receptor IFNAR1, and a signal
transducer STAT1. Impaired expression of these key components
will greatly dampen the whole cGAS-STING signaling, resulting in
substantial disruption of the cs-lncRNA expression. Intriguingly,
hnRNPA2B1 is also an m6A reader that can facilitate m6A modifica-
tion of cGAS, IFI16, and STING mRNAs to promote DNA-induced
innate immunity [22]. Notably, we found that Loss of IFNAR1 led
to the dysregulation of cs-lncRNAs resembled that of loss of m6A
‘‘writer” METTL14, which is in line with the observation of a recent
study that degradation of another m6A ‘‘writer” WTAP blocks Type-
I interferon response by destabilizing IFNAR1 mRNA on which m6A
modification is reduced [76].



Fig. 6. m6A-mediated regulation affected transcriptional machinery to modulate cs-lncRNA expression. (A) The enriched transcriptional regulation related biological
processes that were significantly associated with the activation of the cGAS-STING pathway and disrupted by METTL14 knockout. (B) The expression changes of decreased
and increased cs-TFs in METTL14 knockout NHDF cells compared with that of control after VACV-70mer (dsDNA) treatment. (C) The observed (labeled as a vertical red line)
and expected (represented as the histogram) downregulated proportion of increased cs-TFs (left) and upregulated proportion of decreased cs-TFs (right) in METTL14
knockout NHDF cells compared with that of control after dsDNA treatment. The expected proportion was estimated using 1,000 permutations based on all expressed TFs. (D)
The correlation of expression changes of cs-TFs between four cGAS-STING signaling stimulations in HFF-1 cells and dsDNA stimulation in METTL14 knockout NHDF cells. (E)
The integrated heatmap depicted the m6A status of increased and decreased cs-TFs, and reversed expression pattern of cs-TFs in METTL14 knockout NHDF cells after dsDNA
treatment. (F) The observed (labeled as a vertical red line) and expected (represented as the histogram) proportion of increased cs-TFs (left) harboring gain of m6A peaks and
proportion of decreased cs-TFs (right) harboring loss of m6A peaks. The expected proportion was estimated using 1,000 permutations based on all expressed TFs. (G) The
overlap of 17 cs-TFs with ENCODE ChIPseq binding site information and 58 TFs with enriched binding sites on the promoters of cs-lncRNAs. (H) The cumulative distribution of
gene expression changes (LFC) for increased cs-lncRNAs (red), decreased cs-lncRNAs (blue), and all expressed lncRNAs (black) after inhibiting a cs-TF, EZH2. The y-axis shows
the cumulative distribution function (CDF) of LFC distribution. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of
this article.)
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In addition to the regulation on the post-transcriptional level,
we also found evidence that Pol II-mediated transcriptional regula-
tion significantly controlled the expression of cs-lncRNAs. Interest-
ingly, our detailed analysis suggested a role of m6A system
mediated transcriptional machinery in modulating cs-lncRNA. At
the global level, by leveraging large-scale ChIP-seq data of>300
transcription factors, we demonstrated that the m6A system regu-
lated cs-TFs displayed enriched binding on the promoter region of
cs-lncRNA. By investigating the effect of inhibition of a specific
m6A modification regulated cs-TF, EZH2, we confirmed the role
of m6A modification regulated cs-TF in regulating cs-lncRNAs.
Our results strongly indicated that the m6A system played a role
in controlling transcription machinery through regulating cs-TF,
which in turn modulated cs-lncRNA transcriptionally.

Determining the function of individual cs-lncRNA remains a
challenge. Nevertheless, chromosome distribution examination of
cs-lncRNAs coupling with functional enrichment analysis using
nearby protein-coding genes suggested a strong association of cs-
lncRNA to many typical and critical biological processes of innate
immunity, and infection-related phenotypes. Further investigation
was required to verify the role of individual cs-lncRNA in the asso-
ciated biological processes. In this study, we investigated lncRNAs
of the cGAS-STING pathway after stimulating human cells with
four different agonists/stimuli for 9 h. Further studies based on
profiling the transcriptome after the cGAS-STING signaling activa-
tion in a time series manner would be helpful to obtain more com-
prehensive information about lncRNAs expression, especially for
the potential dynamic expression pattern of cs-lncRNAs.

5. Conclusion

Overall, our study uncovered a reliable set of cs-lncRNA and
revealed m6A-mediated modulation coupled with transcriptional
regulation strongly contributed to establishing cs-lncRNA reper-
toire. The cs-lncRNA repertoire will provide the foundation to
investigate the roles of lncRNA in the cGAS-STING signaling. More-
over, the catalogs of cs-PCG and cs-TF also provided rich resources
to fully elucidate the mechanisms underlying diverse physiological
and pathological processes governed by the cGAS-STING signaling.
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