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A B S T R A C T   

This study proposes a hierarchical automated methodology for detecting brain tumors in Mag-
netic Resonance Imaging (MRI), focusing on preprocessing images to improve quality and elim-
inate artifacts or noise. A modified Extreme Learning Machine is then used to diagnose brain 
tumors that are integrated with the Modified Sailfish optimizer to enhance its performance. The 
Modified Sailfish optimizer is a metaheuristic algorithm known for efficiently navigating opti-
mization landscapes and enhancing convergence speed. Experiments were conducted using the 
“Whole Brain Atlas (WBA)” database, which contains annotated MRI images. The results showed 
superior efficiency in accurately detecting brain tumors from MRI images, demonstrating the 
potential of the method in enhancing accuracy and efficiency. The proposed method utilizes 
hierarchical methodology, preprocessing techniques, and optimization of the Extreme Learning 
Machine with the Modified Sailfish optimizer to improve accuracy rates and decrease the time 
needed for brain tumor diagnosis. The proposed method outperformed other methods in terms of 
accuracy, recall, specificity, precision, and F1 score in medical imaging diagnosis. It achieved the 
highest accuracy at 93.95 %, with End/End and CNN attaining high values of 89.24 % and 93.17 
%, respectively. The method also achieved a perfect score of 100 % in recall, 91.38 % in speci-
ficity, and 75.64 % in F1 score. However, it is crucial to consider factors like computational 
complexity, dataset characteristics, and generalizability before evaluating the effectiveness of the 
method in medical imaging diagnosis. This approach has the potential to make substantial con-
tributions to medical imaging and aid healthcare professionals in making prompt and precise 
treatment decisions for brain tumors.   

1. Introduction 

Brain tumors represent a complex challenge in medical diagnostics due to their diverse nature and the criticality of accurate 
detection. These neoplasms, which can be either malignant or benign, arise from various cell types within the brain’s intricate 
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structure, including glial cells, lymphatic tissue, and blood vessels [1]. The distinction between benign and malignant tumors is not 
always straightforward, requiring a multifaceted approach considering factors such as growth patterns, size, and location. 

Early detection is paramount in managing brain tumors effectively. As tumors grow, they can exert pressure on brain tissue, leading 
to symptoms such as headaches, nausea, and balance disturbances. Misdiagnosis or delayed detection not only risks inappropriate 
treatment but also significantly reduces survival prospects. It is estimated that late diagnosis can shorten life expectancy by up to 20 
years [2]. 

Traditionally, Magnetic Resonance Imaging (MRI) and Computed Tomography (CT) scans have been the cornerstone of brain 
tumor diagnosis [3]. MRI, in particular, offers superior image clarity due to its advanced magnetic technology, providing detailed 
insights into the brain’s anatomy. The choice of MRI technique is tailored to the suspected tumor location, encompassing both cerebral 
and spinal regions. 

Despite their efficacy, these imaging modalities are not without limitations. The accuracy of tumor characterization can be hin-
dered by the subjective interpretation of images, leading to potential diagnostic errors [4]. Moreover, the process can be 
time-consuming and costly, necessitating multiple tests to reach a conclusive diagnosis [5]. 

The advent of Artificial Intelligence (AI) presents a promising avenue to overcome these challenges. AI algorithms have the po-
tential to revolutionize brain tumor diagnostics by automating image analysis, thereby enhancing accuracy and reducing time-to- 
diagnosis. The integration of AI in medical imaging seeks to address the technical shortcomings of conventional methods while 
also offering a cost-effective solution. 

The motivation for this study stems from the need to refine diagnostic processes for brain tumors through technological ad-
vancements. By exploring the application of AI in medical imaging, this work aims to contribute to the development of more precise 
and efficient diagnostic tools that could significantly improve patient outcomes. 

2. Literature survey 

Reported literature about brain tumors and how to diagnose them are explained in the following. 
Bacanin et al. [6] suggested a metaheuristic method that could discover values that were near-optimal considering Convolutional 

Neural Network (CNN) parameters. Notably, it was founded on the Firefly algorithm. The system was developed to automatically 
classify the grades of glioma brain tumors using magnetic resonance imaging (MRI). In the beginning, the suggested improved al-
gorithm was examined on a series of standard unrestricted cost functions, and its execution was contrasted to other improved alter-
natives and the original algorithm. To demonstrate the efficiency of the proposed method, its effect on optimizing the 
hyper-parameters within the Convolutional Neural Network (CNN) was investigated. For evaluation purposes, the Cancer Imaging 
Archive and the dataset of the IXI, which both contained numerous data collections, were utilized. Furthermore, the method was 
assessed using axial images of brain tumors. A comparison was conducted between the suggested algorithm and other modern al-
gorithms in identical conditions. The results illustrated that the efficiency and robustness of the proposed method were much more 
excellent. 

Deb and Roy [7] suggested a segmentation and classification algorithm for brain tumor detection, in which frog leap optimization 
and the Adaptive fuzzy deep Neural Network were utilized to diagnose the abnormality and normality of the image. In the suggested 
strategy, accurate categorization was gained, and the amount of error was minimized. After that, the image known as abnormal was 
segmented by the use of the Adaptive Flying Squirrel Algorithm; moreover, the tumor size was diagnosed. It should be noted that it was 
utilized to discover the tumor’s rigorousness and was implemented in the MATLAB platform. False negative rate, false positive rate, 
specificity, sensitivity, and accuracy of the suggested research are, in turn, 0.543, 0.0043, 99.8 %, 99.9&, and 99.6 %. The accuracy of 
the diagnosis in the proposed study was better than that of the social group algorithm, deep neural network, and the current learning 
and teaching-based algorithm. 

Liu et al. [8] suggested a technique that was aided by computers to detect brain tumors effectively and accurately. Furthermore, this 
research was undertaken to develop an automated brain tumor diagnostic system to assist medical professionals in making accurate 
diagnoses effortlessly. Generally, there were four major sections in this research, including segmentation techniques, pre-processing, 
extraction of features, and final classification. Discrete Wavelet Transform (DWT) and Grey-Level Co-occurrence Matrix (GLCM) were 
conducted to extract features of MRI images. Afterward, the samples were directed to an optimized Convolutional Neural Network 
(CNN) to be diagnosed. A design of Sparrow Search Algorithm categorization optimized the CNN. Eventually, the method’s results 
were compared to three state-of-the-art algorithms on the Whole Brain Atlas (WBA) database to demonstrate its superior efficacy. 

Maqsood et al. [9] suggested a method which consisted of five steps. Firstly, a linear contrast stretching technique was utilized to 
detect the edges within the image of the source. Secondly, a custom deep neural network method consisting of 17 layers was created to 
segment tumors in the brain. Thirdly, an improved MobileNetV2 method was utilized to extract features, which was exercised by the 
use of transfer learning. To further enhance the accuracy of the segmentation, an entropy-based controlled approach was employed in 
the fourth step. This was combined with a Multi-class Support Vector Machine (M-SVM) to select the best features for optimal results. 
The final step in accurately classifying brain tumors involves utilizing M-SVM. This step recognizes the different types of tumors, 
including Glioma, Pituitary tumor images, and Meningioma. The proposed method was tested and proven effective on the Figshare and 
BraTS 2018 datasets. The results of the study illustrated that the suggested BT classification and detection performed better than other 
strategies considering both quantitatively and visually, and their accuracy was, in turn, 98.92 % and 97.47 %. In the end, the 
eXplainable Artificial Intelligence (XAI) technique was implemented to clarify the findings. 

Bashkandi et al. [10] suggested a method to eliminate all the problems that existed in reading MRI images and early detection of the 
brain tumor. There were several issues due to the outdated and traditional approaches, which resulted in taking a long time for doctors 
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to detect the tumors in the brain. In the field of medical imaging, a computer system was utilized to detect accurately brain tumors in 
brain images. To enhance the readability of these images, they were subjected to certain modifications. Subsequently, a specialized 
program called Convolutional Neural Network was employed to analyze these images. A unique and advanced technique called a 
political optimizer was utilized to optimize the performance of this program. The results were meticulously compared and analyzed to 
assess the efficacy of this method in comparison with other existing methods. Finally, the superiority of the suggested method was 
concluded. 

The identification and assessment of brain tumors through MRI images present a formidable and crucial undertaking in the realm of 
medical imaging. This is due to the potential wealth of information they can offer for treatment planning and prognostic purposes. 
However, the current automated approaches for detecting brain tumors encounter numerous obstacles and constraints. 

The selection of optimization algorithms: Some current techniques rely on conventional optimization algorithms, including 
gradient descent, genetic algorithm, particle swarm optimization, and others, to optimize the parameters of neural networks or seg-
mentation models. However, these algorithms may encounter issues, such as slow convergence, high computational complexity, or 
becoming trapped in local optima. Additionally, these algorithms may need to be equipped to handle the intricate and nonlinear 
patterns that exist in MRI images, necessitating more sophisticated and adaptable optimization techniques. 

The techniques for feature extraction: Many of the current methods employ handcrafted features [11], such as Discrete Wavelet 
Transform (DWT) [12], Grey-Level Co-occurrence Matrix (GLCM) [13], Histogram of Oriented Gradients (HOG), and others, to extract 
features from MRI images. However, these features may not be capable of capturing the subtle and high-level information that is 
pertinent for detecting brain tumors, such as the shape, size, location, and texture of the tumor. Furthermore, these features may not be 
resilient to noise, artifacts, or variations in the MRI images, which could impact the accuracy and dependability of the detection. 

The methods for segmentation: Many of the current methods use traditional segmentation methods, such as thresholding, region 
growing, clustering, and others, to segment the tumor’s area from the background. However, these methods may not be able to handle 
the heterogeneity, irregularity, and ambiguity of the tumor’s region, which could lead to over-segmentation or under-segmentation. 
Additionally, these methods may need to be revised to address the low contrast, low resolution, or partial volume effect of the MRI 
images, which could affect the precision and quality of the segmentation. 

The classification models: The classification models employed in many existing methods for brain tumor classification often rely on 
conventional models, like Support Vector Machine (SVM), K-Nearest Neighbor (KNN), and Decision Tree (DT) [14]. However, more 
than these models may be required to handle the complexities associated with high dimensionality, high variability, and high 
complexity of MRI images. To overcome these limitations, more powerful and flexible classification models are required to effectively 
learn the hierarchical and nonlinear features essential for accurate brain tumor classification. Failure to consider these factors may 
impact the performance and generalization of the classification process. 

Similarly, the evaluation metrics used in many existing methods for brain tumor detection often involve simple measures, such as 
accuracy, sensitivity, and specificity. However, these metrics may need to provide a comprehensive reflection of the authentic quality 
and effectiveness of the detection process. They may fail to account for false positives, false negatives, or the overlap between the 
ground truth and the predicted region. Additionally, these metrics may not facilitate a fair comparison of the performance of different 
methods on different datasets. To address these challenges, more comprehensive and standardized evaluation metrics are needed to 
ensure a thorough assessment of brain tumor detection methods. 

To tackle these challenges and limitations, this study proposes a hierarchical automated methodology for detecting brain tumors in 
MRI images. This methodology involves several steps, starting with preprocessing techniques aimed at enhancing the quality of the 
MRI images by eliminating noise and artifacts. Techniques such as histogram equalization, median filtering, and image enhancement 
are employed to achieve this goal. 

This research article introduces an innovative methodology that integrates an Extreme Learning Machine (ELM) with the Modified 
Sailfish Optimizer. This innovative methodology utilizes deep learning and a hierarchical approach to improve the accuracy of brain 
tumor detection in MRI images. The combination of ELM and the Modified Sailfish optimizer allows for enhanced performance and 
accuracy in various applications, including the detection of brain tumors. In this paper, an optimized ELM model has been developed 
that utilizes the Modified Sailfish optimizer to improve the accuracy of brain tumor detection in MRI images. The proposed method has 
been evaluated on the “Whole Brain Atlas (WBA) database.” These contributions demonstrate the potential of deep learning and hi-
erarchical approaches in advancing the field of medical imaging. 

3. Proposed methodology 

The research paper focuses on the development of an optimal extreme learning machine (ELM) for diagnosing brain tumors using a 
modified sailfish optimizer (MSO). The research begins with a captivating statement that highlights the prevalence and impact of brain 
tumors, emphasizing the necessity for accurate and efficient diagnostic methods. It then proceeds to provide background information 
on current brain tumor diagnosis techniques, such as magnetic resonance imaging (MRI), and their limitations, including noise, ar-
tifacts, and low resolution. 

Additionally, the section delves into the literature on ELM, an artificial neural network capable of learning from data without the 
need for weight adjustments in the hidden layer, and MSO, a metaheuristic algorithm that emulates the behavior of sailfish to optimize 
ELM parameters. The research problem and gap are subsequently established, identifying the absence of a hierarchical and automated 
methodology that integrates ELM and MSO for brain tumor diagnosis. Furthermore, the research objectives are outlined, which involve 
proposing a novel method for preprocessing MRI images, optimizing ELM parameters using MSO, and classifying brain tumors using 
ELM. 
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The section also emphasizes the study’s novelty and contributions, which aim to enhance the accuracy, recall, specificity, precision, 
and F1 score of brain tumor diagnosis while reducing the time and complexity of the diagnostic process. Finally, an overview of the 
paper’s structure is provided, consisting of five sections: introduction, materials and methods, results and discussion, conclusion, and 
references. The workflow of the process is shown in Fig. (1). 

This detailed exploration of the work process flow enhances the clarity surrounding the sequential stages and activities involved in 
the research, thereby offering readers a comprehensive understanding of the study’s methodology and workflow. 

3.1. Dataset description 

In this section, the “Whole Brain Atlas (WBA)” database has been utilized for the analysis, which is well recognized as a prominent 
medical image database used for brain tumor processing [15]. The dataset used T1-weighted MRI images having dimensions of 256 ×
256 pixels. The WBA is a collection of detailed images of the human brain that can be used for research and educational purposes. The 
WBA serves as an internet-based repository for central nervous system imaging data, meticulously curated by esteemed individuals in 
the field of neuroscience, namely Keith Johnson, MD, and Alex Becker, Ph.D., affiliated with Harvard Medical School. The Usual 
Anatomy Atlas presents a navigable brain volume that is visually represented in all three dimensions. As stated on the WBA website, 
the database comprises a collection of images from 130 subjects. Table 1 indicates the details of the WBA dataset. 

Among these subjects, there are 65 individuals without any brain disorders and 65 patients who have been diagnosed with various 
brain disorders, including cerebrovascular disease, neoplastic disease, degenerative disease, inflammatory or infectious disease, and 
others. The images have been obtained using different imaging modalities, such as Magnetic Resonance Imaging (MRI) and Computed 
Tomography (CT), Positron Emission Tomography (PET), and Single-photon emission computed tomography (SPECT). Each image is 
accompanied by annotations specifying the diagnosis, imaging technique, date of acquisition, and slice plane. Furthermore, the images 
have been registered across different modalities and time points, enabling precise comparison and analysis. It should be noted that the 
WBA does not explicitly provide information regarding positive and negative samples, ground truths, or training and testing images, as 
it is not primarily intended to serve as a dataset for machine learning purposes. However, some researchers have utilized the WBA 
images to train and test their models for brain tumor detection and classification. Examples of the utilized images for validation are 
illustrated in Fig. (2). 

These images hold significant importance as they play a crucial role in evaluating and assessing the performance and effectiveness 
of the proposed method or algorithm. The process of validation involves testing the developed model, algorithm, or system using a set 
of data samples that are distinct from the ones used during training. This helps in ensuring that the results obtained are reliable, 
accurate, and robust. 

Fig. 1. Workflow of the process.  
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3.2. Preprocessing 

3.2.1. Contrast enhancement 
Contrast enhancement in MRI medical imaging refers to the process of improving the visibility and differentiation of structures 

within an MRI image by enhancing the contrast between different tissues or regions of interest [16]. It involves the manipulation of 
image intensities to highlight specific anatomical or pathological features, making them more distinguishable. Contrast enhancement 
techniques in MRI play a crucial role in improving the diagnostic capabilities of medical imaging. By enhancing the visibility and 
differentiation of structures, these techniques aid radiologists and clinicians in accurately identifying and interpreting anatomical 
structures, abnormalities, and diseases, facilitating more precise diagnoses and treatment planning. 

Contrast-Limited Adaptive Histogram Equalization (CLAHE) is a technique commonly used to enhance the contrast of brain MRI 
images. It is particularly effective in improving the visualization of subtle details and structures that may be obscured or poorly defined 
due to limited contrast. Here is how CLAHE works in enhancing the contrast of brain MRI images.  

A) Histogram equalization: The first step in CLAHE is applying histogram equalization. Histogram equalization redistributes the 
intensity values of an image to enhance the overall contrast. However, traditional histogram equalization can lead to excessive 
amplification of noise and result in unnatural-looking images. The method for establishing Histogram equalization is provided 
in Eq. (1) [17]: 

P(i)=H(i)/N (1)  

where, H(i) describes the intensity values i in the image, and N is the total number of pixels in the image. The cumulative distribution 

Table 1 
The details of the WBA dataset.  

Volume name Gender Age Clinical Total slices 

V1 Female 81 Normal 54 
V2 Female 76 Normal 43 
V3 Female 51 Anaplastic astrocytoma 56 
V4 Male 35 Astrocytoma 29 
V5 Male 62 Metastaticadenocarcinoma 24 
V6 Female 42 Metastaticbronchogeniccarcinoma 24 
V7 Male 75 Meningioma 27 
V8 Male 22 Sarcoma 24  

Fig. 2. Examples of the utilized images for validation.  
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function (CDF) must compute C(i) as the sum of P(j) for j from 0 to i. Each pixel intensity I(x, y) must be transformed in the image to a 
new intensity value Í (x,y). This mapping can be formulated as Eq. (2) [17]: 

Iʹ(x, y)= round(C(I(x, y))× (L − 1)) (2)  

where, x and y represent the row and column of the image, respectively, C(i) defines the sum of P(j), n L is the number of possible 
intensity levels.  

B) Adaptive approach: CLAHE overcomes the limitations of traditional histogram equalization by employing an adaptive 
approach. Instead of equalizing the entire image, CLAHE divides the image into smaller regions or tiles.  

C) Contrast enhancement within tiles: For each tile, the histogram equalization is applied, which stretches the dynamic range of 
intensity values within that specific region. By doing this locally, the contrast enhancement is tailored to the characteristics of 
each particular brain region. 

D) Contrast limitation: To prevent the amplification of noise, CLAHE incorporates a contrast limitation mechanism. This adjust-
ment ensures that the enhancement is controlled and the resulting image does not become excessively amplified or over- 
enhanced. The contrast limitation restricts the equalization process to prevent extreme changes in intensity values and artifacts.  

E) Interpolation between tiles: As the tiles are processed independently, there might be visible boundaries between them. To 
overcome this issue, interpolation techniques are employed to smooth out the transitions between neighboring tiles, resulting in 
a visually continuous and coherent final image. 

By applying CLAHE to brain MRI images, the technique enhances the contrast and improves the visibility of subtle details. This can 
be especially beneficial in identifying small lesions, abnormalities, and delicate anatomical structures within the brain. Additionally, 
CLAHE can help radiologists and clinicians accurately diagnose and assess various brain conditions, including tumors, vascular ab-
normalities, and neurodegenerative diseases. 

It is important to note that while CLAHE can enhance the contrast of brain MRI images, it should be applied judiciously. Excessive 
contrast enhancement may introduce artifacts or exaggerate existing image noise. Therefore, careful adjustment of parameters, such as 
the tile size and contrast limitation factor, is necessary to achieve optimal results based on the specific characteristics of the MRI data 
being processed. Fig. (3) depicts an illustrative example showcasing the enhancement of image contrast for a case of brain tumor, 
before (A) and after (B) applying CLAHE. 

Before applying CLAHE, the original image may suffer from limited contrast, making it challenging to discern subtle details and 
structures within the brain tumor area. However, after the application of CLAHE, the image in panel (B) exhibits improved visibility 
and enhanced contrast; this enhancement enables better visualization of the tumor and surrounding tissue, aiding in accurate di-
agnostics and analysis. CLAHE effectively stretches the dynamic range of intensity values within localized regions of the brain tumor 
image. 

By adapting the contrast enhancement process to specific areas, CLAHE ensures that the enhancement is tailored to the unique 
characteristics of the brain tumor region. Additionally, the contrast limitation mechanism in CLAHE helps cease noise amplification 
and over-enhancement, resulting in a more accurate representation of the tumor and its surroundings. 

3.2.2. Noise reduction 
Noise reduction in brain tumor images refers to the process of reducing unwanted artifacts and disturbances that can degrade the 

quality and clarity of these medical images [18]. The presence of noise can hinder accurate interpretation and analysis, making it 
crucial to apply noise reduction techniques for improved visualization and reliable diagnosis. There are some key points to under-
standing noise reduction in brain tumor images, which will be explained subsequently. 

For example, Gaussian noise appears as random variations with a Gaussian distribution that can originate from factors like image 

Fig. 3. Illustrative example showcasing the enhancement of image contrast for a case of brain tumor (A) before and (B) after applying CLAHE.  
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acquisition equipment or environmental interferences [19]. The Salt-and-pepper noise that is manifested as randomly occurring 
isolated pixels with extreme intensity values, resembling salt-and-pepper sprinkles on an image and can be caused by sensor mal-
functions or transmission errors, and Speckle noise that appears as a grainy texture in images, most commonly seen in ultrasound or 
Magnetic Resonance Imaging (MRI) [20]. It is caused by interference patterns created during the image acquisition process. In this 
study, median filtering has been utilized to remove the extra noise from the image [21]. 

Median filters are particularly effective in removing salt-and-pepper noise. These filters replace each pixel with the median value of 
its neighboring pixels, effectively eliminating isolated noisy pixels. The methodology of median filtering is described below.  

A) Convert the image: The brain tumor’s MRI image must be converted into grayscale if it is in color format, as median filtering 
works on grayscale images.  

B) Determine filter size: The appropriate size of the median filter window MUST BE determined. The window size should be large 
enough to capture the noise pixels but small enough to preserve essential image details. Here, a square window with a 5× 5 
dimension is used.  

C) Sliding window operation: The median filter must be applied by sliding the window through the entire image. The window must 
be placed over each pixel; moreover, the intensity values must be collected from all pixels within the window.  

D) Sort and replace: The collected intensity values must be sorted in ascending order, excluding any noise outliers. The central pixel 
value must be replaced with the median value from the sorted list. This process effectively eliminates the salt-and-pepper noise 
by replacing noisy pixels with the median value of their neighborhood.  

E) Repeat for each pixel: The window must be slid over each pixel in the image, and the sorting and replacement process must be 
repeated to obtain the denoised image. Fig. (4) displays an example of median filtering for noise reduction in an MRI brain scan 
for (A) noisy image based on Gaussian filter, and (B) its filtered result. 

The image denoted as (A) is characterized by the presence of noticeable noise artifacts, such as streaks and blotches, which can pose 
challenges in interpreting the image. Conversely, the filtered image (B) exhibits a smoother and cleaner appearance, with reduced 
levels of noise. This improvement is attributed to the implementation of a median filter, which has effectively eliminated many of the 
noise artifacts, resulting in a visually more appealing image. The median filtering technique operates by replacing each pixel value 
with the median value derived from its neighboring pixels. This approach capitalizes on the fact that noise typically appears randomly 
and lacks correlation with the surrounding pixels. By utilizing the median value, the filter can successfully eliminate noise while 
preserving the underlying signal of the image. 

3.3. Adopted method 

3.3.1. Extreme learning machine (ELM)  

A) Original Extreme Learning Machine 

The Extreme Learning Machine (ELM) is classified as a machine learning method that falls under the category of single-hidden layer 
feedforward neural networks. The proposed method was suggested as a very effective and expedient learning solution for addressing 
classification and regression challenges. The primary objective of ELM is to provide a streamlined and computationally effective 
alternative to conventional neural network architectures. In contrast to traditional neural networks that rely on repeated training 
algorithms, like backpropagation, Extreme Learning Machines (ELM) use a distinct training technique that distinguishes them from 
other approaches [22]. 

The fundamental principle behind Extreme Learning Machines (ELM) is the random allocation of weights and biases to the neurons 
in the hidden layer without the need for repeated adjustments during the training phase [23]. The generation of these arbitrary weights 
is often accomplished by methods such as uniform or Gaussian distribution. The computation of the output weights is performed 

Fig. 4. Example of median filtering for noise reduction in an MRI brain scan: (A) noisy image based on Gaussian filter, and (B) filtered image.  
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analytically by using the Moore-Penrose inverse [24]. The procedural components included under the ELM framework may be 
concisely outlined as follows: 

The ELM algorithm begins with an input layer that is responsible for receiving the features or properties of the given dataset. 
The ELM algorithm incorporates a hidden layer that consists of weights and biases that are randomly allocated. Every individual 

neuron inside the hidden layer of a neural network applies an activation function to the weighted sum of its respective inputs [25]. 
The output layer is responsible for generating the ultimate predictions or estimates by using the activation values obtained from the 

hidden layer. 
In the training phase, the Extreme Learning Machine (ELM) algorithm computes the output weights by solving a linear problem via 

the use of the Moore-Penrose inverse. The use of this phase yields a notable acceleration in the training process when compared to 
iterative approaches. There are many benefits associated with the use of ELM. 

The Extreme Learning Machine (ELM) has a notably accelerated training pace in comparison with conventional neural networks 
due to its lack of reliance on repeated weight modifications [26]. 

Impressive Generalization: The Extreme Learning Machine (ELM) often exhibits commendable generalization capabilities, hence 
demonstrating its efficacy in accurately classifying or predicting previously unknown data. 

Streamlined Implementation: The Extreme Learning Machine (ELM) exhibits a relatively straightforward implementation process 
owing to its streamlined training technique and a reduced number of hyperparameters that need tuning [27]. The Extreme Learning 
Machine (ELM) has a reduced computational complexity in comparison with conventional neural networks, rendering it well-suited for 
use in scenarios where computing resources are constrained. Fig. (5) displays the general structure of an original ELM network. 

Next, a classification task when the data has D dimensions, and there are N training samples, has been noted as 
(
x(n),t(n)

)
, where n 

ranges from 1 to N. This task can be mathematically formulated as Eq. (3) [28]: 
(
x(n), t(n)

)
, n=1 : N (3)  

where, x(n) is an element of the vector space RD and tn is an element of the vector space RK. 
The formulation of an ELM-based feed-forward neural network is as follows: 
The above equation may be rewritten as the summation of βm multiplied by the function g

(
wT

mx(n) + bm
)
, where m ranges from 1 to 

M. This equation is equal to t(n), which is formulated in Eq. (4) 

∑M

m=1
βmg
(
wT

mx(n) + bm
)
= t(n) (4) 

The activation function is denoted by g(.), the bias of the mth hidden neuron is represented by bm, and M represents the set of hidden 
neurons. The weight vector wm = [wm1,wm2,…,wmD] is used to identify the connections between the input neurons and the mth neuron 
of the hidden layer. Similarly, the vector βm = [βm1, βm2,…, βmK] is used to calculate the connections between the mth neuron and the 
other neurons in the hidden layer. This can be mathematically defined by Eq. (5) [29]: 

Hβ=T (5)  

where [29], 

H=

⎡

⎢
⎢
⎣

g
(
wT

mx(1) + b1
)

⋯ g
(
wT

Mx(1) + b1
)

⋮ ⋱ ⋮
g
(
wT

1x(N) + b1
)

… g
(
wT

Mx(N) + bM
)

⎤

⎥
⎥
⎦

N×M

(6)  

H=
[
βT

1 , βT
2 ,…, βT

M
]T

M×N; T=
[
tT
1 , t

T
2 ,…, tT

M
]T

N×K (7) 

Fig. 5. General structure of an original ELM network.  
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In contrast, the symbol H is used to denote a matrix that is not square. The number of training data exceeds the number of hidden 
neurons. Hence, to address this issue, Eq. (8) has been employed. 

β̂ =H†T (8) 

The symbol H† represents the generalized Moore/Penrose matrix inversion. Therefore, the ELM networks may be limited to three 
primary stages: 

Therefore, the ELM networks may be limited to three primary stages: The input weights and bias are initialized with random values. 
The evaluation of the matrix H, which represents the outputs of the hidden neurons, is conducted. 

Extreme Learning Machines (ELM) have some advantageous attributes; nevertheless, they also exhibit some limits that the use of 
metaheuristics may effectively mitigate. Overfitting is a prevalent concern in Extreme Learning Machine (ELM) models, whereby the 
model exhibits excessive complexity and closely conforms to the training data. To tackle this issue, it is possible to use metaheuristic 
methods, like genetic algorithms or particle swarm optimization, to optimize hyperparameters, including but not limited to the 
number of hidden neurons or regularization parameters. These techniques have the potential to assist in identifying the most suitable 
hyperparameter configuration, hence mitigating overfitting and enhancing generalization. 

The random weight initialization used by ELM may lead to suboptimal solutions; however, this issue may be addressed by 
expanding the solution space and identifying more optimum weight values. Metaheuristics may be used to facilitate the identification 
of optimum hyperparameter values utilizing automated searches over the parameter space. The utilization of various approaches, such 
as grid search, evolutionary algorithms, or Bayesian optimization can achieve this. 

The presence of imbalanced data is a significant difficulty for Extreme Learning Machine (ELM) models since it results in one class 
being substantially underrepresented in comparison with the others. Metaheuristic methodologies, such as cost-sensitive learning or 
specialized sampling procedures, like Synthetic Minority Oversampling Technique (SMOTE), may be used to address the issue of 
imbalanced class distribution. These approaches aim to enhance the model’s capacity to identify minority samples accurately. 

The process of optimizing landscapes in Extreme Learning Machine (ELM) training may provide challenges, particularly in areas 
with a large number of dimensions. Metaheuristic is a valuable tool for effectively navigating complex optimization environments and 
identifying superior solutions. The integration of metaheuristics with ELM offers a promising approach to mitigate these constraints 
and augment the efficacy and resilience of ELM models.  

B) Optimizing ELM network based on Algorithm 

The categorization of the ultimate retrieved characteristics is carried out using the suggested optimal Extreme Learning Machine 
(ELM) network [30]. The primary objective of the ELM classifier in this context is to classify brain tumor MRI scans into two distinct 
categories: normal and tumorous classes. 

This research examines the activation functions of the network intending to improve their performance. The impact of the acti-
vation function on the Evolving Neural Networks (ENNs) is often seen. A network that incorporates several activation functions has 
enhanced generalization capabilities [31]. This research examines the sigmoid activation function, which is well-recognized as a 
prominent function within this field. The formulation of this function is elucidated in the following section. The function g(X) can be 
mathematically achieved by Eq. (9). 

g(X) =
1

1 + exp( − (as.x + bs))
(9) 

Fig. 6. Influence of variable “a” (A) and variable “b” (B) on the form of the function.  
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In alternative terms, distinct values are used for the variables denoted as “a” and “b”. To enhance the effectiveness of the Extreme 
Learning Machine (ELM) classifier, several sigmoid functions have been used inside the hidden neurons. Fig. (6) illustrates the in-
fluence of variable “a” (A) and variable “b” (B) on the form of the function 

Furthermore, the task of determining the appropriate parameter for the sigmoid function may be framed as an optimization issue. 
In this study, a new modified metaheuristic algorithm, called modified Sailfish optimizer has been used to address the problem at hand. 

The impact of the parameters bs and the bias b is almost equivalent. Consequently, both as and bs are optimized, with the bias being 
used for the optimization process. Consequently, two optimization strategies have been used [32]. 

The starting values for the input weights have been established. Subsequently, the modified Sailfish optimizer, which has been 
created, is used to choose optimum parameters by taking into account the starting weights. The objective function of the modified 
Sailfish optimizer is formulated by calculating the square error between the intended output and the output generated by the network, 
as expressed in Eq. (10): 

E=
1
n
∑n

i=1

∑k

j=1

(
dji − yji

)2
(10)  

In this context, the variables “n” and “k” are used to denote the number of training samples and the output layers, respectively. 
Additionally, “yji” and “dji” are used to represent the output of the network and the target value, respectively. 

The main objective of this research is to use the improved ELM network discussed before to identify brain tumors. In the following, 
the proposed designed modified Sailfish optimizer has been explained in detail.  

C) Modified Sailfish optimizer 

Sailfish Optimizer integrates sardines in a prey team and the action of a predatory sailfish team. Since the sailfish works in a team to 
pursue and hunt the prey, it is famous as a social predator. Predators use a variety of strategies to hunt the prey in a team [33]. The 
responsibility of attacking and hunting sardines is on the leader of the group; however, others in the team preserve their energy. It 
might alter the position of a sailfish that assaults the school of prey [34]. In addition, the hunter changes its position to upgrade it 
toward the sardines to have a better hunt and chase them. To prevent from being hunted, first, the group gets closer and swarmed, and 
then the location of the sardine is upgraded. The following phases illustrate how the Sailfish optimizer has been conducted.  

D) Population initialization 

In this phase, the population of sardines and sailfish are initialized arbitrarily. ar
k denotes the random location, and br

l denotes the 
random location of sardines. k ∈, l ∈, and r ∈ represents Sailfish individuals, Sardines, and Iteration number, respectively. A possible 
solution for the rth concern of iteration is determined by the location of sailfish or sardines, which are represented by ar

k and br
l , 

respectively.  

E) Analysis and strategy of elitism 

The fitness feature Fit( · ) ascertains each search agent’s location, i.e. sardine or sail-fish. The finest sailfish, which owns the lowest 
amount of fitness has been conserved as the elite sailfish in the population of sailfish as shown by ar

elite; furthermore, the elite is involved 
in the sailfish set. It means that Fit

(
ar

elite
)

is equal to or less than Fit
(
br

l
)

for each r in the issue of attenuation. br
injure illustrates the injured 

sardine. It means that inure is involved in the Sardine set. In addition, for each r, the most popotentardine is found to have the worst 

Sardine population health, where Fit
(

br
injure

)
is equal to or less than Fit

(
br

l
)
. Preserving and saving injured sardines means that a 

strategy of elitism is being conducted. The reason is that they do not ruin proper responses by updating the positions of search agents.  

F) Upgrading sailfish location 

Each sailfish individual can alter its position on each side of the prey school during the iteration. When there is an attack strategy of 
any opportunity to occupy any free space around the prey of the school, the alterations in the sailfish behavior or location happen. Any 
alteration in the state of sailfish can be determined by the injured sardine and the position of elite sailfish, which has been illustrated in 
Eq. (11) [35]: 

ar+1
k = ar

elite − λr ×

(

β×
((ar

elite + yr
injure

2

)

− ar
k

))

(11) 

The novel location of sailfish of (r+1)th iteration is illustrated by ar+1
k , random count between 0 and 1 is illustrated by r and β, the 

current location of elite sailfish is illustrated by ar
elite, the current location of sailfish is illustrated by ar

k, the location of the present 
injured sardine is illustrated by yr

injure, and the coefficient designed for every rth iteration is illustrated by λr using Eq. (12) [34]. 

λr =(2× β×Dens) − Dens (12) 
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Here, the randomly made count between 0 and 1 is shown by β, and the scale target density has been demonstrated by Dens. Finally, 
the number of attacks on the school of prey can be produced, and the sailfish hurt and eat the determined sardines. The variable Dens is 
determined by Eq. (13) [34]. 

Dens=1 −

(
Nsail

Nsard + Nsail

)

(13) 

Here, Nsard and Nsail imply the number of sardines and the sailfish, respectively. Initially, the community of sardines is three times 
greater than the community of the sailfish, i.e. Nsard = Nsail × 3. Because of various λr fluctuation values, every sailfish can update the 
location and move in different ways; as a result, λr fluctuation values are vital factors within the proposed algorithm.  

G) Updating the sardine’s location 

The stalking initialization is the right time for sardines to flee worthy benefits. In the first stage, the sailfish merely hurt the sar-
dines, but they miss them. The capability of sailfish to escape from the sardines decreases, as time passes. While the sardines damage 
the sailfish, they endeavor to adopt strategies of attack. In the last step of fighting the targets, the opportunities to flee from threats 
decrease. So, the improvement rate of sailfish learning increases. The actions performed by sardines against attacks of sailfish must be 
considered. Eq. (14) determines the alteration of each sardine in the suggested algorithm. 

b(r+1)
l = x ×

(
ar

elite − ar
l +Pattack

)
(14) 

The position of novel sardine l has been represented by br+1
l , the location of the present sardine l has been represented by br

l , a 
random number between 0 and 1 has been represented by x, the fines location of the elite sailfish has been represented by ar

elite, and the 
number of attacks by sailfish in each iteration has been represented by Pattack using Eq. (15). 

Pattack =D × (1 − (2× Iter× ε)) (15) 

The position of sailfish k at the iteration of r is represented by ar
k, and the position of sardine l at the iteration of r is represented by 

br
l . The next step for the sardine l is that it should be split up with the other sardines and replacement is the subsequent step. In the first 

stage of attack, the success rate of hunting is low since most of the sardines alter their location and escape from the attack. Never-
theless, the ability of sardines to flee declines toward the end of their fishing; thereby, the capture achievement rate increases. 
Therefore, the sardines’ count is reduced over time. If Pattack is lesser than 0.5, then the last hunting stage is considered. The quantity of 
sardines that upgrade their role in the final state of hunting is dependent on the power of attack (Pattack < 0.5) which is shown in Eq. 
(16). 

α=Nsard × Pattack (16)  

β= dr × Pattack (17)  

Where, dr is the number of variables at ith iteration. In the following, it will be explained that ε And D are the two significant elements. 
They decrease the number of the present iterations Iter and the power of attack in the present iteration (Pattack). The first stage is to 
initialize the population of sardines and sailfish at random. It is essential to say that D = 4 and ε = 0.001. Sardine’s fitness determines 
the criterion based on which the sailfish is created. The finest sardine and sailfish as well as injured sardine and elite sailfish should be 
chosen. If the criterion of termination is not met, λr should be created and upgraded by the use of equations (2) and (1), respectively. 

It should be noted that if Pattack < 0.5, α should be created by the use of Eq. (16). A set of sardines depending on the value α must be 
chosen, and the use of the equation must develop the position of the sardines; otherwise, the position of every sardine must be 
upgraded by the use of Eq. (17). In the end, if a better solution exists in the population of sardines, the following steps should be taken: 
the sailfish should be substituted with the wounded sardine; the killed sardine should be eliminated from the population; and the finest 
sardine and the finer sailfish must be improved. 

The sardines can merely alter their location by the use of the number that has been chosen when Pattack < 0.5; however, the whole 
population of sardines can be improved if significant ack > 0.5. Once the sardine is killed by a sailfish k, the location of the sardine l has 
been substituted in the suggested algorithm. So, it can be concluded that Fit

(
br

l
)
< Fit

(
aa

k
)
; as a result, ar

k = br
l .  

H) Modified Sailfish Optimizer (MSO) 

The original Sailfish Optimizer algorithm encounters stability issues primarily caused by the velocity perturbation of the current 
solutions. Additionally, it tends to converge prematurely due to an inadequate balance between exploitation and exploration terms. To 
address these limitations, this study proposes a modification to the algorithm. In this modified version, a Cauchy mutation mechanism 
is employed. This iterative process aims to enhance the local exploration’s capability within the Sailfish Optimizer, thus increasing the 
likelihood of trapping into promising local optima. By applying the Cauchy mutation mechanism to individuals within the Sailfish 
Optimizer population, the algorithm becomes more effective in searching for the global optimal solution. 

The Cauchy mutation mechanism utilizes a one-dimensional density function defined below, which helps guide the algorithm 
towards a higher probability of finding the global optimal solution, as defined by Eq. (18). 
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f
(
x; x0, γ

)
=

(
1
πγ

)

×

(
γ2

(x − x0)
2 + γ2

)

(18)  

where, x represents the mutated parameter, while x0 and γ denote the location and scale parameters, respectively. The Cauchy dis-
tribution aids in introducing diversity and balance within the Sailfish Optimizer, mitigating the stability issues and premature 
convergence observed in the original algorithm. 

By utilizing the equation mentioned above, the current optimal solution for the Sailfish Optimizer can be obtained by Eq. (19). 

ar+1
k = ar

elite − λr ×

(

f
(
x; x0, γ

)
×

((ar
elite + yr

injure

2

)

− ar
k

))

(19)  

where, the parameters were explained before.  

I) Algorithm validation 

In this section, the efficiency of the proposed MSO algorithm is examined by applying it to four different test functions: Rosenbrock 
function, Sphere function, Rastrigin function, and Ackley function. The objective is to provide a comprehensive analysis of the al-
gorithm’s performance and compare it with various existing metaheuristics, thus highlighting the key strengths of the MSO approach. 
To facilitate a more precise analysis, it is essential to define the benchmark functions used in the evaluation. The following section 
elaborates on these four benchmark functions, providing a detailed description of each. By employing these well-established functions, 
the performance and effectiveness of the MSO algorithm can be thoroughly assessed and compared against other optimization 
techniques.  

- Ackley function: 

The Ackley function is a commonly used multimodal function that presents challenges for optimization algorithms due to its myriad 
local optima. Furthermore, it is defined in Eq. (20). 

f(x)= − 20× exp
(

− 0.2× sqrt
((

1
n

)

× sum
(
xi2
)
))

− exp
((

1
n

)

× sum(cos(2πxi))
)

+20 + e (20)  

where, x = (x1, x2,…, xn) represents the vector of decision variables, and n is the dimensionality of the problem. The Ackley function 
has a global minimum at f(x) = 0, located at xi = 0 for all i.  

- Sphere function: 

The Sphere function is a well-known unimodal function often used to evaluate optimization algorithms. Itis defined in Eq. (21). 

f(x)= sum
(
x2

i
)

(21)    

- Rosenbrock function: 

The Rosenbrock function, also known as the “banana function,” is a popular non-convex function that poses challenges for opti-
mization algorithms due to its narrow valley. It is defined in Eq. (22). 

f(x)= sum
(

100×
(
xi + 1 − xi

2 )2
+(xi − 1)2

)
(22)  

where, x = (x1, x2,…, xn) represents the vector of decision variables. The Rosenbrock function has a global minimum at f(x) = 0, 
located at xi = 0 for all i.  

- Rastrigin function: 

The Rastrigin function is a multimodal function widely used to assess the performance of optimization algorithms in solving 
complex problems. It is defined in Eq. (23). 

f(x)= sum
(
xi2 − 10× cos(2πxi)+10

)
(23)  

where, x = (x1, x2,…, xn) represents the vector of decision variables. The Rastrigin function has a global minimum at f(x) = 0, located 
at xi = 0 for all i. 

By evaluating the performance of the MSO algorithm on these benchmark functions, we can gain insights into its efficiency and 
compare it with other metaheuristics in terms of convergence speed and solution quality. All benchmark functions used in the analysis 
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have been set to a dimension of 50. Fig. (7) displays a two-dimensional plot illustrating the characteristics of the test functions, 
including: (A) Ackley function, (B) Sphere function, (C) Rosenbrock function, and (D) Rastrigin function. 

The algorithm’s validation involves a comparison with several recently developed and successful optimization algorithms, namely 
the Grey Wolf Optimizer (GWO), Whale Optimization Algorithm (WOA), Salp Swarm Algorithm (SSA), and Moth Flame Optimization 
(MFO). To ensure reliable results and facilitate a fair comparison between the proposed algorithm (IMA) and the others, each algo-
rithm is independently executed 50 times. 

The final results of these algorithms on the test benchmarks are presented in Table 1, providing a comprehensive overview of their 
performance. The Grey Wolf Optimizer (GWO) is implemented with a population size of N = 30, and a maximum number of iterations 
set to T = 100. This metaheuristic algorithm draws inspiration from the social hierarchy and hunting behavior of grey wolves to 
perform optimization tasks efficiently. The Whale Optimization Algorithm (WOA) utilizes a population size of N = 30 and runs for T =

100 iterations. Additionally, it incorporates a parameter b = 1, which controls the spiral-shaped hunting behavior of whales within the 
algorithm. 

The cooperative hunting strategies of humpback whales inspire WOA. The Salp Swarm Algorithm (SSA) is executed with a pop-
ulation size of N = 30 and a maximum number of iterations set to T = 100. This metaheuristic algorithm imitates the collective 
movement and feeding behavior of salps, a type of marine organism, to solve optimization problems effectively. The Moth Flame 
Optimization (MFO) algorithm uses a population size of N = 30 and runs for T = 100 iterations. Similar to the WOA, it also in-
corporates a parameter b = 1 to control the magnitude of attraction among moths. The attraction of moths inspires MFO to a flame and 
their navigation towards it. The outcomes of the algorithms on the test benchmarks are presented in Table 2, indicating their final 
results. 

Upon examining the data presented in Tables 2 and it becomes evident that the proposed MSO algorithm consistently achieves the 
minimum values for the functions. The test benchmarks have been visually presented in graphical form to enhance comprehension of 
the algorithm outcomes. Refer to Fig. (8) for a visual representation of the results. 

The utilization of visualization to showcase the outcomes of the benchmarking tests offers a lucid and instinctive method for 
comprehending the algorithm results. It enables a rapid assessment of the performance of the algorithms in various optimization tasks, 
accentuates the merits and demerits of each algorithm, and reinforces the deductions made from the benchmarking tests. 

This noteworthy observation stems from calculating the mean value across a total of 50 independent runs, providing strong evi-
dence for the higher accuracy exhibited by the proposed method. Furthermore, it is essential to highlight the importance of the 
minimum standard deviation obtained through the implementation of the suggested MSO algorithm. 

The performance of MSO is also evaluated by comparing it to the state-of-the-art CEC 2019 benchmark test suite, which consists of 
ten functions. Professor Suganthan and his team have enhanced the evaluation capabilities of these functions. To assess the perfor-
mance of different algorithms, an annual tournament is conducted using tests derived from the 100-Digit Challenge. The CEC04-CEC10 
functions were designed as 10-dimensional minimization problems with a boundary range [− 100, 100] by the creator of the CEC 
benchmark. On the other hand, the size of the CEC01-CEC03 functions varied. Consequently, the CEC04-CEC10 test functions are 
subjected to rotation and shifting, while the CEC01-CEC03 test functions need to be more balanced. Scaling is an available option for 
all the tests. To ensure quality assurance, modifications have been made only for the findings of the CEC01 to account for the additional 
1000 dimensions applied to a subset of the functions. Each algorithm undergoes 200 iterations and involves 50 agents. Therefore, this 
study compares the performance of MSO against other optimization algorithms, such as Grey Wolf Optimizer (GWO), Whale Opti-
mization Algorithm (WOA), Salp Swarm Algorithm (SSA), Moth Flame Optimization (MFO), original sailfish optimizer (SOA) [34], 
Electric eel foraging optimizer (EEFO) [36], Geyser Inspired Algorithm (GIA) [37], Lotus effect optimization algorithm (LEOA) [38], 
and Pufferfish Optimization Algorithm (POA) [39] to the specified CEC functions. The outcomes of the algorithms on the CEC2019 
benchmark are presented in Table 3, indicating their final results. 

We also analyzed 10 benchmark functions of the CEC 2021 for more analysis of the proposed algorithm. The CEC 2021 competition 
on evolutionary computation introduced a set of benchmark functions to assess the effectiveness of meta-heuristic algorithms in terms 
of convergence rate, precision, and ability to navigate away from local optima. These benchmark functions were designed with specific 
characteristics. They were parametrized using operators like bias, shift, and rotation to simulate real-world optimization challenges. 
Furthermore, they were categorized into different groups to evaluate specific algorithmic capabilities, ranging from basic search to 
advanced features. The evaluation process involved metrics such as error rate, convergence speed, and the ability to find the global 
optimum in a multimodal landscape. Additionally, the algorithms were classified into primary, advanced, and competition-specific 
categories for comparative analysis. The experimental results provided valuable insights, observations, and recommendations on 

Fig. 7. Two-dimensional plot illustrating the characteristics of the test functions employed in this study: (A) Ackley function, (B) Sphere function, 
(C) Rosenbrock function, and (D) Rastrigin function. 
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the performance of various meta-heuristic algorithmsTable 4. 
The evaluation of these algorithms was conducted using ten functions from CEC2019 and CEC2021, each presenting unique 

challenges. While the CEC01-CEC03 test functions remained unaltered, the CEC04-CEC10 functions underwent rotation, shifting, and 
scaling. Additionally, modifications were made to the findings of the CEC01 to account for the additional 1000 dimensions applied to a 
subset of the functions. The outcomes of the evaluation indicate that the performance of the algorithms varies across the different test 
functions. 

The remarkably low standard deviation value signifies the robustness and stability of the proposed method when compared to other 
algorithms utilized in the study. This characteristic of the MSO algorithm enhances its reliability and implies its ability to converge 
toward optimal solutions across various optimization problems consistently. The superiority of the proposed MSO algorithm, as 
demonstrated by achieving the minimum function values and showcasing low standard deviations, provides compelling indications of 
its competence and efficacy in handling complex optimization tasks. These findings contribute to the growing body of evidence 
supporting the effectiveness and practicality of the MSO algorithm within the field of optimization research. 

4. Results and analysis 

To conduct simulations and evaluate the desired network, a random selection of 25 % of the data is allocated for testing purposes, 
while the remaining 75 % is used for training. To initiate network training, the weights of the pre-trained network are saved. The 
network utilized in this study is a modified version of the Elman Neural Networks network. The initial weights of the proposed network 
are set to be the initial weights of the Modified Elman Neural Networks. The weights of all connected layers are, then, optimized using 
the modified sailfish optimizer to diagnose brain tumors. 

The featured promoted group search process is a metaheuristic with stochastic properties. Its outcomes can vary across different 
implementations. In this study, the preparation technique of the promoted group search process was iterated 25 times, and the most 
efficient network was selected for further investigation. 

The promoted group search algorithm and Modified ENN were implemented using MATLAB 2019b/64-bit edition on a computing 
environment consisting of a laptop equipped with a Core i7-11800H processor. This processor is a quad-core with a base clock speed of 
2.3 GHz and a turbo boost speed of 4.6 GHz. The GPU is an NVIDIA GeForce RTX 3060, known for its high performance in compu-
tationally intensive tasks like gaming and video editing. The capacity of RAM is 16 GB DDR4, which is sufficient for a wide range of 
tasks. The storage capacity is 512 GB SSD, known for its speed and reliability. The computer system consists of a 2.00 GHz CPU, 32 GB 
RAM, a 2.5 GHz Intel Core i7 processor, and two SLI GeForce Titan GPUs. It operates on a 64-bit operating system. 

This section analyzes the efficiency of the suggested method by examining its performance on the benchmark dataset. The proposed 
method utilizes a pipeline approach for diagnosing brain tumors using MRI scans. The initial step involved suggesting preprocessing 
methods to improve image contrast and reduce noise. The technique employs an ENN for diagnostic purposes. The proposed meth-
odology has been evaluated based on five criteria. These criteria are given from Eq. (24) to Eq. (28). 

Recall=
TP

TP + FN
(24)  

Precision=
TP

TP + FP
(25) 

Table 2 
The outcomes of the algorithms on the test benchmarks.  

Algorithm  f1 f2 f3 f4 

GWO Min 2.84 4.99 2.99 2.72 
Max 13.92 14.96 12.34 19.04 
Mean 11.40 12.93 10.51 16.61 
std 1.83 2.03 0.13 1.57 

WOA Min 27.47 45.57 1.40 38.41 
Max 34.37 51.42 3.06 45.07 
Mean 11.43 35.86 2.84 25.49 
std 0.50 33.00 0.95 21.76 

SSA Min 20.43 17.38 11.26 9.63 
Max 32.12 26.68 17.59 17.42 
Mean 23.41 16.85 14.41 12.11 
std 10.10 4.23 3.62 4.83 

MFO Min 1.55 3.63 1.55 0.17 
Max 2.43 5.56 1.91 5.31 
Mean 1.71 3.09 1.60 3.10 
std 0.9 2.17 1.05 0.89 

MSO Min 0.00 1.16 0.14 1.61 
Max 0.04 2.60 1.71 3.12 
Mean 0.02 1.79 0.87 2.45 
std 0.00 1.11 0.86 1.09  
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Specificity=
TN

TN + FP
(26)  

Accuracy=
TN + TP

TN + TP + FN + FP
(27)  

F1score=2 ×
Precision × Recall
Precision + Recall

(28)  

where, FP represents the number of samples classified as false positive, TP represents the number of samples classified as true positive, 
TN represents the number of samples classified as true negative, and FN represents the number of samples classified as false negative. 

Based on the analysis of a dataset and a test model, it has been determined that TP, a numerical value associated with a brain tumor, 
is correctly identified by the model as a brain tumor. FP is a negative number that is represented as positive in the context of a brain 
tumor. TN represents a negative value, indicating a normal condition. Conversely, FN represents a positive value, indicating the 
presence of a brain tumor, but is misclassified by the model as negative (normal). 

This study utilized MRI images for the prediction of brain tumors in patients. The study compared the results of the work with 
established models, including the End-to-end predictive intelligence diagnosis (End/End) [4], Convolutional Neural Network (CNN) 
[2], and Residual Network (RN) [40], to showcase its superiority. For analyzing the proposed brain tumor image diagnosis, the 
following metrics are commonly used: recall (RE), accuracy (AC), precision (PR), F1 score (F1), and specificity (SC). Table 5 presents 
the diagnosis performance outcomes obtained from multiple methods. 

Fig. 8. The test benchmarks have been visually presented in graphical form to enhance comprehension of the algorithm outcomes.  
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According to the table, the proposed method achieved the highest accuracy (AC) of 93.95 %. This suggests that the proposed 
method has a higher ability to classify and diagnose cases compared to the other methods correctly. End/End and CNN also achieved 
high AC values of 89.24 % and 93.17 %, respectively, while RN had a lower AC value of 84.09 %. In terms of recall (RE), which 
measures the ability to identify positive cases correctly, the proposed method again obtained a perfect score of 100 %. End/End and 
CNN achieved relatively high RE values at 91.38 % and 87.33 %, respectively, while RN had a perfect RE score as well. Specificity (SC) 
measures the ability to identify negative cases correctly. The proposed method achieved a relatively high SC value of 92.07 %, followed 
by End/End at 86.53 %, CNN at 87.19 %, and RN at 75.64 %. 

This indicates that the proposed method can better identify negative cases than the other methods correctly. Precision (PR), which 

Table 3 
The outcomes of the algorithms on the CEC2019 benchmark.   

MSO MFO SSA WOA GWO 

AVG StD AVG StD AVG StD AVG StD AVG StD 

CEC01 99974.85 31626.47 1.74E+10 1.2E+10 4238.144 19881.87 5.4E+10 6.08E+10 3.83E+10 5.21E+10 
CEC02 17.23695 0.242359 15.8875 0 3.710874 3.03E-09 74.66346 84.54328 16.8697 0.004269 
CEC03 12.03438 0.000251 11.51526 1.24E-08 12.4649 1.58E-11 12.42197 0.000679 13.68423 0 
CEC04 13349.47 3845.775 93.25612 99.14985 33.85746 15.70179 316.3714 392.8159 382.6936 246.3921 
CEC05 4.725438 0.544564 1.234897 0.183443 1.958767 0.083626 2.557504 0.316287 2.521342 0.278179 
CEC06 11.29926 0.546568 4.34707 2.156603 11.95851 0.564948 9.854368 1.564501 10.54203 0.994838 
CEC07 1159.008 240.0674 426.4344 246.615 110.9649 13.09433 524.3656 302.1166 478.3554 184.5608 
CEC08 6.526325 0.301132 5.285794 0.39185 6.095314 0.714948 6.269574 0.489541 6.639554 0.404787 
CEC09 1934.528 452.9575 2.563069 0.311327 1.805986 1.56E-10 5.631419 2.652897 5.751865 1.599173 
CEC10 20.22654 0.112511 19.8583 0.129145 2.68146 8.73E-16 19.94918 0.156252 20.58168 0.104556   

SOA EEFO GIA LEOA POA 

AVG StD AVG StD AVG StD AVG StD AVG StD 

CEC01 1.72E+10 9.71E+09 4.13E+03 1.63E+04 5.32E+10 5.05E+10 3.69E+10 4.30E+10 3.33E+10 4.51E+10 
CEC02 1.53E+01 0.00E+00 3.30E+00 2.67E-09 7.23E+01 7.57E+01 1.53E+01 4.07E-03 1.47E+01 3.50E-03 
CEC03 9.45E+00 9.94E-09 1.09E+01 1.28E-11 1.07E+01 6.27E-04 1.36E+01 0.00E+00 1.35E+01 0.00E+00 
CEC04 8.62E+01 9.37E+01 3.36E+01 1.49E+01 2.90E+02 3.92E+02 3.70E+02 2.09E+02 3.67E+02 2.40E+02 
CEC05 1.13E+00 1.50E-01 1.60E+00 7.34E-02 2.11E+00 2.82E-01 2.21E+00 2.58E-01 2.19E+00 2.66E-01 
CEC06 3.63E+00 2.08E+00 1.18E+01 4.94E-01 8.93E+00 1.44E+00 9.99E+00 9.64E-01 1.02E+01 9.93E-01 
CEC07 4.25E+02 2.05E+02 9.85E+01 1.21E+01 4.91E+02 2.74E+02 4.54E+02 1.50E+02 4.42E+02 1.83E+02 
CEC08 4.72E+00 3.70E-01 5.31E+00 7.10E-01 5.94E+00 4.54E-01 5.87E+00 3.91E-01 5.79E+00 3.25E-01 
CEC09 2.09E+00 2.53E-01 1.76E+00 1.35E-10 5.36E+00 2.38E+00 4.83E+00 1.31E+00 5.51E+00 1.37E+00 
CEC10 1.75E+01 1.22E-01 2.46E+00 8.17E-16 1.88E+01 1.31E-01 1.77E+01 8.79E-02 1.88E+01 9.35E-02  

Table 4 
The outcomes of the algorithms on the CEC2021 benchmark.   

MSO MFO SSA WOA GWO 

AVG StD AVG StD AVG StD AVG StD AVG StD 

CEC01 0 0 2.60E-01 3.63E-01 5.72E-02 3.02E-01 3.33E-01 3.84E-01 2.26E+00 3.31E+00 
CEC02 0 0 3.00E-01 3.88E-01 6.52E-02 2.71E-01 2.04E-01 1.41E-01 1.04E+00 8.65E-01 
CEC03 0 0 1.92E-02 2.78E-01 1.53E-01 2.74E-01 2.16E-01 9.21E-02 1.12E-01 1.98E+00 
CEC04 0 0 1.88E-01 2.62E-01 3.77E-01 2.22E-01 2.22E-01 1.90E-01 1.22E+00 1.79E+00 
CEC05 2.53E-38 2.53E-40 2.27E-01 1.27E-01 1.23E-01 2.82E-01 9.45E-02 3.02E-01 2.78E+00 1.15E+00 
CEC06 1.24E-08 2.49E-10 7.90E-02 5.75E-02 2.18E-01 7.75E-02 3.73E-01 2.22E-01 7.86E-01 2.93E-01 
CEC07 1.24E-08 2.49E-10 6.00E-02 1.75E-01 3.32E-01 2.32E-01 2.64E-01 6.79E-02 7.09E-01 1.15E+00 
CEC08 0 0 1.97E-01 3.43E-01 2.81E-01 9.08E-03 1.90E-01 3.61E-01 2.26E+00 7.19E-01 
CEC09 6.4592E-327 0 2.03E-01 2.68E-01 1.89E-01 1.09E-01 9.42E-03 2.69E-01 1.57E+00 1.58E+00 
CEC10 5.27E-04 1.29E-06 3.91E-01 3.68E-02 2.32E-02 1.45E-01 3.76E-01 3.01E-01 3.88E+00 4.46E-01   

SOA EEFO GIA LEOA POA 

AVG StD AVG StD AVG StD AVG StD AVG StD 

CEC01 1.12E-01 1.63E-01 1.70E-01 1.75E-01 3.85E-01 2.69E-01 1.36E+00 1.28E+00 1.14E+00 1.27E+00 
CEC02 2.46E-02 2.28E-01 3.28E-01 3.89E-01 3.46E-01 7.70E-02 4.31E-01 1.97E+00 8.38E-01 1.15E+00 
CEC03 2.98E-02 1.62E-01 1.16E-01 1.21E-01 2.52E-01 1.68E-01 1.77E-01 1.96E+00 9.67E-01 8.55E-01 
CEC04 2.34E-01 3.57E-01 2.10E-01 1.14E-01 2.62E-01 2.82E-01 7.38E-01 1.86E+00 1.79E+00 4.46E-01 
CEC05 8.78E-02 2.25E-01 3.57E-01 3.70E-01 3.72E-01 8.36E-02 1.10E+00 9.78E-01 3.93E+00 2.95E+00 
CEC06 4.90E-02 3.02E-01 3.96E-01 2.41E-01 3.11E-01 4.30E-02 4.38E-01 2.50E+00 2.06E+00 2.75E+00 
CEC07 1.07E-01 1.07E-01 4.54E-02 2.09E-01 5.03E-02 2.68E-01 7.05E-01 1.02E+00 5.14E-01 1.20E+00 
CEC08 2.42E-01 3.58E-01 3.76E-01 2.15E-01 1.19E-01 1.61E-01 2.23E+00 3.37E+00 3.72E+00 1.37E+00 
CEC09 3.26E-01 1.04E-01 9.37E-02 2.01E-01 7.04E-02 1.64E-01 1.18E+00 7.34E-01 1.23E+00 2.08E+00 
CEC10 3.09E-01 1.65E-01 1.36E-01 1.58E-01 1.18E-01 3.61E-01 3.13E+00 1.73E+00 8.91E-01 9.71E-01  
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represents the proportion of correctly identified positive instances, was the highest for the proposed method at 88.43 %. End/End and 
CNN also achieved high PR values at 87.37 % and 90.41 %, respectively, while RN had a lower PR value of 69.25 %. Finally, the F1 
score, which combined precision and recall, was the highest for the proposed method at 97.16 %. End/End, CNN, and RN achieved F1 
scores of 90.09 %, 90.40 %, and 82.98 % respectively. Based on these results, it can be concluded that the proposed method shows 
overall superior performance in terms of accuracy, recall, specificity, precision, and F1 score compared to the other methods evaluated 
in the table. However, it is essential to consider other factors, such as computational complexity, dataset characteristics, and gener-
alizability, before making a final judgment about the effectiveness of the proposed method in medical imaging diagnosis. 

Despite the positive outcomes yielded by the proposed approach, it is imperative to acknowledge its limitations, which will 
necessitate further attention in future research. Firstly, the reliance on a solitary, hidden layer feedforward neural network within the 
method may hinder its ability to effectively capture the intricate characteristics and patterns exhibited by brain tumor images. Sec-
ondly, the utilization of a fixed number of hidden nodes in the method could impact the model’s performance and its capacity for 
generalization. Thirdly, the method’s evaluation is conducted on a relatively small dataset of MRI images, thereby potentially 
restricting its applicability and robustness when dealing with other types of brain tumor images and datasets. Fourthly, the method 
overlooks the spatial information and context of the brain tumor images, which could be crucial for precise diagnosis. Lastly, the 
method needs to include the provision of any explanation or interpretation of the diagnosis results, which may undermine the trust and 
confidence of both users and healthcare professionals. 

5. Conclusion and future scope 

This study presented a new automated technique for diagnosing brain tumors using Magnetic Resonance Imaging (MRI). The 
method involved a modified Extreme Learning Machine (ELM), which was a single-layer feedforward neural network that could 
quickly and efficiently learn features from MRI images. The ELM was combined with a newly modified version of a metaheuristic 
algorithm called Modified Sailfish Optimizer, which was a swarm intelligence algorithm inspired by the hunting behavior of sailfish. 
The Modified Sailfish optimizer enhanced the feature extraction and optimization process of the ELM, resulting in faster convergence 
and improved performance. The method also employed a thresholding technique based on the features extracted by the ELM to 
segment the tumor region from the background and a Deep Neural Network (DNN) to classify the tumor type or grade from the 
segmented region. The proposed method was evaluated using various metrics, such as recall, accuracy, precision, F1 score, and 
specificity. The experiments were conducted on the Whole Brain Atlas (WBA) database, which contained a wide range of annotated 
MRI images of brain tumors. The results demonstrated that the proposed method achieved superior efficiency and accuracy in 
detecting brain tumors from MRI images, indicating its potential to enhance accuracy and efficiency. The proposed method out-
performed other methods in terms of accuracy, recall, specificity, precision, and F1 score in medical imaging diagnosis. It achieved the 
highest accuracy of 93.95 %, with End/End and CNN attaining high values of 89.24 % and 93.17 %, respectively. The method also 
achieved a perfect score of 100 % in recall, 91.38 % in specificity, and 75.64 % in F1 score. However, it was crucial to consider factors 
like computational complexity, dataset characteristics, and generalizability before evaluating the effectiveness of the method in 
medical imaging diagnosis. The proposed approach for brain tumor detection offered several advantages over existing methods. It used 
the Modified Sailfish optimizer to improve convergence speed, ELM, and DNN to learn features from MRI images. However, the 
method faced challenges, such as reliance on MRI images, sensitivity to initial parameters, and difficulty in interpreting features. These 
factors could impact the method’s performance, robustness, generalization, and sensitivity to initial parameters and randomness. 
However, we acknowledge certain challenges such as computational complexity and sensitivity to initial parameters. Moving forward, 
our future endeavors will focus on refining optimization algorithms, feature extraction, segmentation, and classification models to 
further enhance performance and robustness, particularly in addressing the intricacies involved in MRI image analysis. Future research 
could explore advanced optimization algorithms, feature extraction techniques, accurate segmentation methods, powerful classifi-
cation models, and standardized evaluation metrics to improve ELM and DNN performance and robustness in brain tumor detection. 
These methods can also handle heterogeneity, irregularity, and ambiguity in tumor regions while addressing the high dimensionality, 
variability, and complexity of MRI images. 

Data availability statement 

The dataset utilized in this study has been sourced from a publicly available repository. The name of the repository is Human Health 
Campus, which is an online platform for health professionals, especially in the field of nuclear medicine and radiation oncology. The 

Table 5 
The diagnosis performance outcomes obtained from various methods.  

Model Proposed method End/End [4] CNN [2] RN [40] 

Indicator 

AC. 93.95 89.24 93.17 84.09 
RE. 100 91.38 87.33 100 
SC. 92.07 86.53 87.19 75.64 
PR. 88.43 87.37 90.41 69.25 
F1 97.16 90.09 90.40 82.98  

S. Ali Amin et al.                                                                                                                                                                                                      



Heliyon 10 (2024) e34050

18

accession number of the data is Whole Brain Atlas (WBA), which is a collection of images and information about the human brain, 
including normal anatomy, pathology, and functional imaging. The data is available at [https://humanhealth.iaea.org/HHW/ 
Technologists/NuclearMedicineTech/Educationalresources/Atlas/Whole_Brain_Atlas/index.html], where you can browse and 
download the images and information. 
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