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A B S T R A C T   

The epidemic has had a profound negative impact on individuals worldwide, leading to pervasive 
anxiety, fear, and mental instability. Exploiting these fears, a significant amount of fake infor-
mation proliferates and spreads rapidly on social networks. This study explores the factors that 
cause individuals to believe fake news under stressful and fearful conditions by applying the 
truth-default theory. Data was collected online in Vietnam, using Smart PLS software to analyze 
the research model. The findings indicated that risk perception, media trust, trust in celebrity 
posts, and stress were factors that urge users to believe news posted on social media, and even 
they actively share this news on their own channels. Disclosure willingness moderated the rela-
tionship between adoption fake news and sharing it. Both theoretical and practical implications 
were discussed.   

1. Introduction 

Fake information is created with the intention of deceiving or harming another person or organization, or obtaining a financial or 
political benefit [1]. It can manifest as deceptive marketing, political propaganda, or the circulation of altered content to generate 
erroneous information, culminating in the spread of false news [2]. Fake news is easily propagated via social media [3]. To meet 
customers’ demands, social media platforms offer a variety of services such as live streaming, online gaming, buying and selling items, 
and movie broadcasting on occasion [4]. Users can utilize basic features such as communication, chat, moment sharing, and 
photo-video sharing to make friends, exchange ideas and information, and connect with people from all over the globe [5]. The current 
concern is the growth of false news due to the rapid expansion of social networks [6]. 

Media channels exist both online and offline. Online channels include websites, social media (Facebook, Twitter), search engines 
(Google), online display advertising, email, content, and video marketing [7,8]. Offline channels include television, radio, print media 
(newspapers, magazines), outdoor advertising (billboards), direct mail, events, sponsorships, and word of mouth. Online platforms like 
Facebook allow disinformation to spread quickly, making them fertile grounds for false news [9]. Although not immune, offline 
channels typically employ various fact-checking and verification methods, showing the issues of false news across media. The issues of 
fake news thus permeate both types of media. 

Independent or non-mainstream media, often referred to as unofficial media [10], include citizen journalism platforms where 
non-journalists provide news and comments. Unofficial media includes independent journalist and activist blogs and social media 
profiles [9]. These sources may challenge dominant narratives with grassroots reporting and alternative viewpoints. Unofficial media 
may provide varied perspectives, but the absence of editorial supervision may raise doubts about truth and reliability, highlighting the 
need for careful examination. 

Untrustworthy sources spread a large volume of information. Given the existing literature highlighting the link between ambiguous 
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information, source credibility, and the spread of misinformation [11–14], along with the increased stress and anxiety experienced by 
individuals during the ongoing COVID-19 pandemic [15,16], it is crucial to explore the intricate aspects of the dark side of fake news 
[17]. There are other reports that exploit the names of significant government officials to increase the legitimacy of the rumors [2]. 
This has a major impact on the reputation of government entities since it is impossible to manage fake news and poses a financial 
danger to consumers who believe in such false information. Gossip-sharing behavior, the dread of missing out, and the onset of social 
media fatigue are reasons for sharing fake information [18]. The need to thoroughly explore these issues stems from the reported 
increase in fake news distribution during the pandemic, with celebrities becoming unwitting purveyors. This spike in disinformation 
has a severe psychological impact on individuals, prompting concerted efforts to reduce stress and improve information literacy among 
social media users [19]. Because misinformation spreads quickly on social networks, people believe in fake news because they are 
exposed to huge amounts of information repeated many times on different channels. In addition, psychological stress also makes them 
more trusting because they would rather be prepared to protect themselves [20]. 

Existing research has not yet to comprehensively address key components of risk perception related to certain high-profile issues, 
leaving readers susceptible to believing material without a thorough understanding of the possible hazards [2]. Furthermore, igno-
rance or a lack of knowledge makes it simple for readers to trust widely circulated news. Notably, when information is endorsed by 
prominent and powerful personalities, people are more likely to accept it, a feature that prior studies have not adequately emphasized. 
When faced with the stress of persistent challenges and a lack of prompt answers, people are more prone to place their faith in news 
sources in an attempt to appear more at ease [1,21]. To have a complete understanding of the workings of studying audience 
receptivity to information, filling in these gaps is essential. To address these concerns, the main objective of this study was to evaluate 
the role of risk perception, media trust, and trust in celebrity posts. The study’s insights provide crucial insights into mitigating the 
negative consequences of misinformation during the pandemic and developing a deeper understanding of workplace dynamics. The 
research results expands the truth theory by enhancing users’ awareness of information on social networks, thereby increasing their 
vigilance. 

Research questions. 

RQ1. What factors make social network users more likely to trust shared information, especially during stressful times? 

RQ2. What is the moderating role of disclosure willingness to receive fake news and share it on users’ social networks? 

This study carefully combines a solid theoretical framework on building trust to examine how people are susceptible to believing 
fake news, especially during stressful times of epidemics, or major crises. Hypotheses are then carefully formulated, clearly articulating 
expectations based on theoretical foundations. Next, research method would be presented including collecting data, data analysis to 
prove hypotheses. Findings of research confirm the extend of theory and provided a comprehensive contribution to practical appli-
cation in the field. 

2. Theoretical framework 

2.1. Fake news 

Fake news comprised news reports that mimic legitimate journalism but contain inaccurate or misleading information [1,2]. To 
boost viewership, fake news often employs sensationalist and erroneous writing or fabricates headlines. Such misinformation is 
deliberately crafted to deceive and cause harm to individuals or institution, or to gain for financial or political advantage [22]. Social 
media platforms, which feature tools such as chat, moment sharing, and photo-video sharing [23]. Users can exploit these func-
tionalities to invade others ‘personal and private lives in order to propagate reactionary propaganda and provoke violence both online 
and offline [8]. Since the onset of the pandemic, the proliferation of fake news has been rampant. In fact, falsified or incorrect material 
on fake news that was issued without verification from the government had major effects. Fake news concerning the pandemic’s 
advancement, including death tolls, isolation orders, or social distances, is particularly concerning due to its widespread dissemination 
on social media channels and has a high recurrence rate. Internet users have a higher level of trust in the information [16]. Such fake 
news has had serious consequences for the country’s disease management procedures, including uncertainty regarding the number of 
cases, deaths, quarantined regions, and spraying orders. Similarly, the authorities struggled to verify information regarding air 
disinfectants. 

2.2. Truth-default theory 

The truth default theory (TDT) investigates human communication by examining the information people receive [24]. TDT 
demonstrates that individuals frequently exhibit a bias when presenting information, often showing predisposition to believe state-
ments from others, even if they are false; this is known as truth bias [25]. People tend to consider interactive communication as 
trustworthy, making them to misinformation and deception, as they prefer to believe what they are told is accurate [26]. Indeed, when 
receiving an information, up to 50 % of the recipients choose to trust the reliability of the information [27]. Consequently, people 
easily believe fake news published on social media accounts. They are also more likely to trust information from accounts with a large 
number of followers, and without verifying the credibility of news [16]. 
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3. Hypotheses development and research model 

3.1. Risk perception 

Risk perception, as a critical facet of information decision-making, is emerging as a pivotal factor in understanding why certain 
individuals may reduce the sharing of fake news. Risk perception is identified as a decisive determinant in the information evaluation 
process [28]. Individuals with elevated risk perception often experience the fear arousal effect, leading to a heightened sense of caution 
when disseminating information that they deem uncertain [29,30]. This cautious approach reflects a deliberate effort to navigate the 
uncertainties associated with information sharing. The interplay between risk perception and the sharing of fake news underscores the 
nuanced nature of decision-making in the digital information landscape. 

Risk assessment is influenced by a variety of elements, including individual, societal, cultural, and situational considerations [28]. 
With the advancement of the internet and social networks, information related to the current issue spreads rapidly [7,31]. Several 
earlier studies have demonstrated that perceived health risks drive many people to feel concerned and continually seek information 
relevant to that worry [32–34]. This anxiety also causes individuals to accept related information quickly and easily [35,36], even if, 
unclear, without properly examining the quality and source of information. Individuals with high risk perception regarding false 
information recognize and emphasize potential negative consequences [37]. They adopt a cautious and skeptical stance, engaging in 
critical evaluation and fact-checking to mitigate potential harm. This heightened awareness reduces the likelihood of accepting and 
disseminating fake news without thorough scrutiny. Thus, the following hypothesis was stated. 

H1. Risk perception has a positive influence on adopting fake news on social media. 

3.2. Media trust 

Media trust encompasses trust in information sources, information platforms, and the accuracy of information [38]. For individuals 
with limited social media literacy, the perceived credibility and dependability associated with media trust may have more power, thus 
reducing their capacity to distinguish between true and false information. This group may be more vulnerable to the persuasive power 
of trusted sources, inadvertently magnifying the spread of fake news inside their social networks. People exposed to incorrect infor-
mation were more likely to assess accurate headlines as false, suggesting that disinformation may affect credibility [39,40]. According 
to the “illusory truth effect,” fake news may affect how people judge information reliability, including mainstream media trust. 

Furthermore, the pandemic has persisted longer than anticipated, prompting individuals to follow every update on the situation. 
Currently, people use smart phones rather than TV or other traditional ways to receive news updates [41]. On social media platforms, 
users typically follow several pages, celebrities, or interested influencers — forming closed social communities [39]. In a social media 
group, trust is easily established due to the network people choose. Additionally, the reliability built by verified posts [5], allowing any 
new post to gain viewers’ trust easily. Laroche, Habibi [39] examine how misinformation undermines media confidence. They 
discovered that disinformation lowers mainstream media confidence, especially after corrections. This implies that disinformation, 
regardless of rectification, might lower confidence. Thus, we proposed the following hypothesis. 

H2. Media trust has a positive influence on adopting fake news on social media. 

3.3. Trust in celebrity posts 

Celebrities are those who have achieved fame in a particular industry, such as movie, fashion, sports, politics etc. [42–44]. Their 
success is built on their exceptional professional competence and the high quality of work they produce throughout their careers, and 
they are well-known. Nowadays, celebrities mostly utilize social media to engage with their followers and the general public. Their 
Facebook, Instagram, and TikTok pages have a large following [45]. As a result, each of their postings on these social networking sites 
significantly influences their followers, i.e., the general public [46]. Furthermore, if followers find content from celebrity social 
networking sites intriguing, they post/share it further [47,48]. Due to their powerful stature, celebrities frequently exploit their posts 
on social networking sites as a source of information in order to attract large number of readers/viewers. Each post made by a celebrity 
on a social networking site impacts not just their followers but also a wide group of people in the society [49]. Celebrities often update 
essential information not only about their professional work but also about prevalent topics to make their content diverse and attract 
large group of followers [40,50]. They are, hence, extremely cautious when disseminating information, particularly, about health and 
current societal crisis [51]. Due to society’s strong interest in hottest information, content from official media and notable individuals 
is easy to accept, but the verification is little suspicious [33]. Therefore, we stated the following hypothesis. 

H3. Trust in celebrity posts has a positive influence on adopting fake news on social media. 

3.4. Stress 

Stress causes pain and tiredness [52,53]. The three main components of stress are factor-causing stress, stress, and negative 
behavioral consequences [54]. With the rise of social media, abundant information has been made available, particularly, related to 
current events, causing difficulty in coping with a massive volume of data [55]. The threat of an outbreak, as well as the ongoing 
stream of new information concerning pandemic, celebrities, poloticians’ private lives that has yet to provide a satisfying solution, has 
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put social media users on edge [54]. When users are upset, they take steps to alleviate their worry and suffering [56,57]. This means 
that consumers who are under a lot of information stress are more prone to circulate fake news in order to feel better. Indeed, a 
previous study discovered a correlation between information-induced stress and the spread of fake news [58]. People distributing fake 
news may do so to relieve tension due to isolation, lonely feelings, or they may be concerned and wish to convey unconfirmed in-
formation that they believe is essential and requires attention. Therefore, we stated the following hypothesis. 

H4. Stress has a positive influence on adopting fake news on social media. 

3.5. Adopting fake news on social media 

The need for information is the primary motivator for individuals to share information, particularly, health-related, that may 
influence the entire community [4]. There is a great deal of evidence that social media platforms are being used to promote the 
preservation of fraudulent material online [21]. Online communities with simple activities such as likes, shares, and comments allow 
information to flow rapidly and effortlessly [59]. Particularly, health threat, or pandemic related information is quickly spread and 
accepted by individuals. Sharing vital news, especially, that affects not just them but the whole society makes them feel like ‘person of 
the hour’. Accepting fake news requires some consideration, but once accepted, sharing becomes easy, since people desire to convey 
vital information to many others, particularly, information posted by celebrities [38]. The more appealing the story, the more likely it 
is to be shared on social networking platforms, particularly, in relation to the pandemic [60]. Therefore, we stated the following 
hypothesis. 

H5. Adopting fake news on social media has a positive influence on sharing fake news on social media. 

3.6. Moderator effects of disclosure willingness 

Disclosure willingness refers to a person’s willingness to share all the knowledge they have, particularly, one that is of high interest 
on social media [61]. Online trust and personal internet interests are among the types of information disclosed. Social affirmation, 
self-expression, and relationship growth are the driving forces behind information sharing [62]. Such people actively post information 
on social media and want their information to be seen by others [63]. Information disclosure has been studied in the contexts of 
e-commerce and online shopping, mobile technologies, and social networks. Significant connections between perceived fairness, 
perceived privacy risks and advantages, and desire to share personal information were discovered as antecedents to information 
sharing in online transactions [64]. Individuals would be eager to divulge such information if they believe the actions will benefit 
them. The speed with which information is disseminated is determined by the importance of the content as well as the online com-
munity’s interest [65]. Celebrity-posted information is simpler to absorb and distribute. The more individuals are interested in an 
information, the easier it becomes to acquire and distribute that information without being scrutinized. Therefore, we hypothesized 
the following. 

H6. The relationship between adopting fake news and sharing fake news on social media is stronger for people with high-disclosure 
willingness and weaker for those with low-disclosure willingness. 

The proposed research model was presented in Fig. 1. 

4. Methodology 

4.1. Data collection 

Initial trial surveys were conducted to verify the content of questions, in general, participants understood all of the elements of the 

Fig. 1. Proposed research model.  
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conceptual framework. We collected data in Vietnam. All participants are informed that personal information will be kept confidential. 
Because of widespread use of social media in today’s culture, this study’s demography just requires those above the age of 18. To reach 
the responder group conveniently, we opted to collect data at shopping malls, convenience stores, near colleges, and office buildings. 
Therefore, if a participant indicated that they were under the age of 18 and did not use social media, the survey was ended with a thank 
you message on the screening question. 

Before spreading the survey, we conducted a pilot test with 10 participants to ensure respondents clearly understood the questions 
and reduce errors in the questionnaire. The revised survey was sent to two marketing experts to assess the whole questionnaire at the 
last time. To ensure data reliability and accuracy, each item should ideally have a minimum of 5–10 respondents. With 30 items, the 
minimum sample size should be 150–300 respondents. The survey collected 392 respondents, and a valid number is 370, statically 
exceeding the highest recommended minimum sample size, thus ensuring the threshold of statistical requirements. 

All participants were asked to provide consent prior to their inclusion in the study and assured that their information will be kept 
private. Although 392 individuals provided data, only 370 response sheets were acceptable since some did not complete all of the 
questions and others answered the ones that were missing. The percentage of legitimate response sheets is 94.4 percent, which meets 
the requirement for data quality. Table 1 presents the demographic information of the 370 valid respondents (see Table 1). A t-test was 
used to see whether there are gender disparities in fake news, product knowledge, and other variables. The results revealed gender 
differences in adopting fake news, but no differences in the other categories. A one-way ANOVA test was used to compare variations in 
age, income, and education across the study model’s component groups. The findings suggest that only trust in celebrity posts and 
adopting fake news on social media varies between education levels; Adopting fake news on social media differs between age groups; 
and stress and media trust differ between income categories. Other variables have no difference between all three factors. 

4.2. Construct measurement 

All measurements were introspective. In addition, all of the items were modified from previous research. Before collecting the data, 
we ran pilot research with (n = 10) participants. We reworded certain things to enhance clarity based on the results of the pilot 
research and expert advice. The scale used in this study was derived from the scales used in the prior study and was modified to fit the 
goal. There are 6 research concepts used in this study: (1) Risk perception (RP) was adopted from Bickerstaff [66], Media trust [67] was 
adopted from Fang, Shao [68], (3) Trust in celebrity posts (TCP) was adopted from Hui et al. (2004) and Morgan & Hunt (1994) [69], 
Stress (ST) was adopted from Lovibond & Lovibond (1995), (5) Adopting fake news (AFN) was taken from Thompson, Wang [4], (6) 
Sharing fake news (SFN) was adopted from Talwar, Dhir [6] and Khan and Idris [70], (7) Disclosure willingness (DW) was adopted 
from Collins & Miller (1994). All observed variables listed below were measured on a 5-point scale with values from level 1 (strongly 
disagree) to level 5 (strongly agree). 

Table 1 
Demographic characteristics.  

Characteristics Frequency % 

Gender Male 183 49.5 
Female 187 50.5 
Total 370 100 

Age 18–25 133 35.9 
26–35 172 46.5 
36–45 22 5.9 
Above 45 43 11.6 
Total 370 100 

Education High-school 43 11.6 
Vocational degree 128 34.6 
Under-graduate 161 43.5 
Post-graduate 38 10.3 
Total 370 100 

Income Under 5 VND million 88 23.8 
From 5 to 10 VND million 129 34.9 
From 10 to 15 VND million 112 30.3 
Above 15 VND million 41 11.1 
Total 370 100 

Social media usage Facebook 222 60 
Instagram 58 15.7 
YouTube 66 17.8 
Zalo 24 6.5 
Total 370 100 

Time to use social media per day Under 3 h 26 7 
From 3 to 5 h 186 50.3 
Above 5 h 158 42.7  

370 100  
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5. Data analysis results 

To assess the research model, structural equation modeling was used [72]. Partial Least Squares (Smart PLS) was specifically 
employed. As a result, a bootstrap resampling approach of 5000 samples was utilized to investigate the model’s route. PLS has been 
found to work well with small samples [71]. As a result, PLS is well suited for exploratory studies like this one [71]. Hair, Risher [72] 
developed a two-stage technique for estimating the measurement and structural model, which was implemented in this study. 

Since we obtained all the data from the same survey, we checked for common method bias (CMB) [73]. First, Harmon’s 
single-factor analysis was performed, and the findings show that a single factor explained 36.152 % of the variation (which is less than 
the 50 % criterion). Second, we applied the correlation matrix approach [74]. If the correlation between the major constructs is greater 
than 0.9, this technique indicates that CMB is present in the research [67]. The correlation matrix explored the relationships between 
latent variables and main constructs. None, however, were found to be more than 0.90. Finally, the Variance Inflation Factor (VIF) is 
lower (between 1.000 and 2.815) than the recommended limit of 5. As a result, CMB and collinearity had no impact on the current 
study’s model. 

5.1. Reliability and validity assessment for the measurement model 

This study investigated two components of the measurement model: convergent validity and discriminant validity. To assess 
convergent validity, we first validated the Cronbach’s alpha value, which revealed that all of the values exceeded the suggested 
threshold of 0.7 (see Table 2). Second, we validated the average variance extracted (AVE) [75] and discovered it was greater than 0.5. 
Third, we examined the Composite Reliability [73], and they are all more than 0.7 (see Table 3). Fourth, consider the indicator loading, 
which exceeds the criteria of 0.7 [72] (see Table 3). Based on these results, there were no difficulties with convergent validity. Also 
looked into discriminant validity [72]. Table 3 shows that for each construct, the AVE’s square root outperformed its association with 

Table 2 
Factor loadings assessment.  

Code Items Factor loadings α 

Media trust (MT)  0.865 
MT1 I trust information and information shared on mainstream media 0.893  
MT2 I trust information or news shared on Alternative Media 0.861  
MT3 I trust information and news shared on Social Networks (Facebook). 0.840  
Trust in the celebrities’ post (TCP)  0.905 
TC1 Celebrities’ post can be trusted at any times 0.829  
TC2 Celebrities’ post is perfectly honest and truthful 0.832  
TC3 Celebrities’ post can be trusted completely. 0.795  
TC4 Celebrities’ post can be counted on to do what is right 0.854  
TC5 Celebrities’ post is always faithful 0.784  
TC6 Celebrities’ post is someone that I have great confidence in. 0.751  
TC7 Celebrities’ post has high integrity 0.732  
Disclosure Willingness (DW)  0.874 
DW1 I am willing to provide my personal information when asked by fake news 0.871  
DW2 I am willing to disclose even sensitive personal information to fake news 0.899  
DW3 I am willing to be truthful in revealing my personal information to fake news 0.910  
Risk perception (RP)  0.889 
RP1 Getting a fake news is risky 0.857  
RP2 Fake news can lead to bad results 0.891  
RP3 Fake news has uncertain outcomes 0.872  
RP4 Getting a fake news makes me feel anxious 0.842  
Stress (ST)  0.905 
ST1 I find it hard to wind down. 0.815  
ST2 I find it difficult to relax. 0.800  
ST3 I find I have a lot of nervous energy to expend 0.831  
ST4 I find myself easily agitated. 0.757  
ST5 I tend to over-react to situations 0.749  
ST6 I tend to be rather touchy 0.846  
ST7 I quickly become intolerant of anything that keeps me from getting on with what I am doing. 0.785  
Adopting fake news on social media (AFN)  0.865 
AF1 I am likely to accept news that I receive on social media 0.819  
AF2 I am influenced by views, videos and comments made on social media. 0.857  
AF3 I believe whatever is presented on social media is true 0.842  
AF4 Social media guides or misguides people about political entities. 0.744  
AF5 My personal beliefs are shaped by social media 0.755  
Sharing fake news on social media (SFN)  0.866 
SFN1 I shared the fake news on social media because I didn’t know that content was exaggerated at the time of sharing. 0.834  
SFN2 I shared fake news on social media without checking the facts through trusted sources. 0.883  
SFN3 I shared the fake news on social media without reading the full article. 0.837  
SFN4 I share news on social media social media that has appeal without even realizing its fake. 0.821  

Note: α: Cronbach’s Alpha. 
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other constructs [76]. The heterotrait-monotrait correlation ratio (HTMT) criteria is considerably less than one, showing the con-
structs’ uniqueness [77] (see Table 4). These numbers indicate that there are no validity difficulties with the measurement model [78]. 
As a result, there was no concerns with discriminant validity and concluded that all of the measures in our model displayed outstanding 
psychometric qualities. 

5.2. Evaluation of the structural model 

To analyze the path coefficient (β values), t-test value, effect size (f2), predictive relevance (Q2), and coefficient of determination 
(R2). With regard to direct effects, we hypothesized that risk perception (H1, βRP = 0.219; t-value = 4.237; p = 0.000), media trust (H2, 
βMT = 0.187; t-value = 3.916; p = 0.01), trust in celebrity posts (H3TC, β = 0.203; t-value = 3.581; p = 0.000), and stress during 
lockdown (H4ST, β = 0.227; t-value = 3.767; p = 0.000) were positively related to adopting fake news, thus, supporting H1, H2, H3 and 
H4. Adopting fake news is positively related to spreading fake news (H5, βAFN = 0.351; t-value = 7.589; p = 0.000), thus, supporting 
H5 (see Table 5). 

To examine the effect size (f2) after determining the path coefficient (β values), which may range from small 0.025 to medium 0.157 
to large 0.380. The effect sizes (f2) for the five associations varied from small to large effect size. Next, Table 6 shows that Stone-Geisser 
test of predictive relevance (Q2) for adopting fake news from social media is 0.234, and sharing fake news on social media is 0.386, 
implying that the research model is predictably relevant [79,80]. 

R2 for adopting fake news was 0.546, meaning that community awareness, trust in social media, and risk perception explained the 
54.6 % of adoption to fake news. Similarly, self-efficacy explained 23.1 % of adopting fake news and was the construct that best 
represented adoption to fake news, spreading fake news explained 38.3 % of self-efficacy, and adoption to fake news, which predict 
capabilities and relationships between the constructs [78]. The research model with results was presented in Fig. 2. 

5.3. Moderating effects of disclosure willingness 

To examine the moderating roles of disclosure willingness (Hypothesis 6), the data analysis was presented in Fig. 2. The figure 
illustrates the relationship between fake news (x-axis), and sharing fake news (y-axis). The central represents an average level of the 
moderator variable disclosure willingness (DW). The other two lines depict the relationship between adopting fake news on social 
media (AFN) and DW at higher (mean value of DW plus one standard deviation unit) and lower (mean value of DW minus one standard 
deviation unit) levels of the moderator variable DW. 

The relationship between AFN and sharing fake news (SFN) is positive, as evidenced by the positive slopes of all three lines. This 
indicates that higher levels of AFN lead to higher levels of SFN. Both the upper and lower lines, representing higher and lower levels of 
DW, exhibit flatters slopes, which aligns with positive interaction effect observed (see Fig. 3). 

As a general approximation, the slope of high level of DW can be calculated as the simple effect (β = 0.530) plus the interaction 
effect (β = 0.094). Conversely, the slope of the low level of DW is the simple effect (β = 0.530) minus the interaction effect. Conse-
quently, the basic slope plot verifies our earlier explanation of the positive interaction term. Higher DW levels indicate a stronger link 

Table 3 
Reliability and validity.  

Constructs CR AVE AFN TC DW MT RP SFN ST 

AFN 0.901 0.647 0.804       
TC 0.924 0.636 0.487 0.798      
DW 0.922 0.799 0.618 0.345 0.894     
MT 0.899 0.748 0.473 0.415 0.371 0.865 0.866   
RP 0.923 0.749 0.501 0.364 0.381 0.440 0.362 0.844  
SFN 0.908 0.713 0.623 0.285 0.698 0.374 0.558 0.392 0.798 
ST 0.925 0.637 0.550 0.563 0.432 0.469 0.866   

Notes: CR: Composite Reliability; AVE: Average Variance Extracted; **p-value <0.01, *p-value <0.05; SFN: Sharing fake news social media; AFN: 
Adopting fake news social media; ST: Stress; RP: Risk perception; DW: Disclosure Willingness; TCP: Trust in the celebrities’ post; MT: Media trust. 

Table 4 
Heterotrait-monotrait ratio (HTMT).  

Constructs AFN TC DW MT RP SFN ST 

AFN        
TC 0.521       
DW 0.692 0.385      
MT 0.545 0.470 0.436     
RP 0.548 0.400 0.429 0.511    
SFN 0.712 0.317 0.798 0.437 0.407   
ST 0.595 0.623 0.479 0.536 0.618 0.436  

Notes: SFN: Sharing fake news on social media; AFN: Adopting fake news on social media; ST: Stress; RP: Risk perception; DW: Disclosure Willingness; TCP: 
Trust in the celebrities’ post; MT: Media trust. 
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between AFN and SFN. This analysis underscores the moderating influence of DW on the relationship between AFN and SFN, with 
higher DW levels indicating a more pronounced connection (see Fig. 4). 

Next, to determine the interaction term, we applied execute the bootstrapping technique using 5000 bootstrap samples. The 
analysis revealed a p-value of 0.005 for the relationship between the interaction term and AFN. Furthermore, the 95 % bias-corrected 
bootstrap confidence range for the interaction term’s impact was 0.025–0.029. Since, this interval does not contain zero, we concluded 
that the impact is significant. These results confirm that disclosure willingness (DW) has a significant and positive moderating effect on 
the relationship between AFN and sharing fake news (SFN). Specifically, higher levels of DW strengthen the link between adopting fake 
news and spreading it. This finding is consistent with previous studies [81,82]. Additionally, we examined the effect size of the 
moderator using Cohen’s f2. The interaction term’s f2 effect size had a value of 0.025, which indicates a medium effect (see Table 7). 
This further substantiates the importance of DW in moderating the relationship between AFN and SFN providing a comprehensive 
understanding of its role in this context. 

5.4. Discussion 

This study examines various factors about fake news by combining risk perception, trust in the media, celebrity posts on social 
media platforms, and theoretical tensions of Truth-Default Theory. Integrating this theory creates a lens full of relevant items that 
explain why individuals may accept or disseminate fake news [24]. Previous research on false news has frequently focused on cognitive 
biases that distinguish between true and fake news, political affiliation, and demographic characteristics. Chang, Liu [38], 

Table 5 
Construct Cross validated Redundancy.   

SSO SSE Q2 (=1-SSE/SSO) 

Adopting fake news on social media 1850.000 1416.443 0.234 
Trust in the celebrities’ post 2590.000 2590.000  
Disclosure Willingness 1110.000 1110.000  
Media trust 1110.000 1110.000  
Risk perception 370.000 370.000  
Sharing fake news on social media 1480.000 1480.000  
Stress 1480.000 908.472 0.386 

Notes: SSO: sum of squares of observations; SSE: Sum of squared errors. Q2 should be from 0 to 1. 

Table 6 
Hypotheses results.  

Hypotheses β STDEV t-values P Values Results 

H1. Risk perception → Adopting fake news on social media 0.219 0.051 4.327 0.000 Supported 
H2. Media Trust → Adopting fake news on social media 0.187 0.048 3.916 0.000 Supported 
H3. Trust in the celebrities’ posts → Adopting fake news on social media 0.203 0.057 3.581 0.000 Supported 
H4. Stress → Adopting fake news on social media 0.227 0.060 3.767 0.000 Supported 
H5. Adopting fake news on social media → Sharing fake news on social media 0.351 0.046 7.589 0.000 Supported 

Notes: STDEV: Standard Deviation; β: path coefficient. 

Fig. 2. Research model results.  
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Sindermann, Schmitt [13] discovered that people with a more analytical perspective are less likely to trust and spread fake news. 
However, the current study expands on this by include an emotional and psychological dimension, emphasizing how stress levels and 
risk perceptions decrease the threshold for critical evaluation, making people more likely to believe fake news. 

First, this study highlights that stress and risk perception significantly influence risk taking. This is an important finding, because 
during times of high stress, such as the Covid-19 pandemic, individuals are more susceptible to misinformation than in a normal state. 
This is consistent with previous research suggesting that anxiety and uncertainty reduce critical thinking, and make people more likely 
to believe misinformation [30]. 

Second, interestingly, trust in the media has little impact on acceptance of fake news, and trust in social media posts by celebrities 
also has little impact. This is contrary to previous research, which often emphasizes the enormous impact of celebrities in shaping 

Fig. 3. Moderating effect result.  

Fig. 4. Disclosure Willingness strengthens the positive relationship between AFN and SFN.  

Table 7 
Moderating role of Disclosure Willingness.  

Relationships β STDEV t-values P Values f2 95 % CIUL 95 % CILL 

H6a: DW → SFN 0.530 0.042 12.515 0.000 0.380 0.444 0.611 
H6b: AFN * DW → SFN 0.094 0.034 2.790 0.005 0.025 0.029 0.162 

Notes: β: path coefficient; STDEV: Standard Deviation; DW: Disclosure Willingness; SFN: Sharing fake news on social media; AFN: Adopting fake news 
on social media. 

M.T.H. Le                                                                                                                                                                                                                



Heliyon 10 (2024) e34468

10

public opinion [38,40]. It suggests a shift may be occurring in the way users view information sources. Showing that users are 
increasingly skeptical of media content possibly because of some previous negative experiences they encountered. Individuals with 
higher risk perception may paradoxically accept fake news on social media due to their heightened vigilance to potential risks [37,66]. 
They tend to trust to sources that reinforce their concerns without thorough verifications. 

Next, the study’s observation that prolonged social media use during lockdowns exacerbated beliefs in misinformation resonates 
with existing literature on the “echo chamber” effect [83], where continuous exposure to similar views can strengthen beliefs, 
including false beliefs [35]. This prolonged interaction, coupled with the psychological stress of lockdown, creates fertile ground for 
the spread of fake news. Additionally, fake news spreads faster on social networks than real news [14]. This study confirmed that 
stressful situations and high risk perceptions will further accelerate this spread. Therefore, emphasizing the importance of emotional 
and psychological factors in spreading false information. Individuals with lower social media literacy, who depend heavily on media 
trust, face greater challenges in distinguishing true information from falsehoods. To tackle misinformation, individuals should improve 
critical media literacy [22]. Individuals who usually trust mainstream media may extend their trust to less reliable sources on social 
networks, trusting their legitimacy without extensive verification. Followers’ confidence in celebrities’ social media posts encourages 
the spread of bogus news [49]. Celebrities’ endorsements of material may persuade followers to accept it without question, allowing 
them to spread potentially erroneous information. This dynamic contributes to the amplification of fake news within their social 
networks. This study suggests that misinformation weakens trust in the media, which is consistent with previous findings on the 
persistence of misinformation. Additionally, a continuing influence effect will occur [35], once misinformation has been corrected to 
increase trust. 

This study emphasizes how vulnerable people with limited social media literacy are to fake news. These people are more prone to 
disinformation because they are lack the abilities necessary to appropriately assess social media content. This findings is consistent 
with previous research that stresses the relevance of media literacy in competing the spread of fake news [22]. By enabling users to 
distinguish between reliable and fake news more skillfully, social media literacy supports reduce the spread of fake news. 

Celebrities have significant influence on social media platforms, where large numbers of followers look forward to breaking news 
and interacting with them [43,49]. This will make news posted by celebrities spread quickly. This study is consistent with previous 
research, which shows that celebrities shape public opinion and public behavior through their media activities [33,50]. This study 
confirms that followers absorb information and spread content, amplifying celebrity information on social networking platforms. 

Perceptions of stress and risk exert significant influence on trust dynamics, particularly in stressful situations, where individuals 
may seek rapid solutions and reassurance, making them more likely to accept unverified information as a means of reducing ambiguity 
or anxiety [14]. It can be helpful to determine whether honesty in stating one’s ideas influences the receipt and transmission of 
potentially misleading information. 

Willingness to disclose represents individuals sharing information on their social networks, emphasizing willingness to be moti-
vated by motives such as social affirmation, self-expression, and developing relationships. generation. There is currently a trend of 
expressing personal knowledge and interests on the internet [48]. In the current context of social network development, privacy risks 
and shared benefits are the main premise for information sharing. This study focuses on identifying motivational factors for infor-
mation transfer through the social network environment, and the object of information transmission is posts by famous people. 

6. Conclusions 

6.1. Theoretical implications 

This study illuminates critical determinants shaping the trust levels of social media users and their subsequent inclination to 
disseminate information. Establishing standards to ensure accuracy in media has become an important factor, as individuals tend to 
place more trust in information available on media platforms. Celebrity trust means is a new trend which appears recently. People 
think that celebrities themselves have to protect their names, so the information they give is often trustworthy. However, there is also a 
dark side, famous people know that people easily believe in them, and because they want to attract attention, they often quickly share 
some new and hot information from some sources they think that they can trust and lack verification. This is a new factor that has 
developed due to the recent explosion of people’s predominantly online behavior. 

Perceptions of stress and risk exert significant influence on trust dynamics, particularly in stressful situations, where individuals 
may seek rapid solutions and reassurance, making them more likely to accept unverified information as a means of reducing ambiguity 
or anxiety. It can be helpful to determine whether honesty in stating one’s ideas influences the receipt and transmission of potentially 
misleading information. At this time, users are easier to accept information without further scrutiny. Individual’s cognitive resources 
are limited their critical capacity to assess content. Stress creates a sense of urgency, that speedy resolution above correctness. 
Likewise, high risk perception looks for emotional comfort, which leads to lack of validating facts. With high risk perception, a 
psychological urge happens that requires make a quick decision, then take a high risk. Thus, both stress and risk are likely to accept 
unverified information. Understanding this can support to interevent individuals developing a better coping mechanism, and enhance 
their ability to recognize trustworthy information. 

Moderating role of disclosure willingness significantly influences sharing fake news of users on their channels. This suggests users 
tendency to share information without strict verification in crisis undermines adherence to the theory of truth. They prefers update 
information. Understanding this role provides a broader view of complex process that drives spreading fake news in a mental urge, not 
simply a cognitive one. This further emphasize the importance of mental control in sharing information on digital platforms. 
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6.2. Practical implication 

The findings of this study provided several practical implications in understanding factors that users are tend to accept fake news in 
a crisis situation. First, risk perception is the thing that users must accept, and make a quick decision. Therefore, communication should 
controls their sources of information, verify them quickly and provide a short news in a time. That should support users make a right 
decision on the news. Next, users tend to believe celebrity postings quite easily and disregard the need to confirm related facts. This 
behavior shows that celebrities significantly influence people’s trust in information. According to the findings of the study, even 
superstars may spread fake news, probably because they do not have the time to verify it. Consumers should examine the validity of 
any shared information. In the meantime, celebrities must carefully examine the sources of all the information they accept and share 
since they exert huge influence on their following. 

Sharing news on social media is far too simple, enabling the media to partially exploit these technologies and, at times, fail to make 
the effort to double-check facts. They must understand that, no matter how simple it is to share, accuracy and reliability are critical to 
establishing confidence and retaining a following. It is also the media’s ethical obligation. As a result, the media must always rigor-
ously vet the material they disseminate in the long run. Furthermore, readers are highly cautious, always questioning the logic of 
information and cross-checking different sources to verify the quality of information obtained. If they discover excessive misinfor-
mation, readers may also use the report button to defend themselves and prevent this misbehavior from happening again. 

6.3. Limitation and future research 

There are several limitations in this research. Firstly, the study was conducted in a single nation and data were collected at one 
point in time, which limits the generalizability of the findings. Future research should be conducted over longer periods and across 
diverse cultural contexts to enhance the representativeness of the results. 

While the study included statistical analyses of demographic factors such as age, gender, and income, these demographic factors 
were not the main subject of our investigation. Specifically, the interaction between these demographic factors and stress, celebrity 
postings, media trust, and risk perception were not thoroughly examined. Although these demographic factors were included in the 
regression model as control variables to account for potential cofounding effects, their precise impacts were not the main subject of this 
research. 

These variables’ precise impacts were not thoroughly examined, despite the fact that they were added to our regression model as 
controls to account for any confounding effects. The main goal was to look at the connections between stress, celebrity posts, media 
trust, risk perception, and the acceptance and spread of false information. Comprehensive demographic analyses were outside the 
purview of this investigation. Incorporating comprehensive analyses of other demographic factors would significantly enhance our 
models’ intricacy, perhaps confusing the interpretation of the results. Future research should conduct subgroup analyzes to understand 
how gender, income, and age interact with psychological factors and influence the acceptance and dissemination of fake news. 
Including interaction terms in the regression model can help determine whether these demographic factors moderate the relationship 
between stress, risk perception, media trust, and dissemination fake news or not and how. 

Anxiety-provoking psychological impacts, protracted lockdowns, economic insecurity, and disrupted logistic chains are all nega-
tive psychological elements that influence the adoption and dissemination of fake news. This results in a mental state that many people 
have never experienced before. Future studies may concentrate on the continued psychological instability and protracted stress 
generated by worry and uncertainty, as well as its impact on the level of acceptance and dissemination of fake news. investigating the 
process by which exposure to false information erodes confidence in reliable sources. Future studies should focus on discovering 
techniques to rebuild public trust after reputational damage caused by fake news. While it is well acknowledged that disinformation 
exacerbates societal differences, the methods by which false news causes these divisions have not been adequately investigated. Future 
studies should focus on categorizing different sorts of divides and developing more effective techniques for promoting conversation. 
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