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BACKGROUND Electrocardiogram (ECG) deep learning (DL) has
promise to improve the outcomes of patients with cardiovascular
abnormalities. In ECG DL, researchers often use convolutional neural
networks (CNNs) and traditionally use the full duration of raw ECG
waveforms that create redundancies in feature learning and result
in inaccurate predictions with large uncertainties.

OBJECTIVE For enhancing these predictions, we introduced a sub-
waveform representation that leverages the rhythmic pattern of ECG
waveforms (data-centric approach) rather than changing the CNN
architecture (model-centric approach).

RESULTS We applied the proposed representation to a population
with 92,446 patients to identify left ventricular dysfunction. We
found that the sub-waveform representation increases the perfor-
mance metrics compared to the full-waveform representation. We
observed a 2% increase for area under the receiver operating char-
acteristic curve and 10% increase for area under the precision-recall
curve. We also carefully examined three reliability components of
explainability, interpretability, and fairness. We provided an expla-
1Co-corresponding authors.Address reprint requests and correspondence:Dr Be
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nation for enhancements obtained by heartbeat alignment mecha-
nism. By developing a new scoring system, we interpreted the
clinical relevance of ECG features and showed that sub-waveform
representation further pushes the scores towards clinical predic-
tions. Finally, we showed that the new representation significantly
reduces prediction uncertainties within subgroups that contributes
to individual fairness.

CONCLUSION We expect that this added control over the granu-
larity of ECG data will improve the DL modeling for new artificial in-
telligence technologies in the cardiovascular space.
KEYWORDS Deep learning, Cardiology, Electrocardiograms, Sub-
waveform representation, Machine Learning

(Cardiovascular Digital Health Journal 2022;3:220–231) © 2022
Heart Rhythm Society. This is an open access article under the CC
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-
nd/4.0/).
Introduction
Electrocardiography is a common technique for recording
electrical activity of the heart over a time period and is
used as a noninvasive, first-line, and inexpensive diagnostic
tool.1 This process generates electrocardiogram (ECG) data
that provide physiological and structural information about
the heart and is normally used for diagnosing cardiac-
related diseases. Each ECG is obtained by placing several
electrodes on the skin in different parts of the body. The
arrangement of these electrodes with respect to each other
njamin S. Glicksberg, Icahn School ofMedicine atMount Sinai, 1 Gustave L.

C BY-NC-ND https://doi.org/10.1016/j.cvdhj.2022.07.074

Delta:1_given name
Delta:1_surname
Delta:1_given name
Delta:1_surname
Delta:1_given name
Delta:1_surname
Delta:1_given name
Delta:1_surname
Delta:1_given name
Delta:1_surname
Delta:1_given name
Delta:1_surname
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:benjamin.glicksberg@mssm.edu
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cvdhj.2022.07.074&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://doi.org/10.1016/j.cvdhj.2022.07.074


KEY FINDINGS

� The sub-waveform representation of ECGs improved the
precision and reduced the uncertainties of the CNN pre-
dictions.

� The developed scoring system directly quantified the
important ECG features in the waveforms and facilitated
the interpretation of the CNN predictions.

� The sub-waveform representation of ECGs contributed
to minimizing the disparities of CNN predictions within
the protected subgroups.
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is called a “lead.” Each lead records a time-dependent wave-
form (eg, 10-second duration), with the magnitude being the
voltage difference between the corresponding electrodes. A
conventional configuration of ECGs is 12-lead, with 3 limb
leads (I, II, III), 3 augmented limb leads (aVF, aVL, aVR),
and 6 precordial leads (V1, V2, V3, V4, V5, V6).

To accelerate disease diagnosis and management, extract-
ing clinical information from ECGwaveforms using artificial
intelligence (AI) algorithms has seen a resurgence recently,
mainly owing to large datasets, powerful computers, and
new methodological developments.2–4 One of the main
promises of AI is finding hidden patterns in the data that
are invisible to human experts but visible to intelligent
algorithms.5,6 In the past, conventional statistical and ma-
chine learning methods such as support vector machines, lo-
gistic regression, random forests, and gradient boosting were
used for diagnostic predictions from ECGs.7 But these
methods normally require features that are manually pro-
vided by domain experts or signal processing techniques
such as Fourier transform. This ad hoc feature extraction is
cumbersome and expensive in terms of time and human ef-
forts because of the unstructured nature of ECGs, scale,
and the possibility of inaccurate predictions or learning irrel-
evant artifacts. To overcome these issues, deep learning (DL)
has emerged as a powerful analytics tool that automates
feature extraction for large-scale unstructured data types
such as text, imaging, and, more recently, ECG wave-
forms,2,5,6,8 to decode complex patterns in data and to pro-
vide valuable clinical insights.

In the literature, there is a body of work on changing the ar-
chitecture of neural network (NN) that is the typical core of DL
in order to improve the predictions from ECG waveforms.2

Two widely used architectures are convolutional NN (CNN)
and recurrent NN.9–11 There have also been efforts on
combining CNN and recurrent NN to further enhance the
predictions.12 Despite the important role of NN in processing
the data and finding useful patterns, major enhancements in
learning can be achieved by manipulations at the data level
while the NN is kept fixed. For many applications, the boost
in performance from data preparation, labeling, preprocessing,
and representation might outweigh searching for the optimal
NN architecture. With emerging DL applications for ECG
data type, the need for data-level manipulations has become
more important than ever, since each type has its own
complexities and therefore needs customized recipes. In the
literature, there have been several studies that investigate the
impact of transforming ECG waveforms on predictions. One
common strategy is augmenting waveforms by perturbing
the waveforms locally or creating slices from the original
waveform. For example, the windowwarpingmethod perturbs
the waveforms by dilating or squeezing a small region of the
waveform.13 Another popular augmentation technique is win-
dow slicing, which creates random slices of the waveforms
with the same label as the original full waveform by sliding
windows of the same size.14 To alleviate the potential prob-
lems caused by random slicing, a concatenate and resampling
method has been proposed that slices the waveform according
to the peaks and then concatenates the slices to reconstruct the
length of the original waveform.15 In addition to augmentation
methods, the grid-like structural representation of waveforms
for NN has been examined in the form of a 1-dimensional
(1D) waveform with 8 leads as channels or a 2D image with
time being the width and leads forming the height of the im-
age.9,10,16 Also, representing ECG waveforms as spectro-
grams using wavelet or Fourier transform techniques has
been studied.17 However, to date, finding the optimal and reli-
able representation at the waveform level has not yet been
explored. The current state-of-the-art research in DL of ECG
often uses the raw waveforms obtained from the device, which
we refer to as full-waveform representation, shown in
Figure 1A.

In this work, we introduce a novel sub-waveform repre-
sentation that extends the full-waveform representation of
ECGs to improve the DL predictions. We apply this method-
ology to identify left ventricular dysfunction (LVD), which is
present in 1.4%–2.2% of the population and 9% among the
elderly.18 Diagnosing this dysfunction is important to prevent
complications such as heart failure and to reduce mortality
risk. Once diagnosed, treatment strategies and device implan-
tation are normally effective. A primary tool for diagnosing
heart failure, which might be due to LVD, is B-type natri-
uretic peptide (BNP) levels, which require invasive blood
draws. BNP levels can be falsely low in obese patients and
falsely high in patients taking certain drugs, such as angio-
tensin receptor–neprilysin inhibitors (eg, sacubitril-
valsartan), as these drugs reduce the clearance of BNP,19

LVD is normally quantified through measuring the left ven-
tricular ejection fraction (LVEF) from manual inspection of
echocardiograms (echos), which generate ultrasound videos
of the heart.20,21 The manual processing of echos can result
in inaccurate predictions with large uncertainties.22,23 The
LVEF prediction from echo videos has been automated using
DL to accelerate the process and improve the accuracy of the
predictions.24 Recently, DL has been used to predict the
LVEF from ECG waveforms with the echos as ground
truth.25 In this work, we focus our analysis on this later devel-
opment, since we are interested in exploring the ECG data



Figure 1 Electrocardiography (ECG) waveform representations. A: Full-waveform representation that directly comes from an ECG device. B–D: Rhythmic
discretization (B) and sliding of the lead I full waveform (C) to create the lead I sub-waveform representation (D). E: The same discretization and sliding as lead I
is applied to other 7 leads to create sub-waveform representation for all 8 leads.
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and a clinical randomized trial has recently been conducted to
assess the efficacy of this ECG-DL tool.26 Therefore, out-
comes (ground truth labels for DL models) are LVEF values
that are extracted from echo reports.20,21

For LVD population, we show that sub-waveform repre-
sentation increases the predictive performance. In addition,
we explain the underlying mechanism for the improve-
ments gained in DL models using the proposed representa-
tion. We develop an interpretation framework for
quantifying the importance scores of ECG features and
investigate the differences between the interpretation of 2
representations. Finally, we investigate the impact of sub-
waveform representation on the disparities in different sub-
groups.

Materials and Methods
Data source
We extracted data from 92,446 patients from 5 hospitals in the
Mount Sinai Health System, serving a diverse and urban popu-
lation inNewYorkCity. Our studywas approved by theMount
Sinai InstitutionalReviewBoard. Thecharacteristic of this data-
set is shown inTable 1.Our rawECGswere stored inXMLfiles
that havepatient and test demographics, diagnostic information,
andwaveform details. Eachwaveform is recorded at 500Hz for
a duration of 10 seconds (total of 5000 data points) for 12 leads.
For DL modeling, the 12-lead ECG is reduced to 8 leads
because leads III, aVF, aVL, and aVR can be derived from
the linear combination of leads I and II.
Data preprocessing
Before feeding the waveforms into NN, we performed
several preprocessing steps, as follows. To remove baseline
drift that may stem from baseline respiration or lead migra-
tion, we used a median filter (width of 1 second or 500
Hz). We removed ECGs flagged with a “Poor Diagnostic
Code” from the confirmed reading. We standardized wave-
forms to have zero-mean and unit-variance.
Outcome
We converted the continuous LVEF values to binary values.
As suggested,25 we chose LVEF �35% to be the positive
LVD (low LVEF) and LVEF .35% to be the negative
LVD. In terms of linking ECGs to the echo report, we linked
each ECG to the nearest-date echo report. We only have 1
ECG per patient; therefore, all our ECG-echo pairs are
unique.
ECG sub-waveform representation
The ECG waveforms are a measure of hemodynamics of the
heart.27 Like other physical waves, which are created by
exciting a medium, ECG waveforms are created by exciting
the heart through hemodynamics. Therefore, ECG wave-
forms should intuitively inherit the fundamentals of wave
physics. From the physics point of view, waves in nature
generally have 2 components in terms of morphology:
coherent (ordered) and incoherent (disordered).28 The



Table 1 Dataset for identifying left ventricular dysfunction (LVD)
by predicting left ventricular ejection fraction (LVEF) from ECG
waveforms of 92,446 unique patients from 5 hospitals at the Mount
Sinai Health System

Dataset characteristics

Training Development Test

No. patients 73,956 9246 9244
Percent positive 7.6 7.6 7.6
Race (%)
White 41.2 41.6 40.9
Black 25.1 25.0 25.4
Asian 6.6 6.6 6.4
Other 27.1 26.8 27.3

Ethnicity (%)
Hispanic 18.4 17.9 17.4
Non-Hispanic 53.1 53.4 53.9
Other 28.5 28.6 28.7

Sex (%)
Male 54.9 54.7 53.9
Female 45.1 45.2 46.0

Age (mean 6 SD) 63.4 6 15.1 63.2 614.8 63.5 6 15.1
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ordered component of waves normally provides opportu-
nities for controlling the behavior of waves in a desirable
manner. For example, this controllability property has re-
sulted in developing new technologies to efficiently control
light and heat waves in materials.29–31 From the clinical
perspective, ECG waveforms do indeed have the ordered
and disordered components, and they are called rhythmic
and arrhythmic ECGs.32 As is the characteristic of ordered
waves, the rhythmic ECG waveforms offer opportunities
for engineering the granularity of the data to enhance
learning. This physics-based inspiration forms the basis of
this work and has motivated us to create the ECG sub-
waveform representation.

The algorithmic development of proposed sub-waveform
representation is illustrated in Figure1B–1E. The main mech-
anism underlying the improvements gained by sub-
waveform representation is heartbeat alignment, which will
be explained in detail throughout this work. It is important
to emphasize that our data-centric approach is fundamentally
different from previous model-centric approaches because
we are only transforming ECG waveforms rather than chang-
ing the NN architecture. This transformation introduces a
new space for learning optimal features and can potentially
be used for any architecture and any task. In addition, it is
worth clarifying that our approach is different from slicing-
based augmentation techniques mentioned earlier. The major
difference is that our approach uses a rhythmic discretization
based on a reference rhythmic ECG. This important property
is the core of the proposed approach because it allows align-
ing heartbeats for rhythmic ECGs with minimal impact on
arrhythmic ECGs and improves the optimality and reliability
of ECG DL predictions. Augmentation is not our main goal,
although the sub-waveform representation can still benefit
from augmentation effects. Another important difference is
that most of the previous studies on augmentation used either
the full or near-full length of the original full waveform.
However, our goal is to find an optimal representation by
creating sub-waveforms with resolution on the order of heart-
beats. In fact, for these reasons, we call it a sub-waveform
representation.

For numerical implementation of our sub-waveform rep-
resentation, we use a reference rhythmic ECG that has 13
heartbeats and has a heart rate of 78 beats per minute
(bpm), which is around the average heart rate of adults.33

Our reference heartbeat is 0.74 seconds and we use this heart-
beat to discretize all ECG full waveforms, including rhythmic
and arrhythmic ECGs, and to ensure the same input length for
all ECGs, as required for DL models. Each heartbeat is the
smallest unit of a waveform. In Figure 1B, we visualize
this discretization for lead I. The rhythmic discretization
allows us to extract sub-waveforms at rhythmic points with
a duration that is a multiple of the heartbeat. To diversify
the sub-waveforms, we introduce a “sliding” parameter that
controls where the sub-waveform should originate and how
many sub-waveforms are created depending on the duration
of sub-waveforms. In Figure 1C, we illustrate how a sub-
waveform with 3-heartbeat duration and 2-heartbeat sliding
results in 5 sub-waveforms that are generated from the orig-
inal full waveform. Once the sub-waveforms are created, the
new representation for lead I is formed, as shown in
Figure 1D. By applying the same procedure used for lead I
for all leads, the final sub-waveform representation for 8
leads is derived (shown in Figure 1E). In our Supplemental
Material, we provide the pseudocode for our algorithm.
Deep learning setup and evaluation
We used a deep neural network that has a similar structure as
in reference 9. This deep neural network takes preprocessed
waveforms as inputs and output a binary prediction. Each
ECG is represented as a 1D waveform with 8 leads as chan-
nels. Our network has 26 layers and takes advantage of resid-
ual connections to make the optimization more effective by
avoiding exploding or vanishing gradients.34 There are 3
convolutional layers followed by 11 residual blocks (2 con-
volutional layers per block) and 1 dense layer. After each
convolutional layer, we apply a batch normalization to
improve learning and a rectified linear unit to activate the
nonlinearities in the network.35 We use dropout regularizer
to minimize overfitting in training.36 The final layer is a fully
connected layer followed by a sigmoid function. For training,
we randomly initialized weights.37 We used the Adam opti-
mizer for backpropagation using initial learning rate of
0.005 and default parameters b1 5 0.9 and b2 5 0.999.38

A scheduler is used to decay the learning rate by a factor of
0.1 if a metric is not improved for a few epochs.

We used a development set for evaluating our model dur-
ing training and we used the holdout test set for reporting the
final results. We trained DLmodels to classify LVEF severity
using ECGs of 73,956 patients and used ECGs of 9244 pa-
tients for development. We evaluated the performance using
2 metrics: area under receiving operating characteristic
(AUROC) and area under precision-recall curve (AUPRC).



Figure 2 Systematic experiments for evaluating performance of sub-waveform with respect to full-waveform representation (baseline) for left ventricular
dysfunction (LVD) case study for 9244 patients in holdout test set. A: Minimum sliding is used and is equal to 0.74 seconds. B: Maximum sliding is used
and is equal to sub-waveform duration. For both experiments in panels A and B, we examine 2 sets of a number of sub-waveforms: 1 sub-waveform andmaximum
number of sub-waveforms. The optimal sub-waveform is highlighted by dashed circle and has a duration of 1.48 seconds with 10 sub-waveforms. Our sub-
waveform representation provides more accurate predictions with smaller uncertainties.
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We report the performance for 9244 patients in a holdout test
set. For quantitative evaluation of our models, we calculated
2 curves: receiver operating characteristic (ROC) and preci-
sion recall curve (PRC). We then reported 2 metrics calcu-
lated from these 2 curves: Area Under ROC (AUROC) and
Area Under PRC (AUROC), as shown in Figure 2. For
each final prediction, we averaged the predictions of 5 inde-
pendent DL runs with randomly initiated weights and for
bootstrapping, we extracted 1 randomly selected
sub-waveform for each run. Reported uncertainty for each
prediction is the standard deviation of the 5 bootstrapped
predictions.
Experimental design and framework
As the baseline, we predicted the LVEF for our 9244 patients
in a holdout test set using full-waveform representation using
a 1D CNN model. For sub-waveform representation, we per-
formed a set of systematic experiments to understand how it
performs compared to the full-waveform case.

In Figure 2A and 2B, we show 2 sets of experiments that
are controlled by the sliding parameter (a multiple of refer-
ence heartbeat). We set the sliding to be (1) minimum, which
equals to 1 reference heartbeat, and (2) maximum, which
equals to sub-waveform length—a sliding greater than
sub-waveform length results in losing information from the
original full waveform. For each sliding, we varied the
sub-waveform duration from 0.74 to 5.92 seconds. For
each sliding and duration, we predicted the performance for
1 randomly selected sub-waveform and the maximum
generated number of sub-waveforms.
Explanation framework
To explain our DL results, we developed an explanation
framework to directly show how aligning heartbeats im-
proves the performance. In ECG data, heart rate is predicted
by measuring the time between heartbeats. Since each ECG
captures several heartbeats (13 in the reference full-
waveform representation), we averaged the predicted heart
rates across all the heartbeats. Using heart rate variability
(quantified by coefficient of variation, CV, for each predicted
heart rate), we divided our ECG data into 2 groups: rhythmic
(CV�0.01) and arrhythmic (CV.0.01). The statistical plots
(heart rate for each patient and count vs heart rate) for 2 two
groups are shown in Figure 3A. We note that our reference



Figure 3 Explanation for enhanced learning by sub-waveform representation for 9244 patients in holdout test set. A: Full-waveform heart rate for each patient
(top) and heart rate histogram (bottom) for rhythmic and arrhythmic groups. Heart rate coefficient of variation (CV) is set to 0.01 to define the 2 groups. The error
bars come from averaging across different heartbeats of full-waveform representation. B: Eighty-eight lead I waveforms are taken from rhythmic group corre-
sponding to heart rate with maximum count and waveforms are left aligned for each representation. C: The aligned waveforms and their saliency maps are aver-
aged. The absolute values of a saliency map are min-max normalized for each waveform. As predicted by higher averaged maximum importance and lower CV,
features are more aligned with less uncertainty in sub-waveform representation.
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heart rate of 78 bpm falls within the 95th percentile of rhyth-
mic and arrhythmic ECGs.

To understand the impact of heartbeat alignment on perfor-
mance, we focused on the rhythmic group because arrhythmic
ECGs cannot be aligned owing to the random distribution of
heartbeats across the full waveform. Thus we statistically
investigated the learning for a set of rhythmic ECGs with
maximum count that corresponds to 88 ECGs with a heart
rate of 48-bpm. We focused our analysis on lead I, as that is
also used in wearable devices,39 but a similar analysis is exten-
sible to other leads. We left-padded the lead I waveforms by
matching the first QRS complexes and then right-padded the
waveforms to match the length of the left-padded waveforms.
The aligned waveforms are shown in Figure 3B for both full-
waveform and sub-waveform representations. For each of
the 88 waveforms, we calculated a saliency map using the
DeepLIFT approach, which shows the gradient of predicted
outcome with respect to the changes in input ECG.40 For a bi-
nary outcome, the positive and negative values of a saliency
map show the contribution of features to positive and negative
outcomes, respectively. Because we are interested in exploring
the impact of alignment on all features, we kept both positive



Figure 4 Interpretation of electrocardiographic (ECG) features for full-waveform and sub-waveform representations. A: ECG features: P wave, PR segment,
QRS complex, ST segment, and T wave. The bounding boxes show the extents of each feature.B: Predicted probability for each patient and corresponding confu-
sionmatrix.C: Positive saliencymaps for top 5 patients with positive outcome that are classified as false-negative by full-waveform representation and turned into
true positive by sub-waveform. Top-5 shows the rankingwith respect to the difference in probabilities of sub-waveform and full-waveform representations.D: For
each patient, P, PR, QRS, ST, and T importance scores are calculated and shown as a bar chart for both representations.
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and negative portions of the saliency map and used the min-
max normalization of the absolute values of the saliency
map. We then averaged aligned waveforms and their saliency
maps for both representations, as shown in Figure 3C.We only
included the nonzero (ie, nonpadded) overlapping parts of all
the waveforms for averaging across samples. In the Supple-
mental Material, we provide the algorithmic steps for our
explanation framework.
Interpretation framework
The black-box nature of DL precludes understanding what
features in ECG waveforms are meaningful and important
for a particular task.41–43 Despite the high performance that
DL models for ECGs can achieve in a variety of tasks,
interpreting the most relevant features is still a challenge,
thus limiting their use in clinical workflows.5,6,16 Therefore,
identifying clinically relevant features is crucial for tailoring
further workup and treatment strategies to optimize efficacy
in improving symptoms and clinical outcomes.44 As shown
in Figure 4A, any waveform is characterized by 5 ECG fea-
tures: P wave, PR segment, QRS complex, ST segment, and
T wave.1 These features provide significant clinical informa-
tion for assessing ECGs.

We developed an algorithm to interpret the clinical
relevance of important ECG features for DL predictions.
For each patient, we calculated the positive saliency maps
for both representations (Figure 4C), as detailed in Supple-
mental Material. We highlight that we focused only on the
positive portion of a saliency map that contributes to the pos-
itive outcome, since we are interested in patients with posi-
tive outcome, unlike an explanation saliency map, for
which we considered both positive and negative portions.

Owing to the higher predictive performance of sub-
waveform representation, we are interested in interpreting
the ECGs of patients that are classified as false-negative
(FN) in full waveform and turn into true positive (TP) using
sub-waveform, because this allows us to better understand
the clinical relevance of our predictions and how sub-
waveform representation drives the decisions from FN to
TP. Therefore, we ranked the ECGs based on the difference
in DL predicted probabilities of sub-waveform TP and full-
waveform FN.

We focused on the top 5 ranked ECGs and our cardiac elec-
trophysiology team annotated the 5 ECG features using the full
waveform and across all heartbeats and leads (see Supple-
mental Material). For sub-waveform, we used the same exact
annotations as full waveform to provide fair comparisons.
For each ECG feature, we calculated a normalized score using
the saliency map and annotations, which is also described in
the Supplemental Material. Each score shows the contribution
of the ECG feature to the predicted probability—the higher the
score, the higher the contribution to predicted probability.
Subgroup analysis
Another concern for DL in healthcare is the potential
disparity that the predictive capabilities of these models are
not fair to all subpopulations, which negatively impact
certain subgroups in society.45 To mitigate these biases,
fairness researchers have proposed algorithmic techniques
to minimize disparities in predictions (1) across subgroups
(called “group fairness”) and (2) within a subgroup (called
“individual fairness”).46 In our study, a potential source of
bias for predictive performance may arise from higher num-
ber of rhythmic vs arrhythmic ECGs in each subgroup,47

which can be mitigated by optimizing the waveform repre-
sentation. To investigate the impact of waveform representa-
tion on subgroup disparities, we quantified the prevalence of
arrhythmia and performance metrics for 14 racial, ethnic, and
sex subgroups in our holdout test.
Results
Predictive performance for identification of LVD
The performance metrics for full waveform (baseline) are
shown in Figure 2 and highlighted by dashed horizontal lines.
Our full-waveform predictions are close to the results in
reference 25 despite using different datasets and model archi-
tectures. We found that representations with maximum num-
ber of sub-waveforms outperforms 1 sub-waveform for both
sliding experiments because of the alignment effect, as ex-
plained below. In addition, maximum sliding (Figure 2B)
has a lower performance than minimum sliding (Figure 2A)
because a smaller number of sub-waveforms are generated,
which weakens the alignment. We found the optimal perfor-
mance to be when the duration is 1.48 seconds (2 reference
heartbeats with 10 sub-waveforms), as highlighted by dashed
circles. In addition to changes in performance, another
important observation is changes in uncertainties. We
observed that sub-waveform predictions have smaller uncer-
tainties compared to full-waveform predictions. To better un-
derstand the variabilities in a prediction, we used the
coefficient of variation (CV)—the ratio of standard deviation
(uncertainty) to mean. In particular, the full-waveform CV is
0.010 for AUROC and 0.094 for AUPRC and these values
for the optimal sub-waveform are reduced to 0.001 and
0.017.
Explanation for underlying mechanism of DL
improvements
We observed that the averaged maximum importance is
increased from 0.33 to 0.59 and the averaged CV is decreased
from 0.15 to 0.07 by changing the full-waveform to optimal
sub-waveform representation, as illustrated in Figure 3C.
This observation is remarkable, as it directly shows the
enhancement owing to alignment of rhythmic sub-
waveforms. In the full-waveform representation of rhythmic
ECGs, the repeated heartbeats that are similar in shape intro-
duce redundancies in the learned weights and sub-waveform
representation improves this deterioration in learning by
aligning heartbeats. In particular, as shown in the Supple-
mental Material, we found that full waveform causes signif-
icant overfitting in sallower NNwhile sub-waveform is stable
in terms of overfitting with respect to changes in depth of NN.
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Even though the main improvements arise from rhythmic
ECGs, we emphasize that sub-waveform representation still
captures the features of arrhythmic ECGs, as supported by
our performance results. This is because the optimal case’s
duration corresponds to the maximum heart rate of 156
bpm, which falls within the 99th percentile of arrhythmic
ECGs.
Figure 5 Impact of electrocardiographic waveform representation on 14
subgroups in holdout test set. Top plot shows prevalence of arrhythmia in
each subgroup. Area under receiver operating characteristic (AUROC) and
area under precision-recall curve (AUPRC) for full-waveform (green) and
sub-waveform (orange) representations are shown in middle and bottom
plots. The number of patients in each subgroup is shown in the parenthesis.
Less prevalence of arrhythmia in a subgroupmay induce redundancies owing
to higher number of rhythmic full waveforms that cause higher deep learning
prediction uncertainties. Sub-waveform representation provides individual
fairness by reducing these disparities within a subgroup.
Interpretation of ECG features
For interpretation analysis, we focused on the full-waveform
model with AUROC 5 0.918, AUPRC 5 0.473 and the
optimal sub-waveform model with AUROC 5 0.926 and
AUPRC 5 0.578. The predicted probabilities and confusion
matrices for both representations are shown in Figure 4B. In
fact, there were 35 patients with full-waveform FN converted
to sub-waveform TP, compared to 22 patients that were full-
waveform TP and sub-waveform FN. Following our ranking
strategy, we focused on the top 5 patients, with the difference
in probabilities ranging from 0.55 to 0.20.

Using sub-waveform representation, we observed a 1.6%
increase in FP and an 11.7% decrease in FN (Figure 4B). It is
important to highlight the decrease in FN, as the class imbal-
ance for the 2 representations is the same and the percent pos-
itive is 0.076. For our holdout test set, there are only 703
positive patients and 8543 negative patients. Especially for
emerging AI technologies in healthcare, it is extremely
important (1) not to miss any positive patient (ie, low FN)
and (2) not to have many false alarms that can impose addi-
tional costs and alarm fatigue (ie, low FP).48 We observed
that out of the top 5 ranked patients, the ECGs for patients
I and III–V are clearly rhythmic. But the rhythmic pattern
for patient II is less clear. To better understand the character-
istics of these ECGs, our cardiac electrophysiology experts
confirmed that patients I and III–V have overall sinus
rhythms49 and patient II has a vector of pacing that is consis-
tent with cardiac resynchronization therapy (CRT), which
suggests that the patient likely has underlying LVD, as
CRT is normally used in patients with heart failure and left
bundle branch block to restore left and right ventricular syn-
chrony or in patients with LVD who have a high burden of
pacing.50 This clinical validation is important to reconfirm
that sub-waveform mainly impacts the learning of rhythmic
ECGs, as per the underlying hypotheses.

In Figure 4D, we observed that sub-waveform represen-
tation transforms the important ECG features in all patients.
To better understand the meaning of the scores and connect
our DL predictions of important features with cardiologists’
predictions, we asked our cardiac electrophysiology team to
determine the specific and nonspecific LVD-related fea-
tures. They identified only patient II as the person with spe-
cific features for LVD, mainly owing to the paced vector of
QRS complexes being consistent with CRT pacing. We then
investigated our saliency maps (either of full waveform or
sub-waveform) to search for this feature. We observed
that saliency maps visually highlight the stimulation artifact
as the most important feature, but this is clinically not mean-
ingful. We noted that the ECG of patient II does not have a P
wave and PR segment. Also, determining the extents of
QRS complex, ST segment, and T wave is nontrivial for a
nonexpert. We observed that the importance scores can pre-
dict the paced QRS complex as the most important. In full-
waveform representation, the QRS complex has a score of



Honarvar et al Sub-waveform representation of electrocardiograms for convolutional neural networks 229
0.6 and it changes to 0.8 in the sub-waveform case by sup-
pressing the ST-segment score of 0.2. This clinically mean-
ingful enhancement is the leading cause for pushing the
predicted probability of LVD from 0.07 to 0.47. In terms
of nonspecific features, they noted the widened and notched
QRS complex in patient I, as captured by our scoring, to be
abnormal depolarization and nonspecific for LVD. They
confirmed ST depression in patient III as a nonspecific
feature for LVD in association with myocardial ischemia
and our scoring system also predicted that important feature
switches from P wave, with a score of 0.32, to ST segment,
with a score of 0.50.
Impact of ECG waveform representation on
subgroups
In Figure 5, the prevalence of arrhythmia for 14 racial, ethnic,
and sex subgroups in our holdout test set is shown. We have
predicted the AUROC and AUPRC for these subgroups and
the results are shown in Figure 5. For both representations,
we observed disparities across subgroups that can be miti-
gated using group fairness techniques; this is not the focus
of this work. Relevant to the current work, we focus on indi-
vidual fairness, since we observed that for each subgroup, DL
uncertainty using the sub-waveform representation is much
smaller than using the full-waveform representation. This im-
plies that sub-waveform representation can help to mitigate
the disparities in DL predictions within a subgroup with a
lower prevalence of arrhythmia (ie, higher number of rhyth-
mic ECGs).
Discussion
This work proposes a new sub-waveform representation of
ECGs to enhance the DL predictions. This extension to tradi-
tional full-waveform representation shows that rearranging
the waveforms is an added control that provides opportunities
for enhancing DL modeling capabilities. We clarify that the
sub-waveform representation is solely a form of input-data
transformation and to investigate its impact on learning, we
intentionally kept all parameters of NN fixed.51 Therefore,
any gain is mainly owing to the sub-waveform representa-
tion.

We systematically investigated the performance of the pro-
posed representation for identifying LVD and observed im-
provements in performance metrics and, importantly,
reductions in uncertainties. As uncertainty is a source of
bias52 and we observed variations in prevalence of arrhythmia
across subgroups, we investigated the impact of data represen-
tation on subgroups. Because predictions for a subgroup with
low prevalence of arrhythmia (ie, higher number of rhythmic
ECGs) can be biased owing to full-waveform redundancies,
they can thus benefit from sub-waveform representation
owing to significantly reduced uncertainties for rhythmic
ECGs.We emphasize that the change in uncertainty is a direct
consequence of ECG waveform representations and their
impact on DL optimization stability. Our subgroup analysis
shows the importance of the proposed representation for
individual fairness, which primarily aims at providing homog-
enous predictions for individuals within the same subgroup.53

Indeed, we showed that waveform representation directly
controls the fluctuations in DL predictions and thus can
be used as a bias mitigation tool. To the best of our knowl-
edge, individual fairness has not been investigated in this
context, which can help to achieve the ultimate goal of oper-
ationalizing fairness for new ECG-AI systems in the real
world.54

We explained how assigning different weights to similarly
shaped heartbeats in the full-waveform of each lead impedes
the NN from finding the optimal features across similar ECG
examples. This creates redundancies that cause overfitting
and deteriorate the learning. However, by using sub-
waveform representation, assigning different weights to
similar heartbeats is less likely because of the reduced
number of heartbeats and increased number of aligned
sub-waveforms, which can also be treated as new training
examples per patient. Our explanation analysis provided
the evidence for our hypothesis on improved learning by
aligning heartbeats in the sub-waveform representation,
which provides better localization of important features
with less uncertainty.

To provide clinical interpretation of our predictions, we
developed a novel scoring system for quantifying the DL
importance of ECG features. Although visualizing saliency
maps that highlight only the important ECG data points
have been used before extensively, to the best of our knowl-
edge this is the first attempt in developing such a scoring sys-
tem for ECG-DL modeling. As we showed throughout this
work, we need to investigate the importance of a collection
of data points that represent an ECG feature rather than
only showing the importance of data points. Our interpreta-
tion framework showed that sub-waveform representation
generally performs better at localizing and highlighting
important features that result in a higher prediction probabil-
ity. To verify the predicted scores, we applied our framework
to a paced ECG with specific features of LVD, for which,
determining the importance of ECG features by visual exam-
ination of saliency maps was difficult. The importance scores
were qualitatively in high agreement with the predictions of
our cardiac electrophysiology team, connecting which would
have been very difficult without quantifying importance
scores. Other than this clinical validation, we also showed
how our interpretation framework assists clinicians in cases
for which the ECG features are nonspecific. For example,
our scoring system was useful to assist the clinicians in deter-
mining the relative importance of otherwise nonspecific find-
ings such as widened QRS complex or ST-segment
depression.

In summary, we introduced a novel sub-waveform repre-
sentation to enhance the DL modeling of ECG waveforms.
We showed that the proposed representation can perform bet-
ter than the traditional full-waveform representation for the
identification of LVD. We explained the underlying
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mechanism for DL improvements gained by aligning sub-
waveforms. We provided an interpretation framework and
validated this framework against cardiologists’ predictions.
Finally, we showed the advantages of developed representa-
tion in mitigating uncertainties within subgroups.
Limitations
We highlight several limitations of our study. Sub-waveform
representation can be ineffective for ECGs that have strong
temporal dependencies. Also, we do not have an evaluation
of the impact of representation on other outcomes, data sour-
ces, and architectures. In addition, we have interpreted our re-
sults only for 5 patients.

For future work, it is important to explore the potential
benefits of the proposed representation on a variety of out-
comes. Another path forward is exploring the multiscale po-
tential of full-waveform and sub-waveform representations
to gain further improvements by combining representations
at different scales (ie, waveform durations). For example,
one could train a model using full-waveform representations
and fuse the predictions with the model(s) trained using 1 or
more sub-waveform representations. This can potentially
provide even further improvements. In addition, expanding
and validating the interpretation framework at a larger scale
for both representations is of great significance for clinical
workflow because a rigorous scoring system could be used
as a tool for (1) confirming clinical understanding of DL pre-
dictions when ECG features are specific and (2) informing
clinicians, especially when features are nonspecific and
cannot be easily determined by clinicians. In addition,
more work is needed to explore the disparities arising from
waveform representation and its relation to prevalence of
arrhythmia for providing fairer predictions.
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