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Introduction

Recent advances in nonlinear machine learning models which
are created by deep neural networks (DNNs) have enabled the
generation of highlyaccurate predictions in thefields of image
and speech recognition. Progress is also being made in the
health care field, where attempts are being made to perform
data analysis using nonlinearmachine learningmodels, and to

analyze diseases and the harmful effects of medicines. In
general, when a nonlinear machine learning model is used,
itmay bepossible to achievehighly accurate predictions, but it
is impossible to disclose which features were used in this
prediction due to the complicated structure of the model.

In earlier DNNs studies, models were validated based on
the accuracy of their predictions.1 It was therefore possible
that even a model that had a high-prediction accuracy might
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Abstract Background Although advances in prediction accuracy have been made with new
machine learning methods, such as support vector machines and deep neural net-
works, these methods make nonlinear machine learning models and thus lack the
ability to explain the basis of their predictions. Improving their explanatory capabilities
would increase the reliability of their predictions.
Objective Our objective was to develop a factor analysis technique that enables the
presentation of the feature variables used in making predictions, even in nonlinear
machine learning models.
Methods A factor analysis techniquewas consisted of two techniques: backward analysis
technique and factor extraction technique. We developed a factor extraction technique
extracted feature variables that was obtained from the posterior probability distribution of
a machine learning model which was calculated by backward analysis technique.
Results In evaluation, using gene expression data from prostate tumor patients and
healthy subjects, the prediction accuracy of a model of deep neural networks was
approximately 5% better than that of a model of support vector machines. Then the
rate of concordance between the feature variables extracted in an earlier report using
Jensen–Shannon divergence and the ones extracted in this report using backward
elimination using Hilbert–Schmidt independence criteria was 40% for the top five
variables, 40% for the top 10, and 49% for the top 100.
Conclusion The results showed that models can be evaluated from different viewpoints
by using different factor extraction techniques. In the future, wehope to use this technique
to verify the characteristics of features extracted by factor extraction technique, and to
perform clinical studies using the genes, we extracted in this experiment.
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make predictions using features that were unrelated to the
outcome. More reliable predictions can be obtained from
models based on predictive features that are strongly related
to the outcomes than from models based on unrelated
predictive features.2 In other words, when machine learning
is used in situations where it predicts incidents, such as loss
of life or failure of social infrastructure, people need to be
able to evaluate the reliability of the prediction results.3

Objectives

We previously proposed a factor analysis technique to extract
the featurevariablesused forpredictions innonlinearmachine
learning models.4 With this factor analysis technique, it is
possible to evaluate the reliability of predictions by validation
using themeaningof the extracted features. It consisted of two
techniques. First, backward analysis technique, based on
Bayesian statistics, is used to calculate the posterior probabili-
ty distribution for the machine learning model. Next, factor
extraction techniquebased on Jensen–Shannondivergence (JS
divergence) is applied to the posterior probability distribution
calculated by backward analysis technique. The feature vari-
ables that show a large difference between outcomes are
extracted and ranked.5Amachine learningmodel for applying
this factor analysis technique is created in advance by learning
from sources, such as data aimed at distinguishing cancer
patients from healthy subjects.

The selection of factors extracted as worthful feature
variables in prediction depends on the factor extraction tech-
nique used. Since JS divergence evaluates the distribution of

each feature variable, it is desirable to use other factor extrac-
tion techniques due to extract by other evaluation criteria. It is
considered that multiple types of factor extraction technique
are able to achieve feature variables extraction for use in
prediction both multilaterally and comprehensively.

In this study, we aimed at improving the ability to explore
the feature variables used in prediction by applying the
backward elimination using Hilbert–Schmidt independence
criteria (BAHSIC) as factor extraction technique, which can
be used to evaluate nonlinear correlations.

Methods

Analysis Procedure
A block diagram of the analysis procedure is shown in►Fig. 1.
In thisfigure, dataare representedbycylinder forms,processes
are represented by square forms, and lists of feature variables
are represented by scroll forms. First, we constructed a ma-
chine learning model to predict outcome by using analysis
data. For example, a model can be constructed by training it
with data on cancer and healthy subjects. When new patient
datawere input to thismodel, it predictedwhether the patient
had cancer. Next, we could obtain ranking list ranked in the
order of importance of the feature variables used for the
prediction by applying factor analysis technique to the ma-
chine learning model. As described above, the factor analysis
techniqueconsistedof twosteps: backwardanalysis and factor
extraction. In the backward analysis step, a posterior proba-
bility distribution was derived from the machine learning
model applying by backward analysis technique. In the factor

Fig. 1 Block diagram of analysis procedure. BAHSIC, backward elimination using Hilbert–Schmidt independence criteria; JS divergence, Jensen–
Shannon divergence.
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extraction step, a ranking list of featurevariableswas obtained
from the posterior probability distribution applying by factor
extraction technique. A different ranking list was obtained by
using a different factor extraction technique. In this study, we
applied BAHSIC as factor extraction technique instead of JS
divergence of a previous report.

Backward Analysis Technique
By applying Replica Exchange Markov’s Chain Monte Carlo
Methods (RMC) to the constructed machine learning model,
we could efficiently derive the factors that maximize or
minimize the likelihood of the patient having cancer.6 RMC
method is a type of Expanded EnsembleMonte Carlomethod
and is based on the algorithm of the Metropolis–Hastings
(MH)method for improving the sampling efficiency ofMonte
Carlo methods and Markov’s chain Monte Carlo methods.
RMC performs sampling based on the MH algorithm using N
systems starting with different initial values, which makes it
less likely that the results will be affected by the initial
values. In this sampling based on the MH algorithm, the
target distribution is given as a Boltzmann’s distribution, and
the sampled values are obtained according to the acceptance
probability and a uniform distribution. Among them, x is
feature variables, f(x) is the machine learning model, and t is
the acceptance probability. The posterior probability distri-
bution p(x) is given below:

where Z is a normalization constant, and T is thermodynamic
temperature. We assumed T¼ 2σ2 as the variance parameter
of the distribution to intuitively control the sampling of p(x).

To avoid the influence of the initial values, a certain
percentage of samples is generally eliminated at the initial
stage of sampling. This initial removal period is called the
burn-out period. Using the RMC method, it is possible to
calculate the posterior probability distribution with respect
to the probability of being a cancer patient. Since the aim of
this study was to analyze machine learning models, we did
not evaluate, such as comparing the distributions with the
analysis data.

We used Gelman–Rubin diagnostic to confirm the con-
vergence of the results sampled using the RMC method. The
closer the potential scale reduction factor (PSRF)
approaches 1.0 the better. If its value lies in the range of
1.1 to 1.05 or thereabouts, the results can be said to have
converged. In this study, we evaluated two feature vectors
calculated from different initial vectors up to the third
decimal place.7

Factor Extraction Technique using Correlation
Coefficients
For the posterior probability distribution obtained by back-
ward analysis, we used BAHSIC to extract the feature vari-
ables that had a strong correlation between two quantitative
variables. We can calculate the correlation coefficients be-
tween two variables by mapping data to a high-dimensional

reproducing kernel Hilbert’s space that maximizes the cor-
relation coefficient using by BAHSIC. It can also be used to
calculate nonlinear correlations.8,9 If x is the feature varia-
bles, y is the outcome, and are the reproducing kernel
Hilbert’s spaces of x and y, pxy is their joint probability
measure and Cxy is their crosscovariance matrix, then the
HSIC is defined as the square Hilbert–Schmidt norm of Cxy as
shown by Eq. (2) below:

When Eq. (2) is zero, it indicates that x and yare independent,
that is, uncorrelated. In BAHSIC, a comparison is made
between the independence of all feature variables and out-
comes, and the independence of a subset of feature variables
and outcomes. By repeatedly deleting feature variables that
do not affect independence, it is able to rank the features by
independence based on the order in which they were
deleted.

Experiment

Analysis Data
We used two types of analysis data, artificial data for
verification of extraction accuracy of the proposed method,
and clinical data for verification of extraction accuracy of real
world data. First, we created the artificial data for indicating
the validity of the extraction accuracyof the feature variables
used for prediction by applying factor analysis technique.
The artificial data were composed of feature variables that
should be extracted because the probability of contributing
to the prediction is high, and feature variables that should
not be extracted because the probability of contributing to
prediction is low. We decided to call the feature variables
that should be extracted as S-features and feature variables
that should not be extracted as N-features. S-features were
composed of 16 feature variables whose prediction accuracy
by linear support vector machine (SVM) using a linear kernel
alone is 75% or more in clinical data. N-features were
composed of 84 feature variables which generated by ran-
dom values with an average of 0 and variance of 0.5. The total
number of feature variables of the artificial data was 100.
Considering that the number of available real world data
samples is small in most cases, the number of samples was
set to 92, same as the clinical data, 47 samples were positive
cases and 45 samples were negative cases. To obtain the
feature variables used for prediction explicitly, the predic-
tion model was linear SVM. We used the ranking of the
feature variables used for the prediction is defined as the
descending order of the absolute value of the weight multi-
plied to each feature variables in linear SVM model. From
bellow, we called this ranking as weighted ranking.

Next, we used clinical data on gene expression in prostate
tumor patients and healthy subjects obtained from a paper
by Singh et al.10 The analysis data consisted of 1,000 feature
variables from 92 samples, of whom 47 were positive cases
(tumor patients) and 45 were negative cases (healthy sub-
jects). In general, since each feature variable is expressed in
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different units, theremay havebeen cases inwhich therewas
a large difference in the absolute values of each feature
variable. When constructing a machine learning model in
such cases, there is a risk of falling into local minimums,
where the result depends on numerical values with large
values. We therefore normalized each value of feature var-
iables for each feature variable.

Machine Learning Model
For the machine learning model, we used a DNNs and the
optimal model was determined by cross validation. The
search range of the hyperparameters is shown in ►Table 1.
For each layer, settings, such as the types of activation
function, were optimized based on random searching using
the method of Bergstra and Bengio in the range shown
in ►Table 1.11 Also, drop-out were used to keep down the
processing cost and suppress over fitting.12 To evaluate the
DNNs in terms of its prediction performance, we made
predictions with a SVM using a polynomial kernel which
was one of the nonlinear machine learning methods.

Backward Analysis Technique
The convergence of the backward analysis technique was
evaluated on the basis of the value of in the Gelman–Rubin
diagnosis. The parameters used in factor analysis technique
consisted of 10 independent chains with values of σ spread
uniformly over the domain 0.1<σ<0.5, and each was sam-
pled 100,000 times. As a burn-out period, we excluded the
first 50% of samples from the data, and we adopted five
independent chains of 0.25<σ as empirical posterior prob-
ability distributions.

Ethical Considerations
The analysis data used in this experiment consisted of data
on gene expression in prostate tumor patients and healthy
subjects obtained from a paper by Singh et al.10 This is an
open data, and there are no special restrictions on its use.

Results

In the extraction accuracy verification result, the prediction
accuracy was 100%, and the weighted ranking included 11 S-
features to be extracted in the top 16 feature variables. In the
extraction results using JS divergence, nine S-features were
included in the top 16 feature variables and 10 feature
variables which were ranked top 16 in weighted ranking
were included in the top 16 feature variables. In the extrac-

tion results using BAHSIC, five S-features were included in
the top 16 feature variables and six feature variables which
were ranked top 16 inweighted ranking were included in the
top 16 features. In the case of random extraction, the
expected number of extraction is 2.6 in the top 16 ranks,
and it was shown that the feature variables used for predic-
tion can improve extraction accuracy by using proposed
method.

►Table 2 shows the hyperparameters of the constructed
machine learning model which is optimal DNNs model,
and ►Table 3 shows the prediction accuracy of this model
and SVM model. The prediction accuracy of the DNNs was
approximately 5% better than that of the SVM.

The results of applying our factor analysis technique to
this DNNs model are shown below. The value of indicates
the convergence of the backward analysis technique, with a
value of 1.00 indicating convergence. As a result of applying
our factor analysis technique, the top five feature variables
out of the feature variables used for the extracted prediction
are listed in ►Table 4. The rate of concordance between the
factors extracted in an earlier report using JS divergence and
the factors extracted in this report using BAHSIC was 40% for

Table 1 Hyperparameter search range

Hyperparameter Optimization range

Number of layers 4, 5

Activation function Sigmoid, tanh, or ReLU

Number of hidden units 100 to 500

Dropout rate 0.1 to 0.5

Regularization function L1, L2, or elastic-net

Table 2 Hyperparameter search results

Hyperparameter Optimization results

Number of layers 4

Activation function ReLU

Number of hidden units 143

Dropout rate 0.3

Regularization function L1

Table 3 Prediction accuracy

Accuracy Precision Recall F-measure

DNNs 0.977 0.966 0.983 0.960

SVM 0.924 0.947 0.915 0.925

Abbreviations: DNNs, deep neural networks; SVM, support vector
machine.

Table 4 Top five feature variables used for prediction using
BAHSIC

Rank Gene symbol Gene description

1 VDAC1 Voltage-dependent anion channel 1

2 CYP2C8 Cytochrome P450 family 2
subfamily C member 8

3 PHIP Pleckstrin homology domain
interacting protein

4 TRPM2 Transient receptor potential cation
channel subfamily M member 2

5 ANGEL2 Angel homolog 2

Abbreviation: BAHSIC, backward elimination using Hilbert-–Schmidt
independence criteria.
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the top five factors, 40% for the top 10 factors, and 49% for the
top 100 factors.

Discussion

In the extraction accuracy verification result by artificial
data, in the weighted ranking, five feature variables created
by random values were included at the top 16 feature
variables. Since the prediction accuracy is sufficiently high,
it can be said that sufficient prediction was possible without
using all 16 S-features that are known to contribute to the
prediction. To extract all 16 S-features, we can use methods
for selecting feature variables, such as the stepwise method
before prediction.

In the extraction result by JS divergence, 10 out of 16
feature variables which used for prediction in linear SVM
included in the top 16 feature variables. The extraction
accuracy of factor analysis technique was 62.5%. The reason
why the extraction accuracy did not reach 100% is thought
that JS divergence is difficult to extract the feature variables
which has small distribution even if it is able to identify the
positive example and the negative example by these distri-
bution differences. In the extraction result by BAHSIC, 7 out
of 16 feature variables which used for prediction in linear
SVM included in the top 16 feature variables. The extraction
accuracy of factor analysis technique was 43.8%. The reason
why the extraction accuracy did not reach 100% is thought
that BAHSIC have strength to extract nonlinearity. There are
some studies to accomplish biologically meaningful gene
selection from microarray data.13 It concluded the feature
variables extracted by BAHSIC were reach high levels of
accuracy and robustness when compared with other feature
selection techniques, especially if strong nonlinearity are
present in the data then nonlinear kernels can be more
suitable. In other words, in the case of nonlinear model
and the feature variables that is nonlinearly related to the
outcome, BAHSIC would show its strength.

The top five feature variables identified as feature varia-
bles used for prediction were not mentioned as important in
the paper from which we obtained the data. The top ranked
variable, VDAC1, has been pointed out that it is a positive
regulator of the exogenous pathway of apoptosis in prostate
tumor cells.14,15 The second ranked one, CYP2C8, is related to
drug metabolizing enzymes present in the liver. The expres-
sion of this gene is dominant in liver tumors.16 The third
ranked one, PHIP, is a tumor-related factor that has been
shown to be useful for identifying malignant melanomas.17

The fourth ranked one, TRPM2, was known to cause the cell
death responsible for conditions including Parkinson’s dis-
ease, Alzheimer’s disease, familial bipolar disorder, and
ischemic brain disease.18 The fifth ranked one, ANGEL2,
has been pointed out that it is related to prostate tumors
as evidenced by a specimen showing moderate staining in
tests using prostate tumor tissue samples for human tissue
immunostaining antibodies as part of the Human Protein
Atlas project.19

Although these five top-ranked genes are not explicitly
related to prostate tumors, studies have suggested a correla-

tion between two of them and prostate tumors: CYP2C8
(rank 2) and TRPM2 (rank 4). Since CYP2C8 belongs to the
same CYP family as CYP3A4, which is said to be associated
with the onset of prostate tumors and leukemia, CYP2C8may
be related to prostate tumors. It has been pointed out that
TRPM2 is related to cell death, which is thought to play an
important role in the regression mechanism of the prostate
gland. Benign prostatic hyperplasia occurs in one of the
diseases associated with prostate tumors. The prostate is
an organ that grows and develops due to the effects of the
male hormone testosterone. It also exhibits a strong rela-
tionship with testosterone, such as undergoing atrophy in
castrated males. Testosterone is said to have no bearing on
the onset of prostate tumors, but it is known to affect their
malignancy. There were also similarities in the patient back-
grounds. For example, like prostate tumors, benign prostatic
hyperplasia is more common in men aged 60 years and over.
Therefore, although there is currently no direct indication of
a relationship between prostate tumors and benign prostatic
hyperplasia, they may be indirectly related via testosterone.
It thus seems that the top five results from the factor
extraction technique using BAHSIC are associated with pros-
tate tumors, with the exception of PHIP (rank 3).

To compare the results of previous work using JS diver-
gence with those obtained here using BAHSIC, we list
in ►Table 5 the top five genes extracted using JS divergence.
The top five genes were TIAL1, followed by PHIP, PCNA,
VDAC1, and NEBL. In previous paper, the importance of the
top five feature variables was not mentioned in that paper
which we obtained data from. The details of the second and
fourth ranked genes are described above and are omitted
here. The top ranked gene, TIAL1, is a cytotoxicity-related
protein and is expressed in cytotoxic T lymphocytes, which
have been shown to be associated with tumors.20 The third
ranked gene, PCNA, is a very useful factor for judging the
biologicalmalignancy and proliferation ability of tumor cells,
devising treatment plans formalignant tumors, and studying
the prognosis.21 The fifth ranked gene, NEBL, is associated
with conditions, such as dilated cardiomyopathy. Its rele-
vance to tumors is unknown. Four out of the top five genes
havebeen cited as having a possible link to tumors other than
prostate tumors.

We focused on the reason for the extraction of the fifth
ranked gene, NEBL, which is the most worth of special

Table 5 Top five feature variables used for prediction using JS
divergence

Rank Gene symbol Gene description

1 TIAL1 TIA1 cytotoxic granule-associated
RNA binding protein-like 1

2 PHIP Pleckstrin homology domain
interacting protein

3 PCNA Proliferating cell nuclear antigen

4 VDAC1 Voltage-dependent anion channel 1

5 NEBL Nebulette

Abbreviation: JS, Jensen–-Shannon.
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mention result of the extraction. Of the five top ranked genes
extracted using JS divergence and BAHSIC, NEBL is the only
one not related to the prostate gland or tumors. Dilated
cardiomyopathy is a disease that especially occurs widely in
men aged 60 years and over, and is suspected to be familial in
nature. Prostate tumors also exhibit a remarkable increase in
morbidity in men aged 60 years and over, with age and
familiality being mentioned as factors of morbidity. That
is, patients with dilated cardiomyopathy and prostate
tumors have similar background information. It is therefore
possible that most prostate tumor patients have dilated
cardiomyopathywhilemost healthy subjects do not. In other
words, the distribution of prostate tumor patients and
healthy subjects might be similar to the distribution of
dilated cardiomyopathy patients and healthy subjects. That
is why the evaluation of distributions using JS divergence
resulted in the extraction of NEBL as one of the feature
variables having a relationship with prostate tumors.

Further, we focused on the 49% rate of concordance for the
top 100 feature variables extracted using JS divergence and
BAHSIC. Feature variableswith distributions that differ widely
were also highly likely to be extracted using BAHSIC. For
example, for diseases that have high morbidity in people
who are excessively underweight or overweight, there is a
strong nonlinear correlation between morbidity and body
weight. Also, in the distribution of feature variable values,
there was a detectable difference between patients and
healthy subjects. In some cases, this could result in a large
differencebetweendistributionsaswell asa strongcorrelation
between them. It thus seems that there was a 49% match
betweentheresultsobtainedusingBAHSICand thoseobtained
using JS divergence among the top 100 extracted results. As for
the 51% that did notmatch, it seems that therewere two types
of relationships between distribution difference and correla-
tion magnitude. The first type was extracted only when using
BAHSIC, that is, feature variables having a small distribution
difference and a strong nonlinear correlation. For example, in
the case of diseases that have high morbidity in people aged
20years andunderor40 to60years, there is a strongnonlinear
correlation between morbidity and age and a small distribu-
tion difference because of the periodic distribution. Feature
variables that have such distributions are thought to corre-
spond to featurevariables that have escapednoticeddue to the
similarityof theirdistributions. Thesecond typewasextracted
onlywhenusing JS divergence, that is, feature variables having
a large distribution difference and a weak nonlinear correla-
tion. NEBL corresponds to this type. For example, for diseases
that have low morbidity in people whose gene expression is
excessively high or low and for those that have unknown
morbidity inpeoplewhose gene expression is nonnoteworthy,
thereare largedifferences indistributionandaweaknonlinear
correlation between morbidity and the gene expression level.
Feature variables having such distribution are thought to
correspond to feature variables that have escaped noticed
due to the specificity for some patients between distributions.
In other words, both JS divergence and BAHSIC are thought to
capable of extracting feature variables that have escaped
noticed by statistical analysis.

Here, to deepen biological considerations, gene ontology
(GO) analysis is performed on the feature variables used for
prediction using two types of factor extraction techniques. GO
analysis is statistically able to detect GO term (annotation
information defined in GO) that is densely contained in a gene
list using the p-value of hypergeometric distribution. One of
the GO analysis method is using the Database for Annotation,
Visualization, and Integrated Discovery (DAVID) and a data-
base provided by the National Institute of Allergy and Infec-
tious Diseases (NIAID). It is possible to analyze functional
trends for each cluster by classifying the given DNA into
clusters for each gene group having similar functions using
by Functional Annotation Clustering in DAVID. In this analysis,
it is calculated Enrichment Score for each cluster which is
considered that it is significantly different over 1.3.

The parameters (default settings) of Functional Annotation
Clustering for the top 100 feature variables used for prediction
using JS divergence and the top 100 feature variables used for
predictionusingBAHSIC is shown in►Table 6.►Table 7 shows
the clustering results which enrichment score of cluster was
over1.3 or top three enrichment scores. In the clustering result
of JS divergence, the enrichment score is over 1.3 in the top
three clusters, it is said to be significantly included in the top
100 featurevariables. Inaddition,p-valueofall theannotations
included in the cluster 1 are under 0.05, it seems that the
cluster has particularly large significant differences. The clus-
ter contains annotations about gene mutations, such as DNA
damage, DNA repair, and DNA replication. The third ranked
one identified as feature variables used for prediction, PCNA,
also has this annotation. The cluster 2 contains annotations
about Myb/SANT DNA ! SANT/Myb domain at appropriate
locations. The cluster 3 contains difficult annotations to iden-
tify functions, such as nucleus and transcription. These results
show that the top 100 feature variables used for prediction
using JS divergence contain many genes related to the struc-
tureanddesignofDNA. Inotherwords, it canbesuggested that
extraction results using JS divergence contain significantly
genes related to the cancerization.

Table 6 Parameters of DAVID analysis

Parameters Settings

DAVID version 6.8

Classification
stringency

Medium

Kappa similarity Similarity term overlap 3

Similarity threshold 0.50

Classification Initial group membership 3

Final group membership 3

Multiple linkage threshold 0.50

Enrichment
thresholds

EASE 1.0

Display Benjamini

Abbreviation: DAVID, Database for Annotation, Visualization, and In-
tegrated Discovery.
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In the clustering result of BAHSIC, the enrichment score of
all clusters are under 1.3. The cluster 1 contains annotations
about autoimmune responses, such as natural killer cell
mediated cytotoxicity is a match with ►Table 7. The cluster
2 contains annotations about important membrane proteins
responsible for various physiological phenomena related to
ions, release of neurotransmitters, secretion of hormones,
such as potassium channel activity and ion channel. The
cluster 3 contains annotations about synaptic transmission
andmorphine poisoning. These results show that the top 100
feature variables used for prediction using BAHSIC contain
many genes related to the function of protecting the body
when ill, such as the autoimmune system and nerve trans-
mission. In other words, it can be suggested that extraction
results using BAHSIC contain significantly genes related to
the avoid cancerization. It can be considered that the top of
the extraction results by applying the factor analysis tech-
nique to prostate tumor patients data contain significantly
genes related to the cancer, regardless of factor extraction
technique from these GO analysis results,

These results show that models can be evaluated from
different viewpoints by using different factor extraction tech-
niques. We have improved the ability to explore the feature
variables used for prediction in factor analysis technique by
usingBAHSICasnew factor extraction technique. It isdesirable
to select factor analysis techniques for analysis data and aim
which is based on the characteristics of factor analysis techni-
ques. In the future, it will be necessary to performbenchmark-
ing using a dataset to verify the extraction characteristics of
each technique. In addition, prospective studies are needed to
investigate the relevance of the feature variables presented in
this experiment to actual clinical tumor cases.

Conclusion

Wehave presented new feature variables used for prediction
in nonlinear machine learning models based on a factor
extraction technique using BAHSIC. It was hoped that future
work will include investigating methods for verifying the
characteristics of feature variables extracted by the factor
extraction technique, and applying the extracted feature
variables to new clinical research.
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