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Abstract
Different government media have different communication effects and users’ emotional experience. It carries on a

comparative research on government media selecting three different types of government media which include China’s

Police Online, Central Committee of the Communist Youth League, and China’s Fire Control in the context of public

health emergencies. Based on the deep learning technique, the emotion classification model of long-term memory network

is constructed to analyze the emotion of the users’ comments of different government media; taking the number of

contents, the number of retweets, the number of praises, and the number of comments as evaluating indicators to do

comparative analysis to cross platform government medias. Through the comparative results, it is found that different types

and platforms of government media have great differences in users’ emotional experience; the emotion performance of

users’ comments is strongly related to the information communication power and effectiveness of government media.

Keywords Government media · Emotion analysis · LSTM · Deep learning · Social media platforms

1 Introduction

With the rapid development of Web2.0 technology, various

kinds of social media emerge in people’s lives, people are

keen to express their views on various social platforms.

According to the 44th CNNIC China Internet Report

released by China Internet Information Center, as of June

2019, the number of Internet users in China was 854 mil-

lion, an increase of 25.98 million compared with 2018, and

the Internet penetration rate reached 61.2%, 1.6 percentage

points higher than the end of 2018 [1].

The activity of Internet users has also led to the explo-

sive growth of government media. Since 2011, the gov-

ernment media in China has developed rapidly, especially

the social media represented by micro-blog. Various gov-

ernment departments have started to register official media

on micro-blog, so 2011 is also known as ‘‘the first year of

government microblog.’’ As of June 2019, China’s online

government service users reached 509 million, accounting

for 59.6% of the total Internet users. There are 139,000

government media certified by Sina Weibo platform. Due

to the timeliness of micro-blog, local governments at all

levels release event notifications and some practical reports

through micro-blog, and government micro-blog has

become a new interactive platform between government

and people. In addition to micro-blog, in recent years, with

the blowout of short video platform, more netizens began

to enter the short video platform. According to the 44th

CNNIC China Internet report, the number of short video
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users reached 648 million, accounting for 75.8% of the

total netizens. Various government media have also reg-

istered official media accounts on various short video

platforms. In June 2019, the Government Short Video

Development Report pointed out that as of September 14,

2018, 170 network police units registered on DouYin short

video platform and established a joint working matrix [2].

After years of rapid growth, the government media in

China has formed the mainstream situation of WeChat (a

social software), micro-blog and DouYin (a short video

platform). In the research of government media, most

domestic and foreign scholars focus on quantitative

research, the research topic is mainly about the information

communication, influencing factors and evaluation system

of social media [3], the research content is also focused on

the same social media platform, lack of cross platform and

cross type government media research.

Based on deep learning emotion analysis technology and

taking micro-blog and DouYin as the research platforms,

the comparative study is conducted from the perspective of

‘‘the same platform, different government media’’ and

‘‘cross platform, the same government media.’’ The overall

research framework is shown on Fig. 1.

2 Literature review

2.1 Government media

At present, there are two kinds of research subjects in the

field of government media in China. The first one is mostly

from the perspective of communication, which studies the

government media ontology, including the influencing

factors of government media, the construction of influence

index system, evaluation system, etc. Yang Changchun

et al. [4] put forward a method based on H index to con-

struct the influence index of government micro-blog, which

includes four first level indexes (creativity, communica-

tion, service and interaction) and 10 s level indexes, and

used AHP to give weight to each index. Through the Web

crawler to obtain the data of 17 micro-blog government

platforms for empirical research, the research shows that

the evaluation system has a good application effect. Based

on the indicator systems proposed by Yang Changchun,

Zhao Amin et al. [5] introduced factor analysis and cluster

analysis, and divided the influence of government media

into five different types, namely strength leading type,

comprehensive medium type, comprehensive backward

type, comprehensive leading type and balanced develop-

ment type. Rong Yihong et al. [6] improved the evaluation

index system and established a more comprehensive sys-

tem including 6 first level indexes, 20 s level indexes and

65 third level indexes.

The second category is mainly the research on the

communication effect of government media in network

public opinion governance, which is mainly based on the

empirical research under some emergencies [7–9]. There is

very little research on government media under different

platforms. Based on emergencies, taking the government

micro-blog and DouYin, the three aspects of quantities,

content analysis and ‘‘burst point’’ are compared and ana-

lyzed in [10]. This paper focused on the similarities and

differences between government DouYin and micro-blog

and made a preliminary comparative study of them.

However, only one government media of China is selected

in this paper, which lacks diversity of samples.

2.2 Emotion analysis

Emotion analysis, also known as opinion mining [11],

refers to the analysis of a natural language text to deter-

mine whether its emotional tendency belongs to positive or

negative. At present, Emotion analysis is divided into two

categories: based on emotion lexicons and based on

Fig. 1 Research framework
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machine learning. Emotion analysis based on emotion

lexicons uses the existing knowledge to construct specific

emotion lexicons in this field by marking emotion words

and calculating the weight of them. After the establishment

of emotion lexicons, the text to be predicted is put into the

emotion lexicons for matching, so as to get the emotion

value [12, 13]. However, the traditional emotion lexicons

need a lot of manpower and time costs when it is con-

structed, as well as the linguistic knowledge of researchers

themselves, especially when it involves some professional

fields, and it also needs experts in relevant fields to give

professional phrase suggestions. With the development of

technology, the method of emotion analysis based on

machine learning is more and more popular.

The emotion analysis based on machine learning is to

learn the characteristics of text data through a small

number of tagging words and using the constructed model,

so as to achieve the purpose of emotion analysis of massive

unknown text, which can save a lot of manpower and time

costs, and improve the classification effect significantly.

Pang et al. [14] first applied machine learning to text

emotion classification in 2002. They applied naive Bayes,

maximum entropy and support vector machine algorithm to

text emotion analysis and made a comparative study.

Experimental results showed that support vector machine

algorithm had the best effect in text emotion classification.

On this basis, many scholars have made a lot of improve-

ments on these three algorithms [15, 16]. With the

increasing popularity of emotion analysis based on

machine learning and the emergence of various deep

learning models, Bengio et al. [17] constructed language

models based on neural networks for the first time. Due to

the long training time of the model, in 2013, Mikolov et al.

[18] of Google company modified the model to build

word2vec model, which has become the main vector rep-

resentation model in natural language field. The emergence

of word2vec model makes the deep neural network model

perform better in the classification effect, such as Recurrent

Neural Network (RNN), Long Short-Term Memory

(LSTM) [19, 20].

Through the literature review in the field of government

media, we can see that at present, government media is

mainly from the perspective of communication science,

most of the research methods are quantitative research and

qualitative description, lack of in-depth analysis of gov-

ernment media by using machine learning technology, and

most of the research is based on the same platform, less

research on cross platform. In the field of emotion analysis,

in terms of technology, it is mainly aimed at the innovation

and improvement of algorithm, while in the application of

emotion analysis and government media, some scholars

also studied the evolution of public opinion events based

on emotion changes [21]. Generally speaking, there is no

research on cross-platform and cross-type government

media, and there is no comparative study on government

media based on emotion analysis. Therefore, based on

machine learning technology, there is a lot of research

space for cross-platform government media communica-

tion effect and operation management.

3 Construction of emotion classification
model based on LSTM

3.1 Research object and data selection

3.1.1 Description of event object

This paper is about different types of government media

under the two platforms, micro-blog and DouYin. Based on

the classification and ranking given in the 2019 Govern-

ment Micro-blog Index Report [22], we select three dif-

ferent types of government media: Central Committee of

the Communist Youth League (Ranked second in micro-

blogs of China government-type institutions), China’s

Police Online(Ranked first in the top ten public security

micro-blogs in China), China’s Fire Control(Ranked first in

the top ten emergency management micro-blogs in China).

In order to make the research more concrete and com-

parative, this paper selects the relevant data of the three

major government media about the same event in the same

period. The COVID-19 event was selected and described as

follows:

In late December 2019, patients with pulmonary infec-

tion of unknown etiology were first found in Wuhan. The

novel coronavirus was discovered by experts after two

weeks of research. With the spread of the disease, different

levels of infected people began to appear all over the

country. On January 23, 2019, Wuhan announced locking

down. Then the first level response of health and safety was

launched in succession all over the country, and the major

government media continued to follow-up and report. The

people of the whole country worked together to launch an

anti-epidemic war.

3.1.2 Data acquisition and preprocessing

Data are selected from 12 days of relevant data between

January 29, 2019, and February 9, 2020.

Training data: by searching the keyword ‘‘Novel

Coronavirus’’ or ‘‘2019-nCoV’’ in the micro-blog platform,

we can get the comment data under different micro-blogs

by using the technology of web crawler. In order to ensure

the quality of training data to the maximum extent and train

a high-quality classification model, we obtained 9671

pieces of effective data through data filtering, removing
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invalid characters and other data cleaning operations, and

divided the data into two categories: 4132 pieces of com-

ments with positive emotion (positive samples) and 5539

pieces of comments with negative emotion(negative

samples).

The classification principle of data labels is as follows:

those with words such as blessing and salute and the

meaning expressed by the statement of positive energy are

regarded as positive samples; those with words such as

rumor and apology and the meaning expressed by the

statement biased toward dissatisfaction and accusation are

regarded as negative samples.

Test data: using web crawler technology to obtain the

comment data of Novel Coronavirus reports from January

29, 2019, to February 9, 2020, in three government media,

namely Central Committee of the Communist Youth Lea-

gue, China’s Police Online and China’s Fire Control, a

total of 57,491 pieces of data. The details of data distri-

bution are shown in Table 1.

3.2 Model constructing

3.2.1 LSTM

LSTM, also known as long short-term memory cyclic

network, is an improved model developed on the basis of

classical cyclic neural network. The characteristic of

LSTM network is to use memory module instead of com-

mon hidden nodes, so as to ensure that the gradient does

not disappear or explode after passing over many time

steps, and overcome some difficulties encountered in tra-

ditional cyclic neural network training. Long- and short-

term memory networks are very suitable for learning

classification from experience, as well as for processing

and predicting time series with unknown time delay

between important events.

Figure 2 is a network structure diagram of a neural unit.

Based on the traditional cyclic neural network, LSTM adds

a memory block, which consists of three gates: forget gate,

input gate and output gate.

Forget gate: filter some unnecessary or useless sentences

through the knowledge learned in the last moment.

Input gate: the sentences retained in the forget gate are

updated through the input gate.

Output gate: control unit status, which determines how

many values are output to the current output value of

LSTM.

3.2.2 Emotion classification model based on LSTM

1) Vectorization of text

In the field of natural language processing, the first

problem is how to transform text information into a

form that can be recognized by computer, that is, to

model natural language. Natural language modeling

method has experienced a transformation from rule-

based method to statistical method. In the context of

the research on statistical language models, Google

released a software tool for training word vectors,

Word2vec, in 2013. Word2vec can express a word

into a vector form quickly and effectively through the

optimized training model according to the given

corpus, that is, to follow certain coding rules to

convert the word into a computer-readable vector

form. Su Jianlin [23] compared three coding modes,

one-hot, one-embedding and word-embedding, and

found that the accuracy of classification was almost

the same. In this paper, we choose word-embedding

as coding mode, namely word vector mode, which is

a matrix-based distributed representation. In this

representation, a row in the matrix becomes the

representation of corresponding words. Firstly, a

sentence is divided into the combinations of word

Table 1 Number of comments by date

Date

Government

media

1.29 1.30 1.31 2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8 2.9

Central Committee of the Communist Youth League 2921 2696 2810 3235 2322 2537 4266 1835 4131 1823 2736 1426

China’s Police Online 1943 1587 901 1057 1399 957 1000 1336 1251 1540 965 1395

China’s Fire Control 1104 668 531 1003 842 1893 479 480 544 458 884 536

Fig. 2 Internal structure of LSTM neurons
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and word by using the word segmentation tool of

Jieba. For example, 希望你们平安归来 (Hope you

can come back safely). After word segmentation, it

becomes 希望/你们/平安/归来(Hope/you/can/come/

back/safely). Suppose that after word-embedding

coding, it becomes a matrix in the form of [12, 13,

65, 47], then a group of numbers represents a word,

and a matrix represents a sentence.

2) Input of the model

The sentences after word segmentation are input

into the model after vector transformation. However,

because the Keras framework used in this paper

requires that the input data of the model have the

same data length, we set the maximum length of the

data to 50 according to the length of the comment

information. The excess part is processed by trunca-

tion, and the insufficient part is supplemented by 0.

For example, 希望你们平安归来 (Hope you can

come back safely). The representation matrix of this

comment is [12, 13, 65, 47], after the insufficient part

is supplemented, it is expressed as

[12,13,65,47,0,0,0,0,0,0,0,0,0,0,0,0,...].

3) Parameter optimization

In terms of model parameter setting, through multi

round test, the parameter Batchsize is set to 48, and the

accuracy of the model basically does not change after 25

rounds of training, so the parameter Epoch is set to 25. The

Sigmoid function is selected as the activation function. The

Sigmoid function is one of the most commonly used acti-

vation functions. Its output is a value in the interval (0, 1),

which is very suitable for the task of binary classification.

The Sigmoid function is expressed as:

f ðzÞ ¼ 1

1þ expð�zÞ ð1Þ

Adam algorithm was first proposed in 2014 [24], which

considers both one-stage momentum and two-stage

momentum updating. Because of its outstanding perfor-

mance, it is widely used in deep neural network and is the

most recognized adaptive learning optimizer at present.

Therefore, Adam algorithm is chosen as the optimizer to

optimize the objective function and update the parameters

in the model.

3.3 Model training and evaluation

We use 20% of the training data as the verification set of

the model, i.e., 7403 pieces of data as the training set and

1850 pieces as the verification set. The training results

show that the accuracy of the model in the training data set

is over 90%, and the accuracy in the verification set is

stable at about 98%. This model can be used as the emotion

classification model in this study. The accuracy and loss

rate of model training history are shown in Fig. 3.

Through observation of a large number of prediction

results, it is found that the default threshold value of the

system, that is, the default output of the probability value

greater than 0.5 is 1, and the default output of the proba-

bility value less than 0.5 is 0. Such decision conditions are

not accurate in this situation. The setting of this threshold

value has stronger recognition ability for positive samples

and weaker recognition ability for negative samples. The

reason is that some sentences in the context of public

opinion tend to be ambiguous and difficult to define.

In order to solve this problem, instead of determining

emotional tendency by using values 0 and 1, we output

specific emotion probability values, divide different emo-

tion fields according to the probability values, observe a

large number of prediction results, and divide the differ-

entiation criteria. Table 2 is the emotion domain division

standard designed in this paper.

In order to verify the scientific nature of emotion

domain division and the reliability of model classification,

200 samples are randomly selected from the predicted

samples, among which the positive samples are absolutely

positive, i.e., the emotion probability value is (0.6–1], the

negative samples are absolutely negative, i.e., the emotion

probability value is [0–0.3), the emotion tendency is

manually marked, and the confusion matrix of model

prediction result is calculated The recall rate and specificity

were used to evaluate the model. The definition of the four

indexes of the confusion matrix is shown in Table 3, and

Fig. 4 is the confusion matrix of the sample.

Recall rate: the proportion of samples correctly pre-

dicted to be positive to all actually positive samples. The

higher the recall rate is, the better the prediction ability of

positive samples is. That is to say, as long as it is positive

emotion comment, it can be identified.

Recall ¼ TP

TPþ FN
ð2Þ

Specificity: the proportion of samples correctly pre-

dicted to be negative to all actually negative samples. The

higher the specificity, the better the prediction ability of

negative samples, that is, as long as it is negative emotion

comment, it can be identified.

Specificity ¼ TN

TN þ FP
ð3Þ

It can be seen from Fig. 4 that the recall rate of 200

random samples is 96% and the specificity is 87%. The

recognition ability of both positive and negative samples is

at a high level. Therefore, this model can be used as a

model for follow-up research, and the classification criteria

is reasonable, that is, sentences with a probability of (0.6–
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1] are classified into absolutely positive emotion, which are

regarded as positive samples, and sentences with a proba-

bility of [0–0.3) are classified into absolutely negative

emotion, which are regarded as negative samples.

4 Experimental results and analysis

We carry out experimental analysis from two perspectives.

First, we choose the government media of different gov-

ernment departments under the same social media platform

for comparative analysis. In this paper, we choose Central

Committee of the Communist Youth League, China’s

Police Online, China’s Fire Control on the micro-blog

platform. The comparison method is based on the emotion

classification model of LSTM. Then, we choose the gov-

ernment media of the same government department under

different social media platforms, the two representative

platforms DouYin and micro-blog are chosen here.

4.1 Comparison of the same platform
and different government media

This part is based on the users’ perspective, that is, from

the users’ emotional experience to compare and analyze

various emotion indicators of different types of

(a) (b)

Fig. 3 Accuracy and loss rate of model training history

Table 2 Criteria for emotion domain division

Emotion domain Absolutely positive Weakly positive Weakly negative Absolutely negative

Emotion probability value (0.6–1.0] (0.5–0.6] [0.3–0.5] [0–0.3)

Table 3 Confusion matrix

TN The prediction is negative sample (N), and the real value is also the number of negative sample (N), that is, the model prediction is correct

(True)

FP The prediction is positive sample (N), and the real value is the number of negative sample (N), that is, the model prediction is wrong

(False)

FN The prediction is negative sample (N), and the real value is the number of positive sample (N), that is, the model prediction is wrong

(False)

TP The prediction is positive sample (N), and the real value is also the number of positive sample (N), that is, the model prediction is correct

(True)
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government media. Use emotion classification model of

LSTM to analyze the emotion of three types of government

media, and compare the two aspects of emotion fluctuation

and emotion distribution. The analysis results are shown in

Fig. 5.

From the analysis of emotion fluctuation graph, the

emotion fluctuation trend of different emotion domains of

three government media is synchronous, that is, the same

increase and the same decrease, which is related to the

number of all comments on a certain day. When the total

number of comments increases, the comments of different

sentiment domains naturally change. From January 29 to

January 31, the emotion of China’s Police Online fluctu-

ated obviously, but after January 31, it was more relaxed.

From February 2 to February 4, the emotion of China’s Fire

Control fluctuated greatly, but after February 4, it was more

relaxed. Compared with the former two, the number of

comments from the Central Committee of the Communist

Youth League was higher, and the total number of com-

ments in a day was maintained at about 2000, highest up to

4131 comments a day, and its emotion fluctuation was also

relatively frequent, with a total of five major emotion

fluctuations.

After observation, we found that the emotion fluctuation

of netizens largely depends on the theme of micro-blog-

ging. Take Central Committee of the Communist Youth

League as an example: the blog in January 31st “Novel

coronavirus can be inhibited by Chinese medicine

Shuanghuanglian oral liquid, according to the joint dis-

covery between Shanghai Institute of Medicine and Wuhan

Institute of Virology.” had up to 18,006 comments; the

blog released on February 6 ‘‘State Council: local gov-

ernments shall not retain or transfer medical materials in

any name.’’ had 3274 comments; on February 7, the blog

post ‘‘Farewell! Xu Hui, an anti-epidemic doctor in Nan-

jing, died’’ had 2324 comments. Among them, because the

‘‘Shuanghuanglian’’ incident was issued by an authoritative

organization, the citizens rushed to buy; in the ‘‘intercepted

medical materials’’ incident, because the intercepted

materials were used to support Wuhan, the people were

angry. The themes of these blog posts can tightly mobilize

the emotions of netizens and cause different emotional

resonance. Overall, the emotion trend of Central Commit-

tee of the Communist Youth League is the most unstable,

followed by China’s Police Online and China’s Fire

Control.

Therefore, we can draw a conclusion: the more obvious

the theme emotion fluctuation of the blog posts sent by the

government media, the more different emotion resonance

can be caused, thus enhancing the communication power

and influence of the government media.

According to the analysis of the emotion distribution

graph, China’s Police Online has the highest proportion of

negative comments, which reached 60% from February 5

to 7, followed by Central Committee of the Communist

Youth League, and China’s Fire Control has the most

peaceful emotion distribution. By analyzing the reasons,

we can find that different types of government media will

lead to different themes of micro-blogs. Because China’s

Police Online is public security government media, most of

the blog posts are about some cases of illegal crimes, and

the frequency of releasing blog posts is very high, which

makes its negative comments a relatively high proportion,

while Central Committee of the Communist Youth League

and China’s Fire Control is more life style, and the positive

comments are higher than the negative ones. Therefore,

there is a certain correlation between the netizens’ emo-

tional experience and the type of government media.

In order to further study the areas where the emotional

distribution of government media is concentrated, we

substitute the classified absolute positive emotional com-

ments and absolute negative emotional comments into the

word cloud model, as shown in Fig. 6. From the negative

word cloud, we can see that the distribution of negative

comments is scattered, mainly in the areas of shortage of

materials(物资), rumors(谣言), people can not buy masks

(口罩), Hubei Red Cross corruption(红十字会), and can

not go to work(在家). These themes are the midpoint of

netizens making complaints about public opinion events, so

netizens’ emotions are biased toward negative ones. The

distribution of positive comments is relatively concen-

trated, and most of them are words such as encouragement

(加油), saluting(致敬), safe(平安) and moving(感动). This

is mainly the blessing of netizens to the medical staff

struggling in the front line of anti-epidemic. It is the pos-

itive emotion of netizens, which also verifies the effec-

tiveness of model classification from the other side.

Fig. 4 Confusion matrix
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Fig. 5 Emotion comparison
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4.2 Comparison of the same type and cross
platform government media

Here, we compare the communication effect and strength

of each platform by comparing the four indicators, number

of contents, number of retweets, number of praise and

number of comments of the same government media in two

representative social media platforms, micro-blog and

DouYin.

The number of released contents of all three government

medias on DouYin is much larger than micro-blog. The

total number of contents on micro-blog platform remains

stable, the average number of online articles sent by Chi-

na’s Police Online is 40, China’s Fire Control is 12 and

Central Committee of the Communist Youth League is 16,

and the reports on incidents are frequent; while the

releasing frequency of DouYin was very low, basically 2 to

3 days in a day, and there would be ‘‘zero releasing’’

phenomenon, such as China’s Police Online in February 9

and Central Committee of the Communist Youth League

zero releasing for three times. It can be seen that at present,

the government media use micro-blog as the main opera-

tion platform. Micro-blog focuses on event notification and

daily interaction with netizens, and users have high stick-

iness. DouYin is a short video platform, which is different

from micro-blog. It focuses on releasing some videos that

encourage morale, so as to publicize the government’s

image.

The total number of comments and retweets of micro-

blog is higher than DouYin. The public’s recognition of

micro-blog is even higher. On the one hand, more contents

are released on a single day. On the other hand, the released

content is more popular with netizens. The contents of

DouYin are relatively simple, which are hard to arouse the

discussion of netizens.

The number of praises on DouYin is much higher than

micro-blog, and there often appears ‘‘phenomenon’’ blog,

that is, the number of praises of single video is as high as

several hundred thousand. China’s Fire Control released

only one video about the novel coronavirus pneumonia on

February 5, but the number of praises reached 1.277 mil-

lion. It can be seen that in short video platform, video has a

stronger impact on people. When released content can

mobilize the emotions of netizens, people are more keen to

praise video content (Table 4).

In order to make a more scientific comparison, we

divide the number of comments, retweets and praises by

the number of contents on the same day, calculate the rate

of comments, retweets and praises, and average the 12-day

indexes. Table 5 shows the details of the three indicators,

and Fig. 7 shows the comparison of the three indicators

under the two platforms.

The forward rate and comment rate are different from

each platform. China’s Police Online and China’s Fire

Control have higher forward rate and comment rate on

DouYin, but Central Committee of the Communist Youth

League is higher on micro-blog platform. On the indicator

of praise rate, the three government medias on DouYin is

far higher than on micro-blog. Overall, China’s Police

Online and China’s Fire Control have better communica-

tion effect on the platform of DouYin, while Central

Committee of the Communist Youth League has better

communication effect on micro-blog platform.

5 Summary

This paper takes 2019 novel coronavirus pneumonia as the

research event, selects three different types of government

media: public security government media ‘‘China’s Police

Online,’’ public security management government media

‘‘China’s Fire Control,’’ central government media ‘‘Cen-

tral Committee of the Communist Youth League’’ to make

a comparative study on the communication effectiveness of

government media from two different perspectives, namely

‘‘the same platform, different government media’’ and

‘‘different platforms, the same government media.’’ Using

deep learning technology to build LSTM emotion

(a) absolute negative emotional comments (b) absolute positive emotional comments

Fig. 6 Word cloud model
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classification model, based on the user perspective to

analyze the user comments in micro-blog government

media, from the two aspects of emotion fluctuation and

emotion distribution, it is concluded that: the users’ emo-

tion trend of Central Committee of the Communist Youth

League is the most unstable, China’s Police Online has the

highest proportion of negative comments, and China’s Fire

Control has the most smooth emotion distribution. Four

indicators of the same time period: the number of contents,

comments, praises and retweets of the above three gov-

ernment media on micro-blog and DouYin are statistically

analyzed. Results show that China’s Police Online has

more outstanding communication effect on DouYin than

on micro-blog, while Central Committee of the Communist

Youth League has better communication effect on micro-

blog platform.

There are also some shortcomings in this study. On the

one hand, there are not enough samples of training state-

ments to cover the vocabulary and specific expressions

involved in the whole public opinion event, which has an

impact on the generalization ability of the model, so the

prediction accuracy is deficient; on the other hand, only

three different types of government media are selected, so

the representativeness of the study is not enough. In future

research, we consider increasing the number of training

samples to further improve the classification accuracy of

the model and choose more types of government media to

enhance the representativeness of the research.
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Table 5 Details of the three indicators

Media Platform retweet rate comment rate praise rate

China’s Police Online Micro-blog 88 62 651

DouYin 164 67 19,533

China’s Fire Control Micro-blog 416 180 885

DouYin 1019 547 162,884

Central Committee of the Communist Youth League Micro-blog 8413 722 8604

DouYin 510 80 31,087

Fig. 7 Comparison of comment

rate, retweet rate and praise rate

of each government media on

the two platforms
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