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We hypothesize that highly-valued bank customers with current accounts can be identified 
by a high frequency of transactions in large amounts of money. To test our hypothesis, we 
employ machine learning predictive models to real data, including 407851 transactions of 4760 
customers with current accounts in a local bank in Jordan. Thus, we exploit three clustering 
algorithms: density-based spatial clustering of applications with noise, spectral clustering, and 
ordering points to identify the clustering structure. The two segments of customers (generated 
from the clustering process) have different transactional characteristics. Our customer behavioral 
segmentation accuracy is, at best, 0.99 and at least 0.82. Likewise, we build three classification 
models using our segmented data: a neural network, a support vector machine, and a decision 
tree. Our predictive models have an accuracy of 0.97 at best and 0.90 at least. Our experimental 
results confirm that the frequency and amount of transactions of bank customers with current 
accounts are most likely sufficient indicators for recognizing those customers whom banks highly 
value. Our predictive models state that the two most critical indicators are the deposit and 
withdrawal transactions performed on ATMs. In contrast, the least significant indicators are the 
transactions of credit cards and credit cheques.

1. Introduction

Around ten percent of businesses’ revenue was spent on marketing in 2022 (according to the annual survey conducted by Gartner 
Incorporation [29]). Industries, including banks, must adopt an effective marketing strategy that pays off. To this end, a business 
has to address the needs of its customers while identifying their differences. The significance of personalized marketing is evident 
in a study [13] that showed an increase of 5%–15% in revenue that was directly attributed to the successful implementation of per-

sonalization, with an improvement of 10%–30% in marketing efficiency within a single channel. This paper focuses on recognizing 
highly-valued bank customers with current accounts through their transactional behavior. We hypothesize that highly-valued cus-

tomers are associated with a high frequency of transactions in large amounts of money. To test this hypothesis, we utilized machine 
learning methods to process real customer data in a local bank in Jordan. Identifying highly-valued customers is vital in enabling 
banks to characterize their customers so that the bank might be better able to set an effective marketing strategy that addresses 
every customer’s needs and, eventually, the bank might decide better whether new services need to be launched or if some existing 
services need to be discontinued (or be enhanced). Thus, ultimately, the bank can increase the satisfaction level of its customers. 
Given that the experiments of this study are implemented in a local bank in Jordan, we shed some light on the banking sector in 
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Jordan. The banking industry in Jordan is crucial to Jordan’s economy. There are 23 Jordanian commercial banks. Jordan might 
be considered a modest economy with a Gross Domestic Product (GDP) of US 44 billion, whereas Jordan’s population is around 11 
million. Nonetheless, according to the Bank Assets to GDP Country rankings of the year 2020 [52], Jordan was ranked 20 among 142 
countries. In 2020, it was estimated that the volume of combined assets in the Jordanian banking sector is around US$ 80 billion, 
which is the equivalent of 189% of Jordan’s GDP [8].

We contribute in this paper by testing the hypothesis that highly-valued bank customers can be identified by the frequency and 
amount of their transactions with the bank. Thus, we employ machine learning methods for processing real data, including 407851 
transactions of 4760 customers with current accounts in a local bank in Jordan. We call a bank account of a highly-valued customer 
special account, whereas we refer to the accounts of the rest of the bank’s customers by standard accounts. Since the bank accounts of 
our data are not labeled special or standard, our first issue is segmenting the existing customers (included in our data) based on their 
transactional behavior into two types of accounts: standard and special. Thus, we implemented three standard clustering algorithms: 
density-based spatial clustering of applications with noise, spectral clustering, and ordering points to identify the clustering structure. 
The two segments of customers (generated from the clustering process) have different transactional characteristics. Our customer 
behavioral segmentation accuracy is, at best, 0.99 and at least 0.82. Our second issue is automating further the process of dynamically 
assigning customers to standard or special accounts based on their transactional behavior with the bank. Hence, we build three 
classification models using our segmented data: a neural network, a support vector machine, and a decision tree. Our predictive 
models have an accuracy of 0.97 at best and 0.90 at least. Therefore, our experiments confirmed that the frequency and amount 
of transactions of bank customers with current accounts are most likely sufficient indicators for recognizing those customers whom 
banks highly value. Our predictive models state that the two most critical indicators are the deposit and withdrawal transactions 
performed on ATMs. In contrast, the least significant indicators are the transactions of credit cards and credit cheques.

In section 2, we discuss related work. In section 3, we describe our data and methods. In section 4, we present and discuss our 
experimental results. In section 5, we conclude the paper and indicate further directions of this research.

2. Related work

Using machine learning methods in finance research is prevalent, for example [3,45,38,39,44]. Likewise, one finds numerous 
studies on behavioral analysis within the finance sector, see for example [37,30,36]. As our research reported in this paper aims 
(for the long run) at a more stable banking sector, there is extensive literature in this arena see for instance [34,32,7,53,55]. On the 
other hand, one can find tremendous work in the broad field of “customer segmentation” as a tool for understanding the needs and 
differences between the customers of a given business; see, for example, [41,24,18,51,25,46,33,35,4,40,31]. To our knowledge, we 
do not see in the literature any work that thoroughly addresses the particulars of our study. Nevertheless, we overview a sample 
of the most recent related studies that implement bank customer segmentation worldwide. In the literature (discussed below), the 
interested reader may find additional citations on related earlier customer-segmentation projects. The manuscript of [10] suggested 
an evolutionary approach to segmenting customers in a bank in North Africa based on their credit card transactions. The article of [9]

presented a study on segmenting customers of a bank in the United Kingdom using two known methods: 𝑘-means and density-based 
spatial clustering of applications with noise (DBSCAN). The paper of [43] proposed an enhancement to the well-known “recency, 
frequency, and monetary” model by adding a fourth dimension, “adoption”, to the model and then applying the enhanced model 
with clustering to actual bank data in Egypt. The monograph of [27] used the 𝑘-means algorithm to segment customers’ behavior 
in electronic and traditional banking in Iran. The paper of [11] demonstrated a study on classifying bank customers based on their 
transactions in Russia using the well-known long short-term memory network method. The monograph of [19] uses two well-known 
segmentation techniques, k-means, and fuzzy c-means, to divide customers based on their transactions in Turkey. The article of [20]

applies the 𝑘-means method to separate customers of the United Bank of Africa. Lastly, we note that the work of [26] uses DBSCAN

to cluster customers of a bank in Iran.

3. Data and methods

We describe our data features, preparation, and processing methods. Fig. 1 gives an overview of our methodology.

3.1. Data acquisition and identification

A local bank in Jordan has provided us with a sample of customer data exclusively for this study. Upon their request, we do not 
reveal the identity of the collaborator bank. The received data includes genuine 407851 transactions of 4760 customers randomly 
selected from the bank’s customers. All of the customers included in our data are individuals with current accounts. All of the 
transactions in our data occurred from 1 June 2021 to 30 June 2022. Table 1 shows the 35 features of the data received from the 
bank.

Features 2–14 are filled out by the customer. Features 2–8 must be filled out and can be easily verified by the bank using a copy 
of the customer’s identity card, passport, family book, or utility bill (water or electricity). Features (8–14) are optional and so can be 
missing. The bank fills the rest of the features, i.e., 15–35. Now, we will give further notes on features 15–35.

Feature 15 (i.e., PEP) is a boolean value that indicates whether the customer is a politically exposed person (i.e., a person who has 
been assigned a significant public function). This feature is not missing in any record of our data. The bank may see that a customer 
2

is PEP according to the discretion of the bank’s employee, who may follow routine procedures such as requesting the customer for 
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Fig. 1. Summary of our methodology.

Table 1

The features of our data.

# Feature Name Notes

1 Customer Number made up for anonymity.

2 DOB birth date of the customer.

3 Gender female or male.

4 City the city of the customer’s residency.

5 Country the customer’s country of residence.

6 Resident “true” if the customer resides in Jordan.

7 Nationality the citizenship of the customer.

8 Marital Status married, single, divorced, or widowed.

9 Employer the place of the customer’s work.

10 Work Type the customer’s job description.

11 Business Line the customer’s job sector.

12 Position Title the customer’s job title.

13 Source of Income the customer’s source of income.

14 Monthly Income the customer’s monthly income.

15 PEP “true” if the customer is a politically exposed person.

16 FATCA “true” if the US Foreign Account Tax Compliance Act applies.

17 Risk Rate “low”, “medium”, or “high”.

18 KYC this stands for “know-your-customer”; it indicates whether a customer’s account has been created.

19 Tier Tier 1 to 4; a tier defines the cashback of credit or debit card purchases.

20 Housing Loan “true” if the customer has a housing loan.

21 Personal Loan “true” if the customer has a personal loan.

22 Auto Loan “true” if the customer has a loan for financing a car purchase.

23 Credit Card “true” if the customer holds a credit card.

24 Has Facility “true” if the customer has a loan or a credit card.

25 Prepaid Card “true” if the customer holds a prepaid card.

26 Receive Salary “true” if the customer receives salary regularly.

27 Salary Amount in Jordanian dinars representing the customer’s salary amount.

28 Cashback Amount the money rewarded to customers for credit or debit card purchases.

29 Has International Transfer “true” if the customer send/receive money internationally.

30 Transaction Date the date of a customer’s transaction.

31 Transaction Amount the customer’s transaction amount.

32 Narrative transactions’ detail, e.g. the URL of the shopping website.

33 Merchant Category the business field of the merchant of the transaction.

34 Online_Offline this indicates if the transaction is “online” or “offline”.

35 Transaction Type cash deposit, ATM withdrawal, ATM deposit, bills, credit card, debit card, outward transfer, inward transfer, cash 
withdrawal, credit cheques, debit cheques.

some information. However, our collaborator bank did not provide us with any specific process they usually follow to assess their 
customers concerning this feature.

Feature 16 (i.e., FATCA) refers to the “Foreign Account Tax Compliance Act” of the United States, which requires foreign banks to 
3

verify if a customer is connected to the United States. This feature is not missing in any record of our data. The bank did not inform 
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us about specific procedures for checking this feature. Still, the bank might rely on the information declared by the customer upon 
opening the bank account.

Feature 17, i.e., Risk Rate, estimates how suspicious the bank is about a customer account being connected to terrorism or 
laundering activities. This feature is not missing in any record of our data. The bank did not inform us about any specific procedure 
for evaluating customers concerning this feature. However, we observed an association between feature 17 (i.e., Risk Rate) and 
customer’s nationality (feature 7), where around 70% of the customers with “Risk Rate = high” are not Jordanian, knowing that 
only 6% of the customers are not Jordanian. A justification might be that non-Jordanian customers can hardly provide the bank with 
supporting documents verifying their source of income.

Feature 18, “know your customer” (KYC), indicates whether a customer’s account is created successfully, closed, or pending further 
verification by the bank side or inactive awaiting action from the customer side. This feature is not missing in any record of our data. 
However, 4745 customer accounts have this feature being “created”, whereas only 14 customers have a “pending” account status, 
and one customer record has a “closed” status.

Feature 19 (i.e., Tier) has four possible values: Tier 1, Tier 2, Tier 3, and Tier 4. This feature defines the percentage of cashback 
customers receive from credit card purchases, with Tier 1 being the account with the highest cashback percentage. The bank did not 
inform us about any specific procedure they follow in defining customers’ tiers. An easy way to determine a tier for a given customer 
might be based on the opening balance of the customer’s account. However, although difficult to implement manually, the quantity 
and quality of the customer’s transactions over time might be more sensible to assign customer tiers dynamically. The bank did not 
state whether this feature is updated dynamically to reflect the actual status of the customer’s account. Thus, whenever a customer 
transfers most of his balance to another bank, we are unsure if this customer is still assigned to the same tier. Likewise, when a 
considerable amount of money is deposited in the customer’s account, we are uncertain if the customer is moved to a different tier.

Referring to Table 1, the bank fills features 20–25. So, they are reliable and entirely available (i.e., no missing values).

Concerning features 26–27, which the bank fills, note that for any customer record with “Receive Salary=false”, the “Salary 
Amount” value is left unspecified. Still, one can safely assume that the “Salary Amount” is 0 for any record that has “Receive 
Salary=false”.

Regarding feature 28 in Table 1, missing “Cashback Amount” in a record means the customer has received zero cashback.

Features 29–30, i.e., “has international transfer” and “transaction date”, are filled out by the bank, so they have no missing values 
in any record of our data.

Regarding feature 31 (i.e., Transaction Amount), our data includes 202 transactions with zero amounts. Some merchants perform 
such transactions to test that a customer’s card is valid before accepting payments. Feature 31 has no missing value in any record of 
our data.

Feature 32 (i.e., Narrative) is missing in 26% of our data, feature 33 (i.e., Merchant Category) is missing in 59% of our data, 
and feature 34 (i.e., Online_Offline) is missing in half of the data; however, missing values of feature 34 can be easily inferred from 
feature 35 (i.e., Transaction Type), knowing that the value of feature 35 is missing in 31 transactions only.

In the next section, we describe the preparation of our data.

3.2. Data preparation

This section describes and justifies our feature selection and data preprocessing. As we discuss thoroughly in this section, many 
of the features mentioned in Table 1 in the previous section are not relevant to the aim of this study, which is to utilize customer 
transactional behavior to recognize those customers who are likely most valued to the bank. For example, demographic data such 
as age or gender are irrelevant to identifying highly-valued customers based on their transactional behavior. Additionally, another 
significant portion of the data is not accurate. Yet, many features have missing values in considerable amounts. For feature by 
feature, we elaborate intensively on our feature selection in the remainder of this section. Note that throughout this section, we refer 
to Table 1 whenever we mention our data features by bringing up their # number (listed in the first column of Table 1).

We dropped features 2–14 from the data. As noted before, some of these features are not required to be filled out for customers 
(namely features 8–14), so they are frequently missing. Most importantly, even if they are available, they are not verified or might 
not be kept up-to-date, so they are unreliable. Features 2–3 (date of birth and gender) are irrelevant to our study, which aims to 
identify different customer behaviors. Even if we want to include age and gender for customer segmentation, we might not be able to 
do so because, in several records of our data, the date-of-birth feature indicates that the account holder is underage. The guardians of 
those minor customers are probably the actual managers of such accounts. So, the behavior of such bank accounts will be connected 
to those guardians whose age or gender is unknown to us. Features 4–8 are not missing in any data record; the bank usually verifies 
them upon opening bank accounts. However, they might not be updated regularly. This is because such information, e.g., residency 
address, can change easily but might not be reflected in the data. Although the nationality (feature 7) might not change often, we 
did not consider it because around 94% of the customers (of our data) are Jordanian.

We did not consider feature 15, i.e., “personally exposed person” (PEP). This feature is subject to the discretion of bank employees. 
Most importantly, only five customers are flagged with “PEP=true” among the 4760 customers in our data.

Feature 16, i.e. FATCA, is not helpful for our study. This boolean feature might be decided based on information provided by 
the customer. Such information might be incomplete or inaccurate. Most importantly, in our data, only seven customers have 
4

“FATCA=true”.
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Feature 17, i.e., Risk Rate, is irrelevant to our study, so it is dropped. This feature might help monitor accounts for illegal activities 
such as money laundering or terrorism. Moreover, this feature is just speculation by the bank rather than a definite determination 
based on tangible evidence.

Feature 18, i.e., KYC, is dropped as it will not help with the purpose of our study. Recall that 4745 out of 4760 customers are with 
“KYC=created”.

We dropped feature 19, i.e., Tier. This feature in our data is biased towards Tier 4 because most customers (3989 out of 4760) 
are in Tier 4, whereas 33 customers are in Tier 1, 77 are in Tier 2, and 661 are in Tier 3. So, it is hard to infer anything from this 
feature when most of our customers are in the same tier.

We dropped features 20–24 for two reasons. First, the distribution of these features is not balanced. For example, only nine 
customers have a housing loan (feature 20). For features 21–23, the number of customers with a specific financial facility is at most 
170 out of the 4760 customers in our data. The second reason for dropping these features is that our data does not include further 
information about these loans: whether they are ongoing or paid in full, the loan standing amount, ... etc.

Feature 25, i.e., Prepaid Card, will not be considered further in our analysis. Our data does not indicate whether the customer 
has ever used a prepaid card because there are no prepaid card transactions in our data.

Features 26–27 (“Receive Salary” and “Salary Amount”) are based on information provided by the customer and not verified by 
the bank, which makes this feature unreliable. We observed numerous records in our data with salaries of less than 20 Jordanian 
dinars, which is too small to be true. So, we dropped features 26–27.

Regarding feature 28, i.e., cashback for each transaction, the feature is not used for two reasons. First, feature 28 is missing 
in around 68% of the data. Second, this feature does not help with the target of this paper, which is centered around classifying 
customers based on their behavior, where such a feature does not reflect an element of customer behavior.

We dropped feature 29. The bank tracks feature 29 (i.e., “has an international transfer” flag) for security reasons (such as 
monitoring for money laundering or terror activities). Feature 30 (i.e., transaction date) is not considered because we aim to analyze 
our data at the customer level, not the transaction level. For example, we do not mean to examine the transactions to identify specific 
patterns. Our primary aim is to classify customers based on their behavior.

We did not consider features 32–33 (i.e., Narrative and Merchant Category) because a considerable portion of the data is missing 
values for both features. Recall that 26% of our data is missing a value for feature 32 while 59% of the data is missing a value for 
feature 33. Most importantly, the content of feature 32 (i.e., the Narrative feature) is often unuseful. For example, in a record in our 
data, a narrative entry indicates the name of the person who deposited cash into the customer’s account; in another, a narrative entry 
indicates the area name where the ATM transaction occurs. Features 32–33 might be helpful for other purposes, such as tracking a 
customer’s transactions for security issues. Still, they are irrelevant given the objectives of our study.

We dropped feature 34 (i.e., Online_Offline) because it is redundant; its value can be inferred from feature 35 (i.e., Transaction 
Type), which is kept for further analysis.

Therefore, we utilize two features for further analysis: features 31 and 35 (i.e., Transaction Amount and Transaction Type, 
respectively). As mentioned earlier, feature 35 is missing in thirty-one records only. So we dropped the records that have “Transaction 
Type” missing. However, after deleting such records, we still have 4760 customers in our data. Afterward, we created eleven new 
features from features 31 and 35. Recall that there are eleven transaction types: cash deposit, ATM withdrawal, ATM deposit, bills, 
credit card, debit card, outward transfer, inward transfer, cash withdrawal, credit cheques, and debit cheques. Likewise, recall that 
our data tracks the transactions performed by 4760 customers between 1 June 2021 and 30 June 2022. Thus, for each transaction 
type, we create a new feature 𝑥 to hold (for some customer 𝑖) the total amount of all transactions of type 𝑥 performed by customer 
𝑖 between 1 June 2021 and 30 June 2022. Consequently, our prepared data has 4760 records for 4760 distinct customers, where 
each record includes 11 fields: cash deposit, ATM withdrawal, ATM deposit, bills, credit card, debit card, outward transfer, inward 
transfer, cash withdrawal, credit cheques, and debit cheques. Our prepared data is a table of 4760 rows with 11 columns. For each 
row 𝑖 (corresponding to customer 𝑖), a transaction-type field, 𝑥, of record 𝑖 represents the total amount of money transacted as of 
type 𝑥 by customer 𝑖 between 1 June 2021 and 30 June 2022.

3.3. Data processing methods

This section gives a concise theoretical description of the methods we implemented in our experiments. Essentially, we clustered 
our customer data into two clusters using three methods: density-based spatial clustering of applications with noise (DBSCAN), spectral 
clustering (SC), and ordering points to identify the clustering structure (OPTICS). Each generated cluster is considered a different class 
of customers; subsequently, each customer record (in our data) is given a label identifying the cluster to which the customer belongs. 
Then, we build three predictive models using the labeled data: a neural network, a support vector machine, and a decision tree.

We stress that employing clustering is critical in our study since the original customer data initially received from the bank was 
not labeled with “special account” or “standard account”. To test our research hypothesis, we build behavior-based predictive models 
identifying those special accounts from standard ones based on the transactional behavior of the account holder. We must train our 
predictive models with labeled data. Hence, clustering algorithms become very useful because they label our customers’ unlabeled 
data with “special account” or “standard account”, enabling us to construct machine learning predictive models to classify future 
5

unlabeled customer accounts.
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Density-based spatial clustering of applications with noise

Density-Based Spatial Clustering of Applications with Noise (DBSCAN) identifies clusters in a given data based on a distance 
function defined by the user of the algorithm [21]. We recall a description of DBSCAN from [21]. Let 𝜖 and 𝜑 be positive integers, and 
𝐷 be a set of 𝑑-dimensional points. The 𝜖-neighborhood of a point 𝑝 ∈𝐷, denoted by 𝑁𝜖(𝑝), is defined by 𝑁𝜖(𝑝) = {𝑞 ∈𝐷 ∣ 𝑑(𝑝, 𝑞) ≤ 𝜖}
where 𝑑(𝑝, 𝑞) denotes a distance function between 𝑝 ∈𝐷 and 𝑞 ∈𝐷. Note that any appropriate distance function can be chosen for a 
given application. A point 𝑝 ∈𝐷 is directly density-reachable from a point 𝑞 ∈𝐷 with respect to 𝜖 and 𝜑 if 𝑝 ∈𝑁𝜖(𝑞) with |𝑁𝜖(𝑞)| ≥ 𝜑. 
A point 𝑝 is density-reachable from a point 𝑞 with respect to 𝜖 and 𝜑 if there is a chain of points 𝑝1, ..., 𝑝𝑛, 𝑝1 = 𝑞, 𝑝𝑛 = 𝑝 such that 𝑝𝑖+1
is directly density-reachable from 𝑝𝑖. A point 𝑝 is density-connected to a point 𝑞 concerning 𝜖 and 𝜑 if there is a point 𝑜 such that both 
𝑝 and 𝑞 are density-reachable from 𝑜 concerning 𝜖 and 𝜑. A cluster 𝐶 with respect to 𝜖 and 𝜑 is a non-empty subset of 𝐷 satisfying 
the following conditions:

• ∀𝑝, 𝑞 ∈𝐷: if 𝑝 ∈ 𝐶 and 𝑞 is density-reachable from 𝑝 with respect to 𝜖 and 𝜑, then 𝑞 ∈ 𝐶 .

• ∀𝑝, 𝑞 ∈ 𝐶 : 𝑝 is density-connected to 𝑞 with respect to 𝜖 and 𝜑.

Let 𝐶1, ..., 𝐶𝑘 be the clusters of 𝐷 with respect to parameters 𝜖𝑖 and 𝜑𝑖, where 𝑖 = 1, ..., 𝑘. Then 𝑛𝑜𝑖𝑠𝑒 = {𝑝 ∈𝐷 ∣ ∀𝑖 ∶ 𝑝 ∉ 𝐶𝑖}.

Ordering points to identify the clustering structure

The following brief description of Ordering Points to Identify the Clustering Structure (OPTICS) is borrowed from [49]. The OPTICS

algorithm can be seen as a generalization of DBSCAN that shifts the 𝜖 requirement from a single value to a value range. The main 
difference between DBSCAN and OPTICS is that the OPTIC algorithm constructs a reachability graph, which assigns each sample both 
a reachability distance and a spot within the cluster ordering; these two attributes are used to determine cluster membership. The 
cluster extraction with OPTICS looks at the steep slopes within the reachability graph to find clusters, and the user of OPTICS can 
define what counts as a steep slope. For a fuller presentation of the OPTICS algorithm, we refer the reader to [5].

Spectral clustering

Spectral clustering is a well-known technique [54]. A spectral clustering algorithm includes the following actions [50]:

1. Get (as input) the data points 𝑥1, … , 𝑥𝑛 and the number, 𝑘, of clusters to construct.

2. Construct a similarity graph G = (V,E). Each vertex 𝑣𝑖 in this graph represents a data point 𝑥𝑖 and the weight on the edge 
connecting two nodes to be a given measure of the similarity between the two nodes.

3. Compute the unnormalized Laplacian 𝐿.

4. Compute the first 𝑘 generalized eigenvectors 𝑢1, … , 𝑢𝑘 of the generalized eigenproblem 𝐿𝑢 = 𝜆𝐷𝑢.
5. Let 𝑈 ∈ℝ𝑛×𝑘 be the matrix containing the vectors 𝑢1, … , 𝑢𝑘 as columns.

6. For 𝑖 = 1, … , 𝑛, let 𝑦𝑖 ∈ℝ𝑘 be the vector corresponding to the 𝑖-th row of 𝑈 .

7. Cluster the points (𝑦𝑖)𝑖=1,…,𝑛 in ℝ𝑘 with the 𝑘-means algorithm into clusters 𝐶1, … , 𝐶𝑘.

8. Output the clusters 𝐴1, … , 𝐴𝑘 with 𝐴𝑖 = {𝑗 ∣ 𝑦𝑗 ∈ 𝐶𝑖}.

Support vector machines

Support Vector Machine (SVM) is a supervised machine learning method. We recall the definition of (SVMs) from [12,16]. Given 
training vectors 𝒙𝑖 ∈ ℝ𝑛, 𝑖 = 1, … , 𝑙, in two classes, and an indicator vector 𝒚 ∈ ℝ𝑙 such that 𝑦𝑖 ∈ {1, −1}. Then, SVM estimates a 
decision function 𝑠𝑖𝑔𝑛(𝒘𝑇 𝜙(𝒙) + 𝑏) by solving the optimization problem of (1).

min
𝒘,𝑏,𝝃

1
2
𝒘𝑇𝒘+𝐶

𝑙∑
𝑖=1
𝜉𝑖

subject to 𝑦𝑖(𝒘𝑇 𝜙(𝒙𝑖) + 𝑏) ≥ 1 − 𝜉𝑖,

𝜉𝑖 ≥ 0, 𝑖 = 1,… , 𝑙,

(1)

where 𝜙(𝒙𝑖) maps 𝒙𝑖 into a higher-dimensional space and 𝐶 > 0 is the standardization parameter.

Decision trees
Decision Trees (DTs) are a classical statistical method (see, for example, the monograph of [15]). DTs are supervised machine 

learning used for classification. The goal is to create a tree that predicts the data class by learning simple decision rules derived 
from the data features. The tree’s internal nodes represent data features, while the tree’s leaf nodes denote target classes. The tree’s 
branches emitting from an internal node designate the feature values corresponding to the node. A significant advantage of DTs is 
that decisions made by DT models are explainable. There are several algorithms in the literature for building decision trees; see, for 
example, the survey of [17].

Neural networks

Neural Networks (NNs) are a prevalent supervised machine learning method. NNs were primarily proposed in the previous century 
6

[42,47], and nowadays, they are a powerful technique with enormous modern applications in diverse fields. For binary classification 
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problems, NNs learn a function 𝑓 ∶ ℝ𝑛 → {0, 1} by training on a data set, where 𝑛 is the number of dimensions for input, and the 
output is either 0 or 1. For a set of features {𝑥1, … , 𝑥𝑛} and a target 𝑦 ∈ {0, 1}, NNs can learn a non-linear function approximator 
for binary classification problems. NNs consists of several processing nodes (historically called neurons) organized in layers. The first 
layer of a NN is for the input values of the feature set, and the last layer is for the output that represents a prediction of the class 
variable. There can be one or more layers between the input and the output layer, called hidden layers. Given a set of 𝑚 training 
examples {𝒙1, 𝑦1}, … , {𝒙𝑚, 𝑦𝑚} where 𝒙𝑖 denotes the values of 𝑥1, … , 𝑥𝑛 for training example 𝑖 and 𝑦𝑖 ∈ {0, 1} is the class for training 
example 𝑖. A NN with one-neuron hidden layer learns the function 𝑓 (𝒙) = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑤𝑔(𝒘𝑇 𝒙+ 𝑏1) + 𝑏2) where 𝒘 ∈ℝ𝑛, 𝑤, 𝑏1, 𝑏2 ∈ℝ
are the model parameters, 𝑔 is a nonlinear function, called the activation function. For further details on machine learning with NNs, 
we refer the reader to [48,6] for example.

3.4. Evaluation measures

We measured the accuracy score of our clusterings and classification models. Let �̂�𝑖 be the predicted class of the 𝑖𝑡ℎ example and 𝑦𝑖
be the corresponding true class, and let 𝑛 be the number of examples, then the accuracy score of a classifier is equal to 1

𝑛

∑𝑛

𝑖=1(�̂�𝑖 = 𝑦𝑖).
Further, we measured the standard scores of precision, recall, and 𝐹 measure as defined next. Given 𝑛 examples labeled with 

“positive” or “negative”, the precision of a classifier (concerning the positive label) is equal to the ratio of the number of examples 
classified as “positive” correctly over the number of all examples that are classified as “positive”; further, the recall of a classifier 
(concerning the positive label) is equal to the ratio of the number of examples that are classified as “positive” correctly over the 
number of examples that are indeed “positive”.

As a summarization metric combining precision and recall scores, 𝐹 score is the harmonic mean of precision and recall, as 
equation (2) states.

𝐹 𝑠𝑐𝑜𝑟𝑒 = 2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ 𝑟𝑒𝑐𝑎𝑙𝑙

(2)

Likewise, we report on the standard score of the Receiver Operating Characteristic–Area Under Curve (ROC–AUC) that represents 
the estimated area under the ROC curve of the concerned classifier. An ROC curve plots the False Positive Rate (FPR) against the 
True Positive Rate (TPR). FPR and TPR are defined in equations (3) and (4).

𝑇𝑃𝑅 = 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(3)

𝐹𝑃𝑅 = 𝐹𝑃

𝐹𝑃 + 𝑇𝑁
(4)

Observe 𝑇𝑃 (𝐹𝑃 , respectively) stands for the number of examples that are classified “positive” correctly (wrongly, respectively), 
and 𝑇𝑁 (𝐹𝑁 , respectively) stands for the number of examples that are classified “negative” correctly (wrongly, respectively).

Lastly, for our classification models, we measured our features’ importance by randomly permuting the values of a single feature 
and observing the effect of each shuffling on the model’s accuracy [14].

4. Experimental results

We implemented1 our experiments using Python 3.9.7 and the machine learning library sklearn 1.2.0. The following subsections 
give our study’s experimental settings and results. In our experiments, we used normalized and unnormalized data. Normalization 
for our data might not be necessary because all columns of our data are of the same type (monetary). On the other hand, the range 
of transaction amounts depends on the transaction type. For instance, in our data, the “credit card” transaction column includes a 
max value of 22,332 JDs, while the “inward transfer” transaction column contains a max value of 12,251,461 JDs. Throughout all of 
our experiments, we utilized the StandardScaler from sklearn.preprocessing such that for each feature 𝑥 of our data, for each value, 
𝑑, of 𝑥, 𝑑 is replaced by 𝑑−𝜇

𝜎
(i.e., z-score) where 𝜇 is the mean of 𝑥 and 𝜎 is the standard deviation of 𝑥.

4.1. Clustering

For clustering our data, we tried out several clustering algorithms (with several trials involving different parameters) such as 
Kmeans, Affinity Propagation, MeanShift, Agglomerative Clustering, Birch, Gaussian Mixture, MiniBatchKmeans, BisectingKmeans, 
SpectralBiClustering, SpectralCoClustering [49]. However, we could not obtain reasonable clusters with these methods; we received 
either one cluster only, unbalanced few clusters, or too many clusters. This paper reports on our clustering trials that are with high-

accuracy results. These trials used density-based spatial clustering of applications with noise (DBSCAN), spectral clustering algorithm, 
and ordering points to identify the clustering structure (OPTICS). We aim to identify customers who deserve to be classified as 
“special” (to receive special offers and treatments) while other customers have “standard” accounts. Therefore, from now on, we 
refer to the “standard” account class as cluster A while the “special” account class as cluster B.
7

1 Code is available at https://github .com /samer -gju /bank _customer _analysis.

https://github.com/samer-gju/bank_customer_analysis
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Table 2

The clusters of DBSCAN with unnormalized data.

cluster A (1964 customers) cluster B (2758 customers)

amount percentage amount percentage

credit card trans. 927.13 0.76% 185,855.03 3.48%

cash deposit 99,247.97 14.10% 9,791,049.55 41.55%

ATM withdrawal 519,516.00 60.64% 8,575,147.00 82.20%

ATM deposit 599,890.00 58.04% 9,874,189.00 71.50%

bills 43,510.72 24.34% 2,172,538.66 54.97%

debit card trans. 188,465.13 56.31% 3,743,425.37 76.54%

outward transfer 111,111.90 22.71% 14,233,171.11 58.77%

inward transfer 362,796.71 45.16% 29,052,889.93 68.38%

cash withdrawal 41,680.00 4.12% 6,099,066.78 19.76%

credit cheques 361.52 0.20% 384,778.84 3.55%

debit cheques 0.00 0.00% 6,180,390.80 9.21%

Table 3

The clusters of DBSCAN with normalized data.

cluster A (2325) cluster B (2341)

amount percentage amount percentage

credit card trans. 138.03 0.39% 186,644.13 4.36%

cash deposit 257,578.82 15.74% 9,444,347.11 44.47%

ATM withdrawal 727,666.00 61.68% 8,316,417.00 84.66%

ATM deposit 812,122.00 57.20% 9,628,166.00 74.88%

bills 51,080.92 26.06% 2,161,388.72 58.35%

debit card trans. 263,966.93 57.46% 3,630,583.35 78.56%

outward transfer 266,282.15 28.17% 14,012,265.55 58.99%

inward transfer 851,129.70 50.45% 28,515,200.27 66.72%

cash withdrawal 60,519.62 4.65% 6,062,302.61 21.87%

credit cheques 35.52 0.04% 385,104.84 4.31%

debit cheques 0.00 0.00% 6,180,390.80 10.85%

Density-based spatial clustering of applications with noise

We used DBSCAN from “sklearn.cluster”. We implemented two experiments. In our first experiment, we operated the algorithm on 
our data (unnormalized) with 𝑒𝑝𝑠 = 300 while the other parameters were left to the default values [49]. The 𝑒𝑝𝑠 parameter represents 
the maximum distance between two samples for one to be considered as in the neighborhood of the other. The algorithm produced 
two significant clusters of 1964 and 2758 records, whereas the other clusters that have 38 records in total are negligible. Focusing on 
the two significant clusters, Table 2 summarizes their differences. To explain the content of Table 2, let us read the first row in the 
table. The first row indicates that a total amount of credit card transactions of 927.13 (JDs) was transacted by 0.76% of the customers 
in cluster A; in contrast, a total amount of credit card transactions of 185,855.03 JDs was transacted by 3.48% of the customers in 
cluster B. Thus, Table 2 suggests that the two customer segments are quite different. According to Table 2, cluster A includes fewer 
active customers with low-amount transactions, whereas cluster B has more active customers with large-amount transactions. We use 
the term “active customers” loosely to refer to customers whose accounts subsume somewhat frequent transactions.

In our second experiment, we applied sklearn.cluster.DBSCAN to our data normalized with 𝑒𝑝𝑠 = 0.06 while the other parameters 
are left to the default values [49]. Table 3 summarizes the two major clusters formed by DBSCAN. Note that the size of cluster A is 
2325 while the size of cluster B is 2341. The rest of the produced clusters from DBSCAN are negligible because they contain very 
few customers (less than 12 each). We observe that using DBACAN on normalized data (Table 3) generates clusters that have similar 
implications as the clusters generated when DBSCAN is operated on unnormalized data (see Table 2).

Spectral clustering

We used “SpectralClustering” (from sklearn.cluster) to cluster our data. In our first experiment, we used our data unnormalized to 
generate two clusters using the “SpectralClustering” object with the following parameters: random_state=0, affinity=nearest_neigh-

bors, and n_clusters=2. The n_clusters is the number of clusters that the algorithm should generate. The parameter of random_state 
is set to zero to ensure reproducible results across multiple function calls. The parameter “affinity=nearest_neighbors” means that 
the affinity (i.e., similarity) matrix is constructed by computing a graph of nearest neighbors. The rest of the parameters of “Spec-

tralClustering” are left with the default values [49]. Table 4 shows the clusters generated from “SpectralClustering”. Cluster A of 
size 2216 includes customers with few transactions with low amounts, whereas cluster B of size 2544 contains customers with more 
transactions with large money amounts.

In our second experiment, we used our normalized data. In this case, we had to set an additional parameter to generate two 
clusters. Specifically, we employed the “SpectalClustering” object with n_neighbors=200 and the parameters n_clusters=2, ran-

dom_state=0, and affinity=nearest_neighbors. This other parameter (i.e., n_neighbors) indicates the number of neighbors to use 
8

when constructing the affinity matrix using the nearest neighbors method. The rest of the parameters of the “SpectralClustering” ob-
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Table 4

The clusters of spectral clustering with unnormalized data.

cluster A (2216) cluster B (2544)

amount percentage amount percentage

credit card trans. 15,366.18 1.35% 171,415.98 3.18%

cash deposit 146,534.12 16.70% 9,806,685.87 41.82%

ATM withdrawal 572,881.00 62.82% 8,544,312.00 81.96%

ATM deposit 708,672.00 60.42% 9,829,969.00 70.48%

bills 122,266.30 30.19% 2,094,659.24 52.40%

debit card trans. 349,922.66 60.92% 3,582,935.71 73.86%

outward transfer 167,001.19 27.89% 14,177,456.21 57.11%

inward transfer 474,551.77 49.23% 28,960,673.14 66.55%

cash withdrawal 47,641.24 4.74% 6,093,121.54 20.52%

credit cheques 16,083.11 0.72% 369,057.25 3.38%

debit cheques 3,798.00 0.05% 6,176,592.80 9.94%

Table 5

The clusters of spectral clustering with normalized data.

cluster A (1879) cluster B (2881)

amount percentage amount percentage

credit card trans. 13,045.17 1.33% 173,736.99 2.99%

cash deposit 449,765.42 20.86% 9,503,454.57 36.17%

ATM withdrawal 265,460.00 52.42% 8,851,733.00 86.50%

ATM deposit 351,887.00 52.95% 10,186,754.00 74.18%

bills 52,825.88 24.59% 2,164,099.66 53.45%

debit card trans. 123,742.02 52.37% 3,809,116.35 77.92%

outward transfer 342,008.07 25.97% 14,002,449.34 54.95%

inward transfer 908,001.92 47.63% 28,527,222.99 65.57%

cash withdrawal 250,650.37 7.88% 5,890,112.40 16.63%

credit cheques 17,392.87 0.85% 367,747.49 2.99%

debit cheques 242,214.24 1.49% 5,938,176.56 7.84%

ject are left with the default values [49]. Table 5 shows the generated clusters of normalized data. We note that cluster A of size 1879 
includes customers with few low-amount transactions, and cluster B of size 2881 contains customers with frequent large-amount 
transactions. Thus, normalized and unnormalized data were grouped into clusters that have consistent characteristics. Moreover, 
the clusters of spectral clustering have similar implications to the clusters generated by DBSCAN in the sense that one can iden-

tify two groups of customers: (i) customers with frequent large-amount transactions and (ii) customers with relatively infrequent 
small-amount transactions.

Ordering points to identify the clustering structure

We implemented Ordering Points to Identify the Clustering Structure (OPTICS) using sklearn.cluster.OPTICS with the parameters: 
min_samples=7, xi=0.001, and min_cluster_size=0.5. The parameter xi determines the minimum steepness on the reachability 
graph that constitutes a cluster boundary. The parameter “min_samples” specifies the number of samples in a neighborhood for 
a point to be considered a core point. The parameter “min_cluster_size” indicates the minimum number of samples in a cluster, 
expressed as a fraction of the number of samples (i.e., data size). The rest of OPTICS parameters are left with the default values 
[49]. Table 6 summarizes the generated clusters of unnormalized data using the OPTICS algorithm. Referring to Table 6, cluster A

of size 2385 represents customers with infrequent transactions, and the transactions are in low amounts, whereas cluster B of size 
2375 includes customers with frequent transactions and the transactions are in large amounts. These clusters are consistent with the 
clusters of DBSCAN and spectral clustering.

Table 7 summarizes the two generated clusters of normalized data. Cluster A of size 2397 represents customers with few transac-

tions, and the transactions are in low amounts, whereas cluster B of size 2363 includes customers with more number of transactions, 
and these transactions involve large money amounts. Again, these clusters are consistent with the clusters of the OPTICS algorithm 
when the data is unnormalized. They are also in line with the clusters of the DBSCAN algorithm and the clusters of the spectral 
clustering algorithm.

Cluster evaluation

In this section, we evaluate the accuracy of the generated clusters from the three implemented algorithms: DBSCAN, spectral, and

OPTICS. We follow a peer evaluation strategy. Therefore, we pick the resulting clusters of one of the three algorithms as a reference 
point to judge the quality of the clusters constructed from the other two algorithms. We consider the clusters generated by the 
three used algorithms in two cases: with unnormalized data and with normalized data. For each case, we repeat our peer evaluation 
three times, where we select the clusters of a different algorithm each time as a reference point. Tables 8–10 consider the case of 
9

unnormalized data.
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Table 6

The clusters of OPTICS generated with unnormalized data.

cluster A (2385 customers) cluster B (2375 customers)

amount percentage amount percentage

credit card trans. 2,319.62 0.84% 184,462.54 3.83%

cash deposit 126,319.24 14.55% 9,826,900.75 45.77%

ATM withdrawal 816,751.00 64.86% 8,300,442.00 81.26%

ATM deposit 1,041,489.00 61.26% 9,497,152.00 70.36%

bills 92,639.68 28.72% 2,124,285.86 55.45%

debit card trans. 333,748.38 60.13% 3,599,109.99 75.58%

outward transfer 216,726.53 27.25% 14,127,730.88 59.83%

inward transfer 590,005.76 48.81% 28,845,219.16 68.21%

cash withdrawal 56,633.21 4.65% 6,084,129.57 21.73%

credit cheques 3,260.93 0.46% 381,879.43 3.83%

debit cheques 0.00 0.00% 6,180,390.80 10.69%

Table 7

The clusters of OPTICS with normalized data.

cluster A (2397) cluster B (2363)

amount percentage amount percentage

credit card trans. 138.03 0.38% 186,644.13 4.32%

cash deposit 275,290.62 15.94% 9,677,929.38 44.52%

ATM withdrawal 778,076.00 61.99% 8,339,117.00 84.26%

ATM deposit 867,630.00 57.24% 9,671,011.00 74.48%

bills 56,753.81 26.53% 2,160,171.72 57.81%

debit card trans. 289,985.81 57.95% 3,642,872.56 77.87%

outward transfer 293,685.61 28.70% 14,050,771.79 58.53%

inward transfer 939,355.90 50.77% 28,495,869.02 66.31%

cash withdrawal 84,626.62 5.05% 6,056,136.15 21.41%

credit cheques 35.52 0.04% 385,104.84 4.27%

debit cheques 427.24 0.04% 6,179,963.56 10.71%

Table 8

Cluster evaluation with unnormalized data consider-

ing the clusters of DBSCAN as the reference.

cluster A cluster B

cluster size of DBSCAN 1964 2758

cluster size of OPTICS 2385 2375

cluster size of spectral 2216 2544

spectral ∩ DBSCAN 1834 2376

OPTICS ∩ DBSCAN 1964 2364

recall of spectral 0.93 0.86

recall of OPTICS 1.00 0.86

precision of spectral 0.83 0.93

precision of OPTICS 0.82 1.00

F score of spectral 0.88 0.89

F score of OPTICS 0.90 0.92

accuracy of spectral 0.89

accuracy of OPTICS 0.92

Table 8 compares the performance of the spectral algorithm and OPTICS when we consider the clusters of DBSCAN being the 
reference point. Note that the clusters of OPTICS with an overall accuracy of 0.92 are slightly better than those of the spectral 
clustering algorithm with an overall accuracy of 0.89; see the last two rows in Table 8.

Table 9 compares the performance of the spectral clustering algorithm and DBSCAN when we consider the clusters of OPTICS being 
the reference point. We note that the DBSCAN with an overall accuracy of 0.91 is slightly better than the spectral clustering algorithm 
with an overall accuracy of 0.90; see the last two rows in Table 9.

Table 10 compares the performance of OPTICS and DBSCAN when we consider the clusters of the spectral algorithm as the reference 
point. We note that OPTICS with an overall accuracy of 0.90 is better than DBSCAN with an overall accuracy of 0.88; see the last two 
rows in Table 10.

Tables 11–13 show cluster evaluation with normalized data. Table 11 compares the performance of OPTICS and the spectral 
10

algorithm when considering the clusters of DBSCAN as the reference point. We note that the clusters of OPTICS with an overall 
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Table 9

Cluster evaluation with unnormalized data consider-

ing the clusters of OPTICS as the reference.

cluster A cluster B

cluster size of DBSCAN 1964 2758

cluster size of OPTICS 2385 2375

cluster size of spectral 2216 2544

spectral ∩ OPTICS 2073 2232

DBSCAN ∩ OPTICS 1964 2364

recall of spectral 0.87 0.94

recall of DBSCAN 0.82 1.00

precision of spectral 0.94 0.88

precision of DBSCAN 1.00 0.86

F score of spectral 0.90 0.91

F score of DBSCAN 0.90 0.92

accuracy of spectral 0.90

accuracy of DBSCAN 0.91

Table 10

Cluster evaluation with unnormalized data consid-

ering the clusters of spectral clustering algorithm as 
the reference.

cluster A cluster B

cluster size of DBSCAN 1964 2758

cluster size of OPTICS 2385 2375

cluster size of spectral 2216 2544

OPTICS ∩ spectral 2073 2232

DBSCAN ∩ spectral 1834 2376

recall of OPTICS 0.94 0.88

recall of DBSCAN 0.83 0.93

precision of OPTICS 0.87 0.94

precision of DBSCAN 0.93 0.86

F score of OPTICS 0.90 0.91

F score of DBSCAN 0.88 0.89

accuracy of OPTICS 0.90

accuracy of DBSCAN 0.88

Table 11

Cluster evaluation with normalized data considering 
the clusters of DBSCAN as the reference.

cluster A cluster B

cluster size of DBSCAN 2325 2341

cluster size of OPTICS 2397 2363

cluster size of spectral 1879 2881

spectral ∩ DBSCAN 1709 2180

OPTICS ∩ DBSCAN 2325 2288

recall of spectral 0.74 0.93

recall of OPTICS 1.00 0.98

precision of spectral 0.91 0.76

precision of OPTICS 0.97 0.97

F score of spectral 0.82 0.84

F score of OPTICS 0.98 0.97

accuracy of spectral 0.83

accuracy of OPTICS 0.99

accuracy of 0.99 are substantially better than those of the spectral algorithm with an overall accuracy of 0.83; see the last two rows 
in Table 11.

Table 12 compares the performance of DBSCAN and the spectral algorithm when we consider the clusters of OPTICS being the 
reference point. We note that the clusters of DBSCAN with an overall accuracy of 0.97 are much better than those of the spectral 
algorithm with an overall accuracy of 0.83; see the last two rows in Table 12.

Table 13 compares the performance of DBSCAN and OPTICS when we consider the clusters of the spectral algorithm as the reference 
point. We note that the clusters of OPTICS with an overall accuracy of 0.83 are slightly better than DBSCAN with an overall accuracy 
11

of 0.82; see the last two rows in Table 13.



Heliyon 10 (2024) e33490S. Nofal

Table 12

Cluster evaluation with normalized data considering 
the clusters of OPTICS as the reference.

cluster A cluster B

cluster size of DBSCAN 2325 2341

cluster size of OPTICS 2397 2363

cluster size of spectral 1879 2881

DBSCAN ∩ OPTICS 2325 2288

spectral ∩ OPTICS 1729 2213

recall of DBSCAN 0.97 0.97

recall of spectral 0.72 0.94

precision of DBSCAN 1.00 0.98

precision of spectral 0.92 0.77

F score of DBSCAN 0.98 0.97

F score of spectral 0.81 0.85

accuracy of DBSCAN 0.97

accuracy of spectral 0.83

Table 13

Cluster evaluation with normalized data considering 
the clusters of the spectral algorithm as the refer-

ence.

cluster A cluster B

cluster size of DBSCAN 2325 2341

cluster size of OPTICS 2397 2363

cluster size of spectral 1879 2881

DBSCAN ∩ spectral 1709 2180

OPTICS ∩ spectral 1729 2213

recall of DBSCAN 0.91 0.76

recall of OPTICS 0.92 0.77

precision of DBSCAN 0.74 0.93

precision of OPTICS 0.72 0.94

F score of DBSCAN 0.82 0.84

F score of OPTICS 0.81 0.85

accuracy of DBSCAN 0.82

accuracy of OPTICS 0.83

In summary, according to our experiments, the three clustering algorithms, OPTICS, DBSCAN, and the spectral algorithm agree in 
clustering at least 82% of our data. Nonetheless, in one of our experiments (see Table 12), we observed that OPTICS and DBSCAN

agree in clustering 99% of our data.

4.2. Classification models

Recall that we clustered our customer data into two segments:“standard” (i.e., cluster A) and “special” (i.e., cluster B). Accordingly, 
we added a variable we named “account type” to our data to assign each customer record to its cluster: “special” or “standard”. 
Specifically, for each customer record in our data, we label the customer record with “account type”=0 (respectively 1) if at least 
two algorithms of the executed clustering procedures put the customer record in the cluster corresponding to “standard” (respectively 
“special”). Recall that we clustered our unnormalized data and clustered our normalized data. Thus, we trained three classification 
models (i.e., neural networks, decision trees, and support vector machines) based on the clusters produced from our normalized data. 
Then, in another experiment, we trained the three classification models based on the clusters produced from the unnormalized data. 
In other words, we used two versions of our labeled datasets. One with labels reflecting the two clusters generated from operating 
the clustering algorithms on our unnormalized data; we refer to this version of our data as 𝐷1. The other version of our data has 
labels representing the clusters produced from the clustering algorithms on our normalized data; we designate this version of our 
data by 𝐷2. We randomly selected 20% of our data for testing our classification models while the rest was used for training our 
classification models. For building our classification models, we used StandardScaler from sklearn.preprocessing to standardize our 
numeric data in 𝐷2. For all constructed classification models, whenever applicable, we set the parameter “random_state” to an 
integer to ensure reproducible output across several model trainings. For the metric scores reported throughout this section, we used 
sklearn.metrics package for all of the scores reported in this study. For calculating ROC–AUC, we used sklearn.metrics.roc_auc_score, 
along with the actual classes and the probabilities of the predictions made by a classifier. For the feature importance scores, we 
utilized sklearn.inspection.permutation_importance. The following subsections detail the experimental results of our classification 
12

models.
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Fig. 2. Learning curve of our neural network for unnormalized data.

Neural networks: the case of unnormalized data 𝐷1
We implemented MLPClassifier from sklearn.neural_network with the following parameters

• hidden_layer_sizes=(1000,1000,1000), where the 𝑖𝑡ℎ element represents the number of neurons in the 𝑖𝑡ℎ hidden layer.

• max_iter=1000 defines the maximum number of iterations such that the solver iterates until convergence or this number of 
iterations.

The rest of the parameters of MLPClassifier were left to the default values [49].

The best-achieved accuracy of our neural network is 0.944. Considering the positive class as the special customer group, the best-

achieved precision score is 0.948, the best-achieved recall score is 0.951, the best-achieved 𝐹 score is 0.95, and the best-achieved 
ROC–AUC score is 0.98. Fig. 2 shows the learning curve of our neural network, plotting the accuracy score against the number of 
training examples. Fig. 2 suggests an apparent variation in the performance of our neural network. Fig. 3 shows the ROC curve of 
our neural network. Lastly, Fig. 4 presents the feature importance chart of our neural network model.

Neural networks: the case of normalized data 𝐷2
We implemented MLPClassifier from sklearn.neural_network. We set the parameter hidden_layer_sizes=(200,200), where the 𝑖𝑡ℎ

element represents the number of neurons in the 𝑖𝑡ℎ hidden layer. The rest of the parameters of MLPClassifier were left to the default 
values [49].

The best-achieved accuracy score of our neural network is 0.978. Considering the positive class as the special customer group, 
the best-achieved precision score is 0.986, the best-achieved recall score is 0.971, the best-achieved 𝐹 score is 0.978, and the best-

achieved ROC–AUC score is 0.998. Fig. 5 shows the learning curve of our neural network concerning the accuracy score against the 
number of training examples. Fig. 6 shows the ROC curve of our neural network, which is not surprising given the best-achieved 
scores of our model. Lastly, Fig. 7 presents the feature importance chart of our neural network model.

Decision Trees: the case of unnormalized data 𝐷1
We utilized DecisionTreeClassifier from sklearn.tree. We left the parameters of DecisionTreeClassifier to the default values [49]. 

The best-achieved accuracy score of our decision tree is 0.951. Considering the positive class as the special customer group, the best-

achieved precision score is 0.963, the best-achieved recall score is 0.949, the best-achieved 𝐹 score is 0.956, and the best-achieved 
ROC–AUC score is 0.952. Fig. 8 shows the learning curve of our decision tree concerning the accuracy score against the number of 
training examples. Fig. 8 suggests that our decision tree is slightly an overfitting model. Fig. 9 shows the ROC curve of our decision 
tree, which is consistent with the best-achieved scores of our model. Lastly, Fig. 10 presents the feature importance chart of our 
decision tree model.

Decision Trees: the case of normalized data 𝐷2
We utilized DecisionTreeClassifier from sklearn.tree without tampering with the default parameters [49]. The best-achieved 

accuracy score of our decision tree is 0.954. Considering the positive class as the special customer group, the best-achieved precision 
13

score is 0.965, the best-achieved recall score is 0.951, the best-achieved 𝐹 score is 0.958, and the best-achieved ROC–AUC score is 
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Fig. 3. ROC curve of our neural network for unnormalized data.

Fig. 4. Feature importance chart of our neural network for unnormalized data.

0.954. Fig. 11 shows the learning curve of our decision tree, plotting the accuracy score against the number of training examples. 
Fig. 11 suggests that our decision tree is slightly an overfitting model. Fig. 12 shows the ROC curve of our decision tree. Lastly, 
Fig. 13 presents the feature importance chart of our decision tree model.

Support Vector Machines: the case of unnormalized data 𝐷1
We employed svm.SVC() from sklearn. We left the parameters of svm.SVC() to the default values [49] except the parameter 

“probability” was set to “True” to generate the probabilities of the predictions made by the classifier to be able to compute the 
ROC–AUC score based on the probabilities of the predictions rather than the predictions themselves.

The best-achieved accuracy score of our support vector machine is 0.694. Considering the positive class as the special customer 
group, the best-achieved precision score is 1.0, the best-achieved recall score is 0.448, the best-achieved 𝐹 score is 0.618, and the 
best-achieved ROC–AUC score is 0.987. Fig. 14 shows the learning curve of our support vector machine concerning the accuracy 
score against the number of training examples. Fig. 14 reveals a variation in the performance of our support vector machine. Fig. 15

shows the ROC curve of our support vector machine, which is in accord with the best-achieved scores of our model. Lastly, Fig. 16

presents the feature importance chart of our support vector machine model.

Support Vector Machines: the case of normalized data 𝐷2
We employed svm.SVC() from sklearn without altering the default parameters [49] except the parameter “probability” was set 

to “True” to generate the probabilities of the predictions made by the classifier to be able to compute the ROC–AUC score using the 
14

probabilities of the predictions rather than the predictions themselves.
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Fig. 5. Learning curve of our neural network for normalized data.

Fig. 6. ROC curve of our neural network for normalized data.
15

Fig. 7. Feature importance chart of our neural network for normalized data.
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Fig. 8. Learning curve of our decision tree for unnormalized data.

Fig. 9. ROC curve of our decision tree for unnormalized data.
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Fig. 10. Feature importance chart of our decision tree for unnormalized data.
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Fig. 11. Learning curve of our decision tree for normalized data.

Fig. 12. ROC curve of our decision tree for normalized data.
17

Fig. 13. Feature importance chart of our decision tree for normalized data.
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Fig. 14. Learning curve of our support vector machine for unnormalized data.

Fig. 15. ROC curve of our support vector machine for unnormalized data.

The best-achieved accuracy score of our support vector machine is 0.940. Considering the positive class as the special customer 
group, the best-achieved precision score is 0.978, the best-achieved recall score is 0.904, the best-achieved 𝐹 score is 0.939, and 
the best-achieved ROC–AUC score is 0.990. Fig. 17 shows the learning curve of our support vector machine concerning the accuracy 
score against the number of training examples. Fig. 18 shows the ROC curve of our support vector machine, which aligns with our 
model’s best-achieved scores. Lastly, Fig. 19 presents the feature importance chart of our support vector machine model.

4.3. Discussion

Recall that our objective of this study is to test the hypothesis that highly-valued bank customers with current accounts can be 
identified by the frequency and amount of their transactions with the bank. To this end, in our experiments reported earlier, we 
segmented 4760 real customers based on transactional behavior in a local bank in Jordan. Thus, we partitioned our customer data 
(representing transactions between 1 June 2021 and 30 June 2022) into two groups. The two constructed clusters are called special 
and standard. We found that the special cluster includes customers with frequent transactions in relatively large amounts of money. 
In contrast, the standard cluster includes customers with few transactions in relatively small amounts of money. Customers who 
make more transactions in large amounts of money probably have more value to the bank. This is realistic because our data includes 
customers with current accounts. One may say that the balance of a customer account can be sufficient to estimate the value of the 
customer to the bank. This can be true for other bank accounts, such as savings or investment accounts. But the balance might not 
be indicative for current accounts where money flows in and out quite frequently. Our results in the previous section confirm our 
hypothesis that customers with a high frequency of transactions in large amounts are grouped in one cluster, as verified by the three 
18

clustering algorithms employed for segmenting our customers.
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Fig. 16. Feature importance chart of our support vector machine for unnormalized data.

Fig. 17. Learning curve of our support vector machine for normalized data.
19

Fig. 18. ROC curve of our support vector machine for normalized data.
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Fig. 19. Feature importance chart of our support vector machine for normalized data.

In the second stage of our experiments, using the segmented data, we constructed three classification models to be exploited 
for classifying bank customer accounts as special or standard. One may question the purpose of creating predictive models given 
that we can use clustering to predict if a customer must be with a special account. Although we can use clustering to accomplish 
this task, having a classification model to label customers as special or standard is more efficient and convenient. Consider the 
case where clustering is applied; such a process needs a professional user and is time-consuming. Note that a classification model 
is constructed once (or from time to time) and used many times with less effort and time. Now, we comment on the performance 
of our classification models. Our neural network model outperforms the other models with an accuracy of 97.8%, whereas the 
decision tree and support vector machine have comparable accuracy of 95.4% and 94%, respectively. Our results on the constructed 
classification models suggest that neural networks and support vector machines are sensitive to whether the data is normalized. In 
contrast, decision trees perform, in our experiments, similarly for normalized and unnormalized data. In the case of unnormalized 
data, our neural network needed to be larger with more neurons and a third layer to exhibit high performance close to the case of 
normalized data. Our support vector machine does not perform well in the case of unnormalized data, and we could not find a way 
to improve its accuracy. Moreover, as suggested by the feature importance charts presented earlier, transaction types have widely 
different effects in predicting the class of customers (i.e., special or standard). Although the three models agree to a certain degree 
that ATM withdrawal and ATM deposit transactions are the most important predictors, they differ in the second most important 
indicator. Our neural network and support vector machine suggest that debit card transactions are the second most crucial predictor. 
Conversely, the decision tree model states that cash deposit transactions are the second most important predictor.

Once a bank identifies a customer as special, the bank may treat the customer differently to please the customer and encourage 
the customer to keep the account active with more financial transactions. For instance, the bank may offer special customers high 
cashback rates on some credit card transactions or reduce fees on some transactions, such as money transfers. The bank may also 
provide special customers with some facilities usually unavailable for standard customers. Additionally, identifying customers is 
streamlined further by employing our classification models such that we effectively recognize customers eligible for special treatment 
and offers. If, on the opposite, a bank decides to classify their customer accounts manually or using clustering exclusively, then the 
bank needs massive, costly staffing.

To summarize the impact of our findings on the banking sector, we stress two dimensions. For the first dimension, our results are 
encouraging banks to identify highly valued bank customers based on their transactions because that will help banks set effective 
marketing plans associated closely with the most-used channels of transactions by the highly-valued customers; hence, in turn, 
successful marketing (with customized offers) will enhance banks’ retention tactics of the most valued customers for the long run. 
For the second dimension of the impact of our results, we note that recognizing highly-valued customers based on their transactions 
will allow banks to focus more on the preferences of those most profitable to the banks; thus, in light of these preferences, banks can 
fine-tune their services or launch new ones towards enhancing the banking experience of the most valued customers to the bank.

4.4. Our study’s limitation

Even though the data of this study is geographically restricted in Jordan, the study’s conclusion is likely applicable universally 
since banks use comparable data worldwide, especially concerning transactional data, which is the focus of this study. Nonetheless, 
the limitation of this study is that our data set covers only the customers of one bank. That is, if other, more diverse data (drawn 
20

from more than one bank) is available, then our experiments can be replicated, and hence results might be strengthened further.
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Another limitation of our study is that our models rely substantially on customers’ historical transactional data availability. Thus, 
our predictive models presented in this article help recognize highly-valued customers with a history of bank transactions. Therefore, 
banks may have to adopt another strategy for identifying potentially high-value customers (with no historical transactions with the 
bank) who are newly signing in with the bank.

As our study’s purposes require focusing on transactional data for bank customer valuation, our results do not imply that banks 
must rely only on transactional data to understand their customers. Our results must be taken carefully because transactional data 
alone might not give insights into why customers behave with the bank in specific ways. It might be the case that some bank 
customers could be more profitable to a bank if their perception of the bank services changes or the bank triggers them to be so. 
Thus, banks must always combine different kinds of data (demographic, digital behavior, customer’s banking lifetime, etc.) and 
exercise varying analyses, such as customers’ responses to surveys and customer churn analysis, to get a holistic picture of their 
customer behavior.

5. Conclusion and future perspective

We addressed the problem of identifying highly-valued (i.e., special) customers with current bank accounts according to their 
transactions with the bank. To verify the hypothesis that highly-valued bank customers can be recognized by the frequency and 
amount of their transactions with the bank, we processed a sample of 407851 genuine transactions of randomly selected customers in 
a local bank in Jordan. We clustered our customers into two groups: special and standard. The special cluster includes customers with 
frequent transactions involving large amounts of money compared to the standard group that subsumes customers with somewhat 
fewer transactions involving small amounts of money. Thus, our clustering experiments confirmed the hypothesis that highly-valued 
bank customers can be recognized by the frequency and amount of their transactions with the bank. Then, we built classification 
models that facilitate the process of customer categorization into special and standard accounts. By customer classification as special 
or standard, banks can better understand their customer’s needs and hence be more productive in customized, targeted marketing 
plans and more effective concerning customer retention strategies.

Moreover, since our findings imply that ATM withdrawals and ATM deposits are likely the most critical indicators for identifying 
highly-valued bank customers, banks may invest considerably in strengthening these transaction channels. We recommend that banks 
boost their ATM network by ensuring that ATMs are abundant in plenty, carefully placed in diverse locations, easy to access, with a 
friendly interface, and designed for ergonomics. Further, banks may introduce additional facilities and services that can be transacted 
through ATMs, and banks can associate offers and rewards with ATM transactions for those identified as special customers.

In the future, we aim to collect further practical evidence on understanding customer behavior in banking services related to loans 
and investment strategies. Likewise, future research may investigate other types of bank customers and examine what characteristics 
are crucial to effectively recognizing such latent kinds of customers. Additionally, to enhance the search for efficient predictive 
models in analyses of transactional bank data, one may explore the impact of employing metaheuristic search algorithms; see recent 
advances in this line of research, e.g., [28,23,22,1,2].
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