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ABSTRACT

Multimodal single-cell sequencing technologies pro-
vide unprecedented information on cellular hetero-
geneity from multiple layers of genomic readouts.
However, joint analysis of two modalities without
properly handling the noise often leads to overfitting
of one modality by the other and worse clustering
results than vanilla single-modality analysis. How to
efficiently utilize the extra information from single
cell multi-omics to delineate cell states and identify
meaningful signal remains as a significant compu-
tational challenge. In this work, we propose a deep
learning framework, named SAILERX, for efficient,
robust, and flexible analysis of multi-modal single-
cell data. SAILERX consists of a variational autoen-
coder with invariant representation learning to cor-
rect technical noises from sequencing process, and
a multimodal data alignment mechanism to integrate
information from different modalities. Instead of per-
forming hard alignment by projecting both modali-
ties to a shared latent space, SAILERX encourages
the local structures of two modalities measured by
pairwise similarities to be similar. This strategy is
more robust against overfitting of noises, which fa-
cilitates various downstream analysis such as clus-
tering, imputation, and marker gene detection. Fur-
thermore, the invariant representation learning part
enables SAILERX to perform integrative analysis on
both multi- and single-modal datasets, making it an
applicable and scalable tool for more general scenar-
ios.

INTRODUCTION

Single cell sequencing (sc-seq) offers genome-wide measure-
ments of genetic information from individual cells (1–7).
Recent technology advances allow simultaneous profiling
of multiple modalities in the same cells (8,9), allowing us to
dissect cellular heterogeneity from multiple layers and in-
vestigate the transcriptomic and epigenomic interplays at
the finest possible resolution.

Several computational methods have been developed to
deal with some key factors of data integration, such as
correcting batch effect while maintaining biological pat-
terns for scRNA-seq data (scVI, scANVI, Scanorama, Har-
mony etc.) (10–13), and embedding multi-modal data to the
same embedding without corresponding information (14–
20). Readers can refer to (15) for a more detailed com-
parison of data integration methods. However, it is still re-
maining a challenge to effectively utilize information cross
different modalities due to problems such as unbalanced
signal-to-noise ratio (SNR), datasets with missing modal-
ities, handling modality-specific noise factors and batch ef-
fects. Recently, many computational methods have been de-
veloped to analyze multimodal single cell data (21–26). A
common strategy used by many methods is to project data
from different modalities to a shared latent space. For ex-
ample, existing methods like scAI, scMM, scMVAE, BA-
BEL and Cobolt (23–27) use either Nonnegative Matrix
Factorization (NMF) or Encoder-Decoder types of neural
networks to project multiple modalities to a common la-
tent space. Their underlying assumption is that measure-
ments from different modalities are equally informative and
share a common distribution, which does not hold under
many circumstances. For instance, a typical scATAC-seq ex-
periment usually reports 1000–20 000 mappable fragments
per cell over the entire 3.2 billion base pair genome, result-
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ing in noticeably higher dropout rates and coverage vari-
ations as compared to the RNA modality from the same
cell. As a result, lines of literatures pointed out that direct
fusion of modalities with neural networks can introduce se-
vere overfitting across modalities, resulting in poor sepa-
ration of cell clusters in learned latent representation (28).
In observance of this, Sigh et al. proposed Schema frame-
work by learning an affine transformation of similarity ma-
trices through metric learning to find a joint representation
of cells which is regularized to be similar to a reference em-
bedding (28). However, the flexibility of the transformation
could limit the expressiveness of the joint embedding, and
it does not explicitly handle batch effect and other techni-
cal noises. In another strategy, Signac (29) used weighted
nearest neighbor (WNN) graph to generate a joint embed-
ding based on predictability of data from two modalities of
each cell. However, information fusion is done after sepa-
rate embeddings are generated without considering latent
interaction between the two modalities, potentially limit-
ing the overall performance. Besides, most existing meth-
ods cannot handle sc-multiome data with missing modali-
ties (due to either possible QC failures in one modality or
data integrations from different sequencing protocols) or
contain explicit mechanisms to handle technical noises in
each modality, which are common in real data analysis (Ta-
ble 1).

Hereby, to tackle these issues, we propose a deep learn-
ing framework, named SAILERX, to improve analysis of
multiomics or hybrid of single- and multi-modal single
cell sequencing datasets (Table 1). Distinct from existing
methods, SAILERX can handle both parallel scRNA-seq
and scATAC-seq multiome data, single modal scATAC-
seq data, and a hybrid of these two types of data. To ad-
dress the modality heterogeneity and avoid overfitting, we
use the more robust gene expression information as a ref-
erence modality, to regularize the learning process of the
chromatin accessibility modality. Specifically, scATAC-seq
data is modeled with a Variational Autoencoder (VAE) and
embeddings of scRNA-seq data are pre-trained and not ex-
plicitly modeled at training time. We further impose regu-
larization via minimizing the distance between the pairwise
similarity in the embedding space between two modalities
(Figure 1), which encourages local structures of cells to be
similar to the reference modality while accommodating sub-
stantially different technical noises across modalities. The
resulting representation of cells implicitly contains informa-
tion from two modalities and avoids the risk of overfitting.
In the meantime, an invariant representation learning objec-
tive (30,31) is used in the VAE framework to eliminate ob-
servable technical noises and allows integration of multiple
datasets through end-to-end training. The modeling choice
of SAILERX allows hybrid integration of datasets with
scATAC-seq measures and datasets with paired scRNA-seq
and scATAC-seq, effectively utilize the information from
high quality multimodal data to improve the analysis of
single-modal datasets.

We benchmark SAILERX with existing state-of-the-art
(SOTA) methods for multi/single-modal single cell data
analysis on three popular single cell datasets with differ-
ent sequencing technologies and types of tissues. We show

that SAILERX generates representations of cells that pro-
vide better clustering and imputation. We also demonstrate
how the single modal scATAC-seq dataset could benefit
from hybrid training. For biological applications, those im-
provements significantly benefit the downstream analysis of
chromatin accessibility data. SAILERX is implemented in
a python package freely to the community.

MATERIALS AND METHODS

In this section, we provide details on our SAILERX model
and datasets for benchmarking, as well as describe methods.

Datasets

In this study, we focus on multimodal single cell sequenc-
ing data with paired scRNA-seq and scATAC-seq measure-
ments. For this purpose, three popular public single cell
multiomics datasets with different cell types and sequencing
technologies are used in this study, namely 10x Genomics
PBMC dataset (29), Share-seq dataset (9) and SNARE-seq
dataset (8).

PBMC dataset. 10X Genomics offers multiple datasets
with PBMC cells, we collect PBMC 10k Multiome and
PBMC 3k from the 10X genomics website. The PBMC 10k
dataset is mainly used for benchmarking cross modality in-
tegration performance. For the PBMC 3k dataset, we only
use the chromatin accessibility data for hybrid joint anal-
ysis with 10k dataset. The gene expression modality of 3k
dataset is not used in hybrid training and only used for iden-
tifying ground truth labels of cells from the 3k dataset in
this case. For integration of two sc-multiome datasets, the
gene expression modality is used normally. For these two
datasets, cell types are annotated through label transfer us-
ing an existing PBMC reference dataset via tools in the Seu-
rat (29) and SeuratDisk package. Specifically, we use a high-
quality dataset (29) as the reference dataset to transfer cell
type labels to PBMC 3k and PBMC 10k datasets respec-
tively.

For scenario one (cross modality integration), the 10k
Multiome data is acquired from 10X genomics website. We
first download PBMC 10k expression matrix and chromatin
accessibility matrix as well as its fragment file from 10X Ge-
nomic Multiome dataset, and we follow the same quality
control protocol as Signac (32) to filter out low quality cells.
This retains 11 331 cells for further analysis. For scRNA-
seq, we then normalize scRNA-seq data using SCTrans-
form function with default parameters. After that, principal
component analysis (PCA) is used to extract top 50 PCs for
further clustering and joint analysis with scATAC-seq. As
for scATAC-seq, since the set of peaks identified using Cell-
Ranger often merges nearby peaks, which would potentially
cause bias in tasks like motif enrichment analysis, in our
study, peak calling is performed on PBMC 10x dataset by
using fragment file to generate unique peaks using MACS2
software (33). After that, we follow the same process de-
scribed in (25) and keep the autosome data and get the fi-
nal scATAC-seq peak-by-cell matrix. This matrix is further
used to process and benchmark with all the other meth-
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Table 1. Comparisons on the functionality of benchmarked methods

Method Approach Nonlinear Scalability Multiome Missing modality Bias correction

Signac LSI ✗ ✗ � ✗ ✗
Schema QP � ✗ � ✗ ✗
SAILER VAE-Inv � � ✗ ✗ �
Cobolt MVAE � � � � ✗
SAILERX VAE-Inv � � � � �

A B

Figure 1. Overall design of SAILERX. (A) SAILERX takes co-assayed single cell RNA-seq and ATAC-seq data as input. scATAC-seq data is modeled
with invariant representation learning through VAE, while embedding of scRNA-seq is processed during pre-training and not explicitly modeled in the
training process. A regularization is imposed to encourage the local structure of cells in the embedding space to be similar between two modalities through
minimizing the distance between pairwise cosine similarity matrices of two modalities. Latent scATAC-seq feature is further used to perform downstream
analysis. (B) SAILERX is also capable of integrating single modal scATAC-seq with multimodal datasets through hybrid training, which could further
enhance the clustering performance on single modality data.

ods. For instance, in Signac, TF-IDF is performed on the
scATAC-seq matrix and then SVD is adopted on the TF-
IDF output matrix to get the 50-dimension latent embed-
ding, which is further used for clustering and joint analysis
with scRNA-seq data.

Regarding to the second scenario (hybrid joint analysis),
we use the aforementioned multimodal PBMC 10k data,
which consists of scRNA-seq and scATAC-seq data as a
reference and perform joint analysis with the chromatin ac-
cessibility data from PBMC 3k dataset. We retrieve PBMC
3k scATAC-seq data from 10X Genomics and treat it as
a single modality dataset. We reason that 3k dataset with
scATAC-seq contains less information than the multiomics
dataset, however, since they come from the same types of
cells, we could use 10k multiomics dataset as a reference to
assist the analysis of 3k scATAC-seq data. We use reduce
function from GenomicRanges package (34) to merge com-
mon peaks from scATAC-seq 10k and 3k dataset, and the
peak by cell matrix is reconstructed separately for the two
scATAC-seq data, which is further used to train and evalu-
ate our model, as illustrated in Figure 1B.

Share-seq dataset. For Share-seq dataset, we retrieve
Share-seq mouse skin dataset from Ma et al. (9), which
contains 34 474 cells of both modalities of scRNA-seq and
scATAC-seq data. For scRNA-seq data, we normalize its
gene by cell matrix by using SCTransform function with de-
fault parameters from Signac package, then PCA is utilized
to get top 50 PCs for further analysis. For scATAC-seq data,
we keep the preprocessed peak by cell matrix used in Ma et
al. The gene by cell and peak by cell matrices are used for
evaluation on other methods.

Snare-seq dataset. For Snare-seq dataset, we download
adult brain cortex data of two modality matrices from Chen
et al. (8). For scRNA-seq data, we follow the same processed
steps as previous by normalizing gene by cell matrix using
SCTransform function (29) with default parameters. After
that we adopt PCA on the normalized matrix and use top
50 PCs as latent embedding for further analysis. As for the
scATAC-seq data, after retrieving the processed scATAC-
seq matrix from Chen et al, we also follow the same pro-
cessed procedure as BABEL (25) and filter out low quality
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cells while keeping the original peaks unchanged. In details,
genes that are encoded on sex chromosomes are first re-
moved, and cells expressing fewer than 200 genes, or >2500
genes are also filtered.

Model

Here, we describe details and implementation of our SAIL-
ERX model. SAILERX combines information from the
gene expression measures to improve the downstream anal-
ysis of chromatin accessibility. SAILERX could also per-
form integrative analysis on multiple datasets with one or
multiple modalities.

The model takes the co-assayed single cell multimodal
data xi , i ∈ {1, 2, . . . , M} as input. We denote the gene ex-
pression data as xg

1:M and the peak data as xp
1:M (M indi-

cates the total number of multimodal data samples). Our
model could also take single modal scATAC-seq datasets
xp

M:B (B indicates total number of sample batches) as
input and perform integrative analysis among all xp =
[xp

1 , xp
2 , . . . , xp

M, . . . , xp
B]. The overall method follows the in-

variant representation learning framework based on Vari-
ational Autoencoders (VAEs) (30,31). Denoting the con-
founding variables (read depth and batch indicator) as c,
our method minimizes the VAE objective with an extra mu-
tual information penalty (Equation 1), to encourage the
posterior of latent variable qφ(z|xp) to be independent with
confounding variable c. This objective can be approximated
by a variational bound as shown in (30,31).

LInv = LV AE + λI (z, c) ≥ E[−K L[q(z|x)||p(z)]]

+ (1 + λ) E[log p (x|z, c)]

−λK L[q(z|x)||q(z)] (1)

In order to utilize the gene expression information pro-
vided by multimodal single cell samples, we add an extra
term to regularize the local data structure in the chromatin
accessibility posterior qφ(z1:M|xp

1:M) to be close to the local
structure measured by gene expression.

We use pairwise cosine similarity to describe the local
data structure, where the cosine similarity is computed as

S = A·B
||A||||B|| =

∑n
j=1 Aj Bj√∑n

j=1 A2
j

√∑n
j=1 B2

j
(2)

For each sample batch i , A and B are two single cell data
vectors from f (xg

i ) (where f (xg
i ) is a transformation of raw

gene expression data) and qφ(zi |xp
i ) for Sg

i and Sp
i respec-

tively. In general, f (·) can be any embeddings of gene ex-
pression data preferred by user (e.g. a VAE or top PCs from
PCA) since it is not parameterized by our neural network
model here and only serving as a reference. For the conve-
nience of comparing with existing methods, in our study, we
mainly use the PCA results generated by Signac/Seurat (29)
as the reference embedding. Some other scRNA-seq embed-
ding methods (scVI (10), scANVI (13), Scanorama (11)) are
also tested.

During the training, we minimize a distance-based objec-
tive d(·, ·) between the local pairwise cosine similarity ma-
trix for each sample batch i calculated by gene expression
data Sg

i and the pairwise similarity matrix calculated by la-
tent distribution of peak data modeled by invariant VAE Sp

i ,

where both S’s are b by b symmetric matrices with batchsize
b for each minibatch during training.

LLocal =
M∑

i=1
d

(
Sg

i , Sp
i

)
(3)

By choosing a proper differentiable distance metric d(·, ·),
we can fuse this term into the end-to-end training of our
deep generative model. The overall loss function would
be the sum of the canonical VAE objective, a mutual in-
formation penalty, and the local similarity regularization.
Here, we multiply a weight vector γ = [γ1, γ2, . . . , γb] with
length b equals to the number of cells in current mini
batch. This weight γ j is calculated based on the ratio be-
tween read depth from gene expression modality and read
depth from chromatin accessibility modality for each cell
j. This weight vector is then subject to log transforma-
tion and min-max normalization to ensure stability γ j =
MinMaxNorm[log( depth RNA

depth AT AC
)]. After scaling it with a con-

stant scalar, we have our final weight vector γ ∈ R+b. The
relationship between the scaling factor and the final LLocal
is shown in Supplementary Figure S1A. We note that af-
ter certain point, further increase of this scaling factor will
no longer reduce the final LLocal . We recommend using this
point as the choice for the scaling factor, as further increase
of this weight does not transfer more information from the
reference modality. Meanwhile, it may compromise the in-
variant representation learning objective, which could lead
to problems in confounding factor removal or imputations.
Also, from Supplementary Figure S1B, we can see cluster-
ing metrics of SAILERX are robust in a relatively large
range of weight values. In terms of choice of λ and dimen-
sion of latent variable, similar as in (31), the framework is
robust against the choice of λ and dimension of latent vari-
able.

The final loss of SAILERX is a summation of the in-
variant representation learning objective from Equation (1)
and the local alignment loss from Equation (3) weighted
by γ .

L = LInv + γ LLocal (4)

In our implementations, we chose the Euclidean distance
for d(·, ·) since it is differentiable and easy to calculate.

For the architecture of neural networks, we adapt the en-
coders and decoders structures from BABEL (25), where
each chromatin is independently modeled by a two-layer
dense encoder network, and outputs from each encoder net-
work are concatenated with each other before being input
to the final linear layer which yields the latent variable. The
decoder is symmetric to the encoder network, taking the la-
tent and confounding variables as input and reconstructing
the data. The assumption here is that interactions between
genes and regulating factors are mainly within each chro-
matin. This type of modeling is efficient in memory con-
sumption since it significantly reduces the total number of
parameters. For fair comparison, the original SAILER en-
coder and decoder networks are also updated to the same
structure.
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Hybrid training

One characteristic of SAILERX is that it allows integra-
tion of datasets with missing modalities (when B > M). In
this scenario, for datasets with both modalities measured
(xi , i ∈ {1, 2, . . . , M}), the loss function follows the form of
equation (4), where a reference embedding is available for
calculating LLocal ; for datasets with only one modality (xi ,
i ∈ {M, . . . , B}), we no longer calculate or backpropagate
the gradient for LLocal , since no reference embeddings are
available for these datasets. For these scATAC-seq datasets,
we still perform batch effect correction through the invari-
ant representation learning objective (Equation (1)), where
the batch effect is represented as the confounding variable
c, along with the read depth for each single cell.

Evaluations

For all methods, we project the input data to a lower-
dimensional space (dimension of embedding is 50 by de-
fault, unless specified by other methods) that delineates the
latent cell states. For Seurat, we use the scTransform func-
tion to normalize the raw counts and use the normalized
data as input for PCA; for Signac, we use its multimodal
integration analysis, which uses the same normalized gene
expression data and additional TF-IDF transformed peak
data as input; for SAILER we use the peak data as input;
and for Cobolt and Schema, we follow their tutorials and
use data from both modalities as input. To generate a lower-
dimensional embedding for benchmarking, for Seurat, we
use the top 50 PCs after PCA; for Signac, we use the re-
sults of Weighted Nearest Neighbor (WNN) analysis as a
joint embedding of gene expression and chromatin accessi-
bility modalities; for SAILERX, we extract the mean of the
posterior latent distributions as the cell representation; for
Cobolt, we use the latent variable z with dimension 50 calcu-
lated from its multimodal variational autoencoder; and for
Schema, we use the 50-dimensional latent feature retrieved
by using its fit transform function. Other compared refer-
ence embeddings are generated with scVI (35), scANVI (13)
and Scanaroma (11) using scIB package (36). We set the de-
fault dimension as 50 for compared methods, including Seu-
rat, Schema, Cobolt, SAILER, and Signac in our analysis in
order to fairly compare all these works. As for the rest meth-
ods, we keep the default latent dimension settings in the
scIB package for scVI, scANVI and Scanaroma (30, 30 and
100 respectively). 2D visualizations are acquired by running
uniform manifold approximation and projection (UMAP)
(37) on the latent embeddings.

One major task of these dimensional-reduction meth-
ods is to project the input genomics data to a lower di-
mensional embedding that is informative on cell type iden-
tification through clustering. To evaluate how the cluster-
ing generated from these embeddings are compared to the
ground truth cell labels, we use quantitative metrics of Ad-
justed Rand Index (ARI), Normalized Mutual Informa-
tion (NMI), and Silhouette Score to assess the performance
of different methods. ARI and NMI evaluate how well
computational clusters overlap with ground truth labels,
and the Silhouette coefficient evaluates the separation of
the cell clusters. These metrics are common metrics used
for benchmarking single cell clustering methods (38,39).

Specifically, to generate cluster assignment for each cell,
we construct k-nearest neighbor (KNN) graphs from the
lower-dimensional embeddings of different methods respec-
tively, and then apply the Louvain algorithm (40) to assign
individual cells to different clusters. Each method generates
its own set of clusters, and these clusters are then used to
calculate quantitative metrics of ARI, NMI, and Silhou-
ette Score for benchmarking. The calculations of metrics are
carried out by functions from scikit-learn (41) library. For
analysis in Figure 2 and 3, for fair comparisons, all meth-
ods are producing the same number of clusters. To deter-
mine the effect of clustering parameters and cluster num-
bers, we provide a wide range of resolutions and KNN num-
bers to the Louvain algorithm to determine the final cluster-
ing assignments. During the process, we record the number
of clusters identified based on each combination of param-
eters (resolution and KNN number) for each experiment,
as well as the metric scores for that clustering assignment.
The effect of clustering parameters and cluster numbers are
summarized in Supplementary Figure S4.

Imputation

We generate the imputation data via a reconstruction condi-
tioned on the invariant representation and fixed confound-
ing factors. Specifically, we first push the raw data through
the encoder network, and obtain the mean parameters for
latent distributions. Unlike the training process, where we
calculate the depth of the raw data and load the one-hot
embedding according to the real batch information, here
we fix the depth and batch indicator for reconstruction. As
a result, we use only the invariant component z to recon-
struct the chromatin landscape during the imputation pro-
cess, while keeping the other confounding factors at a fixed
level.

When evaluating imputation results, we first generate im-
puted data with each method. Then use randomized PCA
to project the imputed data to a lower dimension. We then
use UMAP to visualize the landscape of imputed data
in 2D. For benchmarking against MAGIC, we use both
graphs generated by scRNA-seq modality and scATAC-seq
modality for fair comparison. The RNA graph is based
on the Seurat embedding and ATAC graph is based on
MAGIC’s own pipeline. For benchmarking with scOpen,
we follow the manual on its GitHub site to generate a
dense imputation matrix. The imputed matrices are then
subject to randomized PCA and visualized with UMAP.
Quantitative scores (ARI, NMI, Silhouette Score) are cal-
culated based on clustering results generated from the
top PCs.

Marker gene expression analysis

To further evaluate the quality of cell clusters, we visualize
the expression of marker genes in clusters labelled as CD4
naı̈ve cells and B naı̈ve cells from the PBMC dataset and L4
cells and Pvalb cells from the SNARE-seq dataset. To asso-
ciate the cell clusters to biological cell types, the cell clus-
ter labels are called based on a majority vote of the ground
truth labels of the cells contained in each cluster. The four
types of cells are chosen for this analysis because they are
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Figure 2. Results on PBMC 10k Multiome dataset. Cells colored by ground truth label. (A) UMAP visualizations of embeddings on PBMC 10k Multiome
dataset generated by different methods. Red circles show separation of sub clusters of B cells under Seurat (scRNA-seq only), SAILER (scATAC-seq only)
and SAILERX (multimodal). (B) Quantitative metrics of ARI, NMI, and Silhouette Score on clustering generated by different methods. Error bars are
generated by repeating experiments with 90% randomly subsampling. (C) Quantitative metrics of ARI Score on Reference Embeddings on gene expression
modality and Integrated Embeddings generated by SAILERX.

similar to other cell types and are challenging to cluster
them. The CD4 cluster sits very close to CD8 naı̈ve and
other CD4 subtype clusters in the embedding space. The
L4 cluster sits close to the L2/3 and L6 IT cell clusters. In
particular, gene expression information alone cannot well
separate subtypes of B cells.

The cell-type specific marker genes used for the visualiza-
tion are called by the FindMarker function in Seurat (42).
These genes are identified as marker genes because they
show significant differential RNA expression in the cells la-
beled with the corresponding cell types versus other cells.

Cell-type labels are based on ground-truth labels. The top
10 chosen marker genes associated with each cell type are
shown in Supplementary Table S1.

For each cell type, we use boxplots to visualize the
mean normalized expression of marker genes (Supplemen-
tary Figure S3) of the cells from the cluster labeled with
the corresponding cell type. The gene expression values
are normalized by scTransform, and the mean values are
shown in Supplementary Table S2. Pairwise t-tests be-
tween SALIERX and other methods indicate whether the
marker genes from SALIERX show significantly higher ex-
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Figure 3. Results on SNARE-seq dataset. (A) UMAP visualizations of embeddings generated by different methods on SNARE-seq dataset. Cells are
colored by ground truth labels. (B) Quantitative metrics of ARI, NMI, and Silhouette Score on clustering generated by different methods. Error bars are
generated by repeating experiments with 90% subsampling.

pression than those from other methods. t-test P-values
are indicated by ns (P-value > 0.05, i.e. not significant),
* (P-value < 0.05), ** (P-value < 0.01) and *** (P-
value < 0.001).

Motif analysis

We perform motif analysis on several key motifs to demon-
strate a case of discovering cell-type specific motif enrich-
ment between different cell types. The putative cell types are
determined by same procedures in previous section through
clustering and majority vote. We first compute a per-cell
motif activity score by running chromVAR (43). It converts
the peak by cell matrix to a motif by cell matrix, allowing
us to get the motif activity score per cell, which provides an
alternative method for identifying differentially active mo-
tifs between diverse cell types. In order to discover differ-
ential motif activities, we also utilize z-score, calculated by
chromVAR, and FindMarkers function, provided by Signac
(32), to get the average z-score differences between different
cell types. Then these motifs are sorted according to their
P-values. We set the parameter mean.fxn = ‘rowMeans’
and fc.name = ‘avg diff ’ in the FindMarkers function fol-
lowing Signac tutorial to compute the average difference
in z-score in terms of fold-change calculation between the
groups.

After that we apply MotifPlot to plot the four of the top 6
motifs that represents the most differential expressed motifs
between the two cell types. Finally, we also get the clustering
result with regards to specific cell types that we use to com-
pare differential motifs. We use Louvain algorithm to assign

a specific cluster number to each cell cluster, and then collect
all the cells that belong to the same cluster number, which
overlaps with the most cells of that specific ground truth cell
type. We refer the z-score of those cells of that motif calcu-
lated from chromVAR and draw barplot to show the z-score
distribution on that plot.

RESULTS

Joint analysis of single cell multi-omics data with paired
measurements often suffers from imbalanced SNR from
different modalities (28). In our study, we mainly focus on
paired measurements of scRNA-seq data and scATAC-seq
data. In practice, data from the scATAC-seq modality is of-
ten more affected by read depth variations and limited cov-
erage rate, which would greatly impact the joint embedding
when fusing data from two modalities together. In order to
address the aforementioned issues, we design a framework
SAILERX by using the structural similarity for the inte-
gration of the two-modality data and achieve satisfactory
result. Here, we benchmark SAILERX with other meth-
ods that are able to cluster single/multi-modal single cell
data. We also demonstrate that SAILERX could be used to
align datasets with missing modality and improve analysis
by applying joint analysis with a high-quality multimodal
dataset. We include Table 1 to better illustrate the differ-
ences between our methods and others. After that, we fur-
ther demonstrate the benefits of our method on downstream
analysis such as motif discovery. Details are described in the
following subsections.



e121 Nucleic Acids Research, 2022, Vol. 50, No. 21 PAGE 8 OF 13

SAILERX generates better clustering by fusing information
from two modalities

We first benchmark our framework on PBMC 10k dataset,
which consists of paired transcription and chromatin acces-
sibility sequenced on 11 331 cells of human PBMC. This
dataset is generated by 10X genomics. Some mature and dif-
ferentiated blood cells from PBMC dataset have clear sep-
aration of cell types such as B cells and T cells. However,
within those cell types, some sub-cell types such as mono-
cytes are still ongoing differentiation process, resulting in
continuously distributed cell clusters which often pose chal-
lenges to clustering algorithms.

During training, the regularization term in SAILERX
encourages the local structure of the posterior distribution
on the scATAC-seq data to be close to its scRNA-seq cor-
respondence. The embedding from scATAC-seq is gener-
ated by the encoder network of a VAE, and the embedding
for scRNA-seq modality for this dataset is generated by
one of the scRNA-seq embedding methods. In this study,
we mainly use PCA from Seurat as the scRNA-seq refer-
ence embedding, but other methods are also demonstrated
in this dataset (Figure 2C). During training, we also as-
sign a weight for each cell on this regularization term based
on the read depth of two modalities (Materials and Meth-
ods). Cells with poor quality on scATAC-seq measurements
will have higher weights. With this flexible weighting mech-
anism, cells with poor scATAC-seq measurements could
get more information from its scRNA-seq correspondence,
and cells with better data quality from scATAC-seq side
could preserve their informative parts. After training, we re-
trieve the posterior mean of latent variable as our final em-
bedding and cluster those cells accordingly. We benchmark
our methods with three state-of-the-art (SOTA) methods
that could handle multiomics data integration, i.e. Signac,
Schema and Cobolt, as well as SOTA methods that only
work on single modality data (i.e. Seurat, scVI, scANVI,
Scanorama on scRNA-seq, and SAILER on scATAC-seq).

2D visualizations of the embeddings generated by differ-
ent methods are shown in Figure 2A, with cells colored by
ground truth cell type labels. The ground truth cell type
labels are inferred through Seurat-style mapping strategy
from (29). We validate these ground truth cell type labels by
visualizing some enriched expressions of known cell type-
specific marker genes (Figure S2), such as pDC cells (with
known marker genes CLEC4C and NRP1) (44–47), and
Treg cells (with known marker gene FOXP3 and RTKN2)
(48,49). From the results, we can see that the ground truth
cell types here correspond well with the well-known cell-
type markers, so we consider these labels as ‘ground truth’
labels for the following analyses.

To quantitatively assess these clustering methods, we use
ARI, NMI, and Silhouette metrics to evaluate the cluster-
ing results. ARI and NMI evaluate how well the computa-
tional clusters derived from lower-dimensional embeddings
overlap with ground truth cell labels; and the Silhouette co-
efficient measures the separation of the cell clusters in the
embedding space. Higher scores indicate better matchings
and separations. The metric scores are shown in Figure 2B,
C and Supplementary Figure S4, with SAILERX achiev-
ing the highest scores in ARI, NMI, and Silhouette coeffi-

cient. From the scores, we can see Seurat achieves a great
performance on overall clustering results. In the figure, we
can see it forms tight and separable clusters for most cell
types. Some other multimodal integration methods do not
perform as well as Seurat when adding extra information
from chromatin accessibility, showing that adding extra in-
formation without properly handling the noise could harm
the overall clustering result. However, when we compare
SAILERX with Seurat, we can see the embedding generated
by SAILERX keeps the robust separation of cell clusters in-
herited from its reference gene expression modality, while
preserves the useful signals appearing in the chromatin ac-
cessibility modality. This could also be demonstrated by the
separation of sub clusters of B cells colored in red and blue
(Figure 2A, red circles), and the higher marker gene expres-
sions for cells identified as B naı̈ve cells (Supplementary Fig-
ure S3A and Table S2). This shows that through proper in-
tegration of information from both modalities, SAILERX
could discover new (sub)types of cells previously unidenti-
fiable with gene expression modality only. Also, from the
results, we can see that our integration benefits the delin-
eation of continuously distributed cell types, e.g. CD4 cells.
CD4 cells are previously reported to be more identifiable
using chromatin accessibility information (50). This can be
demonstrated when we try to identify subtypes of CD4 cell.
Compared with other methods, CD4 naı̈ve cells identified
by SAILERX have higher marker gene expressions (Sup-
plementary Table S2).This shows our cross-modality inte-
gration can also benefit the cell type identifications for am-
biguous subtypes.

For robustness evaluation, we further test if our method
could consistently improve upon different reference em-
beddings. Here, we use three other scRNA-seq embedding
methods (scVI, scANVI, and Scanorama) to generate ref-
erence embeddings and then use these embeddings to help
train SAILERX models. As shown in the Figure 2C and
Supplementary Figure S5, the joint embeddings combine
information from two modalities and constantly outper-
form their reference embeddings. This shows effectiveness
and robustness of SAILERX’s information fusing strategy.

Similar analyses are performed on the SNARE-seq
dataset (8) with a different sequencing technology. SNARE-
seq data are from mouse brain tissue. A great majority
of cells in this dataset are found in a quiescent state, and
thus is more stable compared with PBMC cells. Compared
with PBMC 10K from 10X genomics, the SNARE-seq data
tends to have much shallower read depth in chromatin ac-
cessibility reads, which makes this chromatin accessibility
data here sparser than the scATAC-seq data in the previ-
ous analysis. From the results (Figure 3), we can see some
integration methods severely suffer from this when project-
ing data from two modalities into one shared latent space.
In this scenario, embedding generated by SAILERX forms
tighter clusters (Figure 3A) and achieves the best perfor-
mance in terms of quantitative results (Figure 3B). The sep-
aration of cell types is also demonstrated by marker gene
expressions of cells identified by different methods (Supple-
mentary Figure S3B and Table S2), where SAILERX shows
higher results compared with other methods.

We also perform clustering analyses on a more re-
cent Share-seq dataset (9) on mouse skin tissues. The
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Figure 4. Hybrid training result on PBMC 3k dataset. (A) Datasets used for training. (B) UMAP visualizations of PBMC 3k dataset. (C) Metrics on
clustering for PBMC 3k dataset.

results are shown in Supplementary Figure S6, where SAIL-
ERX achieves better results in terms of quantitative scores.
Among all different types of tissues and sequencing tech-
nologies, the integration strategy used by SAILERX ro-
bustly outperforms other methods, showing the effective-
ness of our framework.

SAILERX improves analysis of single modal scATAC-seq
dataset by aligning it to multimodal datasets

Besides fusing information from two modalities within one
dataset, SAILERX is also capable of performing multi-
sample data alignment even for datasets with missing
modalities. This is achieved by the invariant representation
learning objective of our framework. By assigning a batch
indicator variable as a confounding factor, the model auto-
matically corrects for the batch effect during training. When
integrating datasets with missing modalities, we ignore the
regularization term for those cells with only one type of
measurements. For this case, we use PBMC 10k Multiome
dataset with paired scRNA-seq and scATAC-seq measure-
ments, together with a single-modal PBMC 3k dataset with
scATAC-seq only as described in Materials and Methods.

Two datasets are jointly trained as described above. We then
obtain the latent representation and perform clustering on
cells from PBMC 3k dataset using Louvain community de-
tection. The results are shown in Figure 4, and ground truth
cell types are identified by marker genes as in Hao et al. (29).
Here we evaluate the clustering metric, and compare it with
Cobolt (27), which is also capable of integrating multimodal
data with missing modality, and Signac, which only per-
forms integration with scATAC-seq modalities. The Cobolt
method adopts a multimodal VAE with shared latent space.
As shown in Figure 4B–C, SAILERX achieves the best clus-
tering metrics, showing that the flexible fusing mechanism
works better on the noisy single cell multiomics data com-
pared with Cobolt, and the single modal data with lower
data quality could benefits a lot from this type of multi-
sample alignment.

In addition to batch alignment between one multi-modal
and one single modal dataset, SAILERX could also align
data from multiple multimodal datasets. We demonstrate
this with complete PBMC 3k and 10k datasets. As shown
in Supplementary Figure S7, SAILERX could align data
from different batches when there exists a clear batch effect
while preserving a high quality of clustering results. And in
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Figure 5. Motif enrichment scores. Motif deviation z-scores on cells identified as (A) Pvalb and (B) L5 PT by different methods from SNARE-seq dataset
and the imputed dataset (imputation done by SAILERX). For each cell type, four enriched motifs are selected. Pairwise t-tests are performed between
SAILERX and all other methods. Three-stars refers to differential significance between two methods (P-value < 0.05).

Supplementary Figure S8, SAILERX is trained in a situ-
ation with cell type heterogeneity: we mimic this by drop-
ping one unique cell type from each batch. When these data
are processed together for batch alignment, we find that the
unique cell clusters are preserved. This shows that SAIL-
ERX can preserve biological signals when performing batch
effect corrections.

Cross modality integration facilitates downstream analysis of
chromatin accessibility data

In previous sections we have demonstrated that SAILERX
is able to generate better embeddings under different sce-
narios. Here, we explore how this advantage could benefit
downstream analysis of chromatin accessibility data. Here,
we perform motif enrichment and motif activity analysis on
the SNARE-seq data mentioned above, which suffers more
from the sparsity and dropouts on the chromatin accessibil-
ity signals.

We first perform differential testing using the chromVAR
(43) deviation z-score as described in Methods. Here we use
Pvalb and Sst cells (colored in red and purple in Figure
3A) to calculate the differential motifs between these two

cell types. Then we plot the top 6 motifs that are mostly
enriched between the two cell types by p-value calculated
by FindMarkers function from Seurat. As shown in Figure
5. Mef-family motifs are greatly enriched in Pvalb-specific
peaks in scATAC-seq data, with four out of six Mef-family
motifs enriched in those Pvalb-specific regions. These find-
ings are consistent with previous reports (42,51). Moreover,
the Mef2c motif is also reported to be involved in the de-
velopment of Pvalb interneurons (52), and also shown en-
riched as one of the differential motifs (Figure 5, Supple-
mentary Figure S9). To quantify the performance of these
enriched motifs, we select those groups of cells from clus-
tering results of each method, which most likely represent
Pvalb cells, and then we calculate the value of z-score within
those cells (details in Methods). We compare the results gen-
erated by five other methods that are able to integrate mul-
timodal scRNA-seq and scATAC-seq data or work only on
scATAC-seq modality. As shown in Figure 5, our method
achieves the highest value of motif deviation z-score among
all the methods with the differential significance of pairwise
t-test p-values all less than 0.05, showing that SAILERX is
more likely to discover novel motifs based on this clustering.
In addition, we compare L4 and L5 PT cells and compute
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Figure 6. Results of imputations on PBMC 10k. (A) UMAP visualizations of imputed 10x Genomics PBMC chromatin accessibility data generated by
SAILERX, scOpen, and MAGIC (MAGIC imputations are done with graphs generated by scRNA-seq and scATAC-seq respectively). Cells are colored
by ground truth labels. (B) Quantitative metrics on the cell landscape.

the enriched motifs between those cells. Previous reports
claim that POU3F2 protein associates with bipolar disorder
and is involved in the neocortex development in mice (53).
From the top 6 enriched motifs we could find, there are sev-
eral POU family related motifs enriched in the cells includ-
ing POU3F2. Therefore, we explore the motif enrichment
results on L5 PT cells using POU1F1 and POU3F2 mo-
tif deviation z-score calculated by chromVAR. Results are
shown in Figure 5B. We find that SAILERX still achieves
the highest motif deviation z-score, further demonstrates
the effectiveness of our method on facilitating downstream
analysis of chromatin accessibility data.

SAILERX recovers the cell type landscape in chromatin ac-
cessibility space through imputation

The high throughput of sc-seq measurements provides ex-
pressions and chromatin accessibility information at the
finest resolution. However, due to the limitations of read
depth and coverage, sc-seq data suffers from severe sparsity
due to random dropouts during the sequencing stage. Im-
putation is often applied during data analysis to recover the
missing values. Here we test how our methods denoise the
raw scATAC-seq data after integrating information from
the scRNA-seq modality. We benchmark against MAGIC
(54), which utilizes data diffusion to perform data impu-
tation, and scOpen which is a matrix factorization based
method.

Here, imputed data is generated by SAILERX,
MAGIC and scOpen respectively. For MAGIC, since

one key factor for imputation quality is the neighborhood
graph, we provide graphs generated by scRNA-seq and
scATAC-seq to MAGIC (details in Methods), and show
the visualizations of imputation results in Figure 6. As we
can see, compared with MAGIC and scOpen, imputed
data generated by SAILERX better preserves the cell
type landscape, where cells of different types are forming
distinct clusters. Since SAILERX can control the read
depth at imputation stage, imputed data is free of these
technical artifacts. Compared with other imputation strate-
gies, imputation done by deep generative models better
preserves the cell clusters and keeps distinct features of
cells. To further validate the imputation result, we use im-
puted SNARE-seq data generated by SAILERX and redo
the motif enrichment analysis on Pvalb and L5 PT cells
(previous section). Motif deviation z-scores are visualized
with violin plots as shown in Figure 5 (see SAILERX imp
column). From the results, we can see that data imputed
by SAILERX shows significantly higher enrichment score,
which indicates that some missing peaks are imputed for
certain cell types.

DISCUSSION

Multimodal single cell data provides a more comprehen-
sive way of measuring cell manifold. However, it is compu-
tationally challenging to leverage these multiomics data to
better depict the biological view of cell-cell specificity still
poses challenges for researchers due to imbalanced SNR
cross modalities. Some modalities in nature have lower cov-
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erage rate, thus suffers more from noises like dropout. Cur-
rent methods often fuse these multimodal data by projecting
them to a same latent space(27,28,32). These approaches as-
sume measurements from two modalities have the same dis-
tribution, and both modalities are equally informative on
cell state information. In reality, these assumptions barely
hold because chromatin accessibility changes usually prior
to the changes of gene expression states (9); and scATAC-
seq measurements tend to suffer more from sparsity but
could potentially provide more detailed information on cell
states. In the meantime, since there exist technical noises
during sequencing process, which could bias the observed
state of a cell toward different directions, projecting the ob-
served data from different modalities to a same point could
be problematic. Experiments have shown that projecting
two modalities to a shared latent space could result in over-
fitting of noises and lead to worse delineation of cell state
landscape, especially when using powerful models like neu-
ral networks (28).

To tackle these issues, in SAILERX, we use a more sta-
ble way by representing the more robust gene expression
modality as a reference embedding, and guide the inference
of a VAE modeling chromatin accessibility data. Instead of
regularizing the latent variable for different modalities to
be the same, we encourage the pairwise distances between
cells to be similar across different modalities, in the mean-
time, use invariant representation learning to remove tech-
nical noises that are observable at training time. This flexible
information fusing framework encourages the local struc-
ture of data to be similar and weights cells differently to
better retrieve information from heterogeneous modalities.
According to our results, this type of information fusion is
able to preserve the informative parts from both modali-
ties and constantly achieves better embeddings and down-
stream analysis. The final clustering results implicitly con-
tain information from two modalities and can constantly
improve upon any single modalities. SAILERX could also
be used on dataset with missing reference modality. This
allows SAILERX to be used under more scenarios (when
datapoints from reference modality is missing during QC
or analyzing a dataset with different sequencing protocols),
using multimodal single cell data as a reference to facili-
tate the analysis of scATAC-seq data which usually suffers
from low signal-to-noise ratio. With the help of SAILERX,
researchers could rescue those low-quality single modality
data through hybrid data integration and discover more in-
formative features underneath those noises.
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