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Introduction
Functional magnetic resonance imaging (fMRI) has been 
widely used in the field of modern neuroscience, especial-
ly cognitive neuroscience. Many of these studies focus on 
functional brain networks (Liang et al., 2012; Song et al., 
2012; Yu et al., 2012; Seo et al., 2013). Previous studies have 
demonstrated that brain networks are not only involved in 
motor function, but are also correlated with vision, audition, 
and language (Yuan et al., 2013). 

Increasingly, research into feature binding in visual per-
ception has focused on using fMRI to find brain regions 
activated by different types of visual stimuli. The functional 
architecture of the visual pathway for object recognition 
in the human brain has been investigated using functional 
magnetic resonance imaging to measure patterns of re-
sponses in ventral temporal cortex while subjects viewed 
faces, cats, five categories of man-made objects, and non-

sense pictures. The results indicated that the representations 
of faces and objects in ventral temporal cortex are widely 
distributed and overlapping (Haxby et al., 2001). Studies 
have also demonstrated that extrastriate visual cortical ar-
eas are relatively sensitive to images of hands (Bracci et al., 
2010). The parahippocampal gyrus, lateral occipital com-
plex, and cingulate cortex have been shown to be highly in-
volved in the classification of natural scenery (Walther et al., 
2009). After subjects were subjected to visual stimuli with 
alternating object features (color, shape, texture), color and 
texture were shown to be processed in medial temporal and 
occipital cortices, while geometric features were processed 
in lateral temporal and occipital cortices (Cavina-Pratesi et 
al., 2010). 

Several methods have arisen to study complex brain 
networks, and the graph-theory approach is the most com-
monly used. Among the graph theories, community struc-
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ture and community detection have been widely viewed 
as important. The module structure of functional brain 
networks in animals and humans was explored using graph 
theory (Hilgetag et al., 2000; Ferrarini et al., 2009; Meunier 
et al., 2009). 

Researchers have also used a hierarchical clustering meth-
od to detect similarities in low-frequency fluctuations. They 
investigated the contribution of motion and hardware insta-
bilities to resting-state correlations and provided a method to 
reduce artifacts. For all cortical regions studied and clusters 
obtained, they quantified the degree that functional connec-
tivity maps were contaminated by respiration and heart beats. 
Results indicated that patterns of functional connectivity 
can be obtained with hierarchical clustering that resembles 
known neuronal connections (Cordes et al., 2002). Meuni-
er et al. (2009) investigated the modular structure of these 
networks in two groups of healthy participants (young and 
older) and tested the hypothesis that normal brain aging 
might be associated with changes in modularity of sparse 
networks. Newman’s modularity metric was maximized and 
topological roles were assigned to brain regions depending 
on their specific contributions to intra- and inter-modular 
connectivity. Both young and older brain networks demon-
strated significantly non-random modularity. He et al. (2009) 
found the resting-state functional brain network has typical 
modularization properties. The whole brain can be divided 
into six modules, including somatosensory/motor, auditory, 
attention, visual, subcortical, and the “default” system. Fur-
ther study found that there exists a certain point between 
modules and the connection to ensure that the network con-
nectivity and stability.

Here, in an attempt to explore visual feature binding, assist 
computer modeling, and provide evidence for an objective 
assessment of optic nerve regeneration and repair after inju-
ry, we constructed a resting-state functional brain network 
using resting-state and task-state fMRI data of 36 subjects, 
and analyzed the connectivity of brain regions and the mod-
ule partition of the constructed brain network. 

Participants and Methods
Participants
Thirty-eight healthy volunteers were enlisted through 
responses to an advertisement. Two cases were excluded 
because of head movement greater than 3 mm or 3° of ro-
tation. Thus, 36 cases (19 females; 17 males; mean age 26.8 
years; range, 17–51 years) were included in the study. 

The criteria for inclusion were: absence of color blindness; 
no history of organic lesions in either eye; normal visual 
acuity or corrected visual acuity; absence of other specific 
diseases or mental disorders; and no metallic implants. All 
subjects volunteered to participate in the experiments and 
gave informed consent. 

fMRI data acquisition
Structural and functional images were acquired using an 
Achieva 1.5T ND MRI system (Philips, the Netherlands). 
Visual stimuli were presented using E-Prime 2.0 software. 

Images (7 degrees in visual angle) were presented onto a 
screen via a projector and then reflected through a mirror 
for subjects to view while in the scanner. Structural imaging: 
axial T1 sequence, slice thickness = 3.59 mm, whole-brain 
scans, 28 slices. Functional imaging adopted a single shot 
echo-planar imaging sequence and scan parameters were as 
follows: field of view = 230 mm × 230 mm, repetition time = 
2,000 ms, echo time = 31 ms, flip angle = 90°, slice thickness 
= 3.59 mm, matrix = 64 × 64. The orientation during func-
tional imaging was similar to that during structural imaging. 
During scanning, subjects were kept conscious, clear headed, 
and stationary. They were asked to fixate on the center of the 
images to ensure that the position of retina stimulation was 
fixed. The effect of ambient light on the subjects was mini-
mized, with all light sources in the room turned off except 
for the MRI projector.

fMRI data preprocessing
Data preprocessing was performed using SPM8 software 
(http://www.fil.ion.ucl.ac.uk/spm). Data sets were subjected 
to tome-slice and motion correction, with head motion lim-
ited to less than 3 mm or 3°. The corrected images were op-
timized by a 12-dimensional affine transformation and con-
formed to MNI standard space with 3-mm voxels. Finally, 
images were smoothed by low frequency filtering (0.06–0.11 
Hz) to reduce low-frequency drift and high-frequency bio-
logical noise.

Construction of brain function network 
To study how the brain works during visual tasks, connec-
tivity, and module partition of functional brain networks in 
the resting state, the brain was divided into 90 brain regions 
(45 in each hemisphere) using the anatomical automatic 
labeling (AAL) template (Tzourio-Mazoyer et al., 2002), and 
each brain region was defined as a node in the network. The 
average time sequence of all voxels in the same brain region 
was calculated as the time series of this region. The number 
of connection lines in the network was defined using the 
partial correlation coefficient. The time sequence of each 
brain region was obtained and subject to multivariate linear 
regression to remove the influence of covariant. Then the 
partial correlation coefficients between any two regions were 
calculated and a 90 × 90 incidence matrix was obtained (Guo 
et al., 2014). 

fMRI data obtained during the task and resting states was 
used to determine the time series correlation matrix for 
each subject, and then averaged. The resting-state and task-
state functional brain networks (90 × 90) were constructed. 
Accordingly, functional brain mechanisms underlying the 
visual binding state were explored and lay the foundation for 
partition of modules in the brain function network. 

Fisher’s Z transformation
Connectivity coefficients represent the functional connec-
tivity between two nodes in the brain-function network and 
determine the degree of network connectivity. 

To make the connectivity coefficients accord with normal 
distributed, it should be accomplished with a Fisher’s Z 
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transformation. The resultant Z values indicate relative con-
nectivity, with higher Z values indicating closer connectivity 
between two nodes. The Z values were calculated using the 
following formula (the Fisher’s Z transformation): 
                                                                           
                                                                                          (1)

where r represents the coefficient of correlation. 

Connectivity analysis
Connectivity is a useful attribute of complex networks, rep-
resenting the total number of active connections to a given 
node and further evidencing the importance of that node in 
the network. The degree of connectivity uses the coefficient 
of correlation: 
                                                                                          (2)

where ξ is a constant indicating variation of connectivity 
between two nodes and  represents the distance between two 
nodes. It is calculated according to the following formula: 

                                                                                          (3)

Here rij is the coefficient of correlation between two nodes. 
At any node in the network, the sum of the connectivity de-
grees between that node and all other nodes in the network 
was the total connectivity at that node:   

                                                                                          (4)

After standardization, the formula is modified to: 

                                                                                          (5)

Module partition of the brain-function network
There are two algorithms for partitioning the brain-func-
tion network: optimization-based and heuristic. Optimi-
zation-based methods include the spectral method (White 
and Smyth, 2005), the Kernighan-Lin algorithm (Newman, 
2004a), and the fast Newman algorithm (Newman, 2004b). 
The fast Newman algorithm is the modularity-based (also 
known as Q-function) optimization method that was pro-
posed by Newman in 2004 (Newman and Girvan, 2004), 
but it is not appropriate for large-scale complex networks. 
Subsequently, Clauset, Newman, and Moore modified the 
fast Newman algorithm using heap structure (Clauset et al., 
2004) and named it the CNM algorithm. The complexity of 
the CNM algorithm was close to linear and is appropriate 
for large-scale, complex networks. Therefore, a greedy algo-
rithm (CNM algorithm) based on the modularity of heap 
structure was used for module partition. Module partition 
is usually characterized by tight connection within a module 
and sparse connection between modules. 

Modularity is a sensitive indicator of module partition: 

                                                                                     (6)

where err is the number of the lines within module r, and

                                                                                     (7)

indicates the lines from the nodes within module r,

                                                                                     (8)

CNM algorithm
Three data structures were used, including the modularity 
incremental matrix ΔQij , the maximum heap H, and vector 
ai. The algorithms are as follows: 

(1) Data initialization. Modularity incremental matrix was 
defined as: 

                                                                                     (9)

where ki is the degree of community i, and m is the total 
number of the lines in the network. 

                                                                                     (10)

The initial matrix ΔQij and vector ai were calculated and 
the value of the maximum element in each row of matrix 
ΔQ was stored using the maximum heap H.

(2) Combine community i with community j. 
The maximal ΔQij was selected from the maximum heap H, 
and community i was combined with community j to form 
community ij. The module incremental matrix was changed 
to ΔQij and auxiliary vector .

(3) Repeat step (2), until the Q value remained unchanged. 
At this time, the algorithm was terminated and the maxi-
mum Q value was obtained. 

Statistical analysis
Data were preprocessed using statistical parametric map-
ping software (SPM8, http://www.fil.ion.ucl.ac.uk/spm). 
For statistical parametric mapping, the correlation between 
hemodynamic responses of each voxel and the experimental 
design was estimated using generalized linear models, and 
task-related brain activity was detected using a two-sample 
t-test (FDR correction, P < 0.05, cluster size ≥ 10 voxels). 

Results
Visual stimulation task
Each stimulus had two features: color and shape. We used 
three primary colors (red, green, and blue) and three shapes 
(circle, square, and triangle). 

Experimental paradigm 1: Stimuli were combined into 
four possibilities (Figure 1): (1) same shape and same color 
(Figure 1A), (2) same color, but different shapes (Figure 
1B), (3) same shape but no color (Figure 1C), or (4) same 
shape but different colors (Figure 1D). Subjects selected the 
number (1, 2, 3, or 4) corresponding to the combination by 
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pressing one of four buttons. 
Experimental paradigm 2: Find the test image having 

the same features as the target image (Figure 1E–H). Each 
stimulus consisted of two rows. The top row contained a 
single target stimulus, and the bottom row contained an ar-
ray of four test stimuli. Target stimuli and the stimuli were 
compared using different combinations of features. Subjects 
selected the matching stimulus by pressing a corresponding 
button (Figure 1E–H). 

The task procedure is shown in Figure 2. First, subjects fix-
ated on a central cross for 4 seconds. Next, the stimuli were 
presented for 4 seconds. Then, instructions for the button 
response were presented until a response was made. After the 
selection was made, the phrase “please wait” was presented 
on the screen. The time from instruction onset until the start 
of the next trial was always 8 seconds, ensuring that each tri-
al lasted 16 seconds. Each combination was pseudorandomly 

presented 8 times for a total of 32 trials, making the time for 
each experimental task 512 seconds. 

Position of data activation regions
Brodmann area (BA) partitions were defined by Korbinian 
Brodmann according to the cellular structure of cortical tissue 
as viewed under a light microscope. There are 52 BAs and the 
position analysis was performed using them as the template. 

Experimental paradigm 1
Data were collected and brain regions more active in visu-
al perception were identified using the task-rest contrast 
(Table 1). The regions significantly more active in the task 
condition were: occipital lobe (BA17, 18, 19), middle and 
inferior temporal gyrus (BA37), right anterior central gyrus 
(BA6), superior and middle frontal gyrus (BA46), and pari-
etal lobe (BA7). The most obvious activation occurred in the 

Table 1 Brain regions activated more in experimental paradigm 1 than in control tasks 

Brain region Hemisphere Brodmann area Activated regions

Talairach coordinate (mm)
Z value T value

X Y Z

Cuneus L 18 260 −6 −90 10 Infinite 9.02

19 −12 −93 27 7.58 8.07

19 −33 −87 12 5.32 5.49

Lingual gyrus R 17 121 15 −90 −6 7.51 8.00

17 12 −102 21 7.10 7.50

19 21 −93 24 4.94 5.08

Middle frontal gyrus R 6 100 33 −6 66 6.70 7.04

6 30 −3 51 5.76 5.98

Precuneus R 7 23 21 −78 54 6.09 6.34

Middle temporal gyrus R 19 15 39 −81 15 5.94 6.17

Middle frontal gyrus R 46 30 45 24 27 5.89 6.12

Inferior temporal gyrus L 19 19 −48 −75 −3 5.54 5.73

Fusiform gyrus L 37 11 −42 −69 −12 5.48 5.67

The activated brain regions were analyzed using SPM8 software (FDR correction, P < 0.05, cluster size ≥ 10 voxels). Z value is the statistical 
transformation value in the t-test, higher Z value indicates more significant difference. L: Left; R: right.

Table 2 Brain regions activated more in experimental paradigm 2 than in control tasks

Brain region Hemisphere Brodmann area Activated regions

Talairach coordinate (mm)
Z value T value

X Y Z

Cuneus L 18 1,542 −15 −93 33 Infinite 10.99

L 18 −18 −90 21 Infinite 8.43

R 17 21 −93 21 7.5755 8.07

Frontal gyrus L 6 61 −15 −9 78 6.8182 7.17

L 6 −15 −76 60 6.5431 6.86

L 6 −12 −6 69 6.4834 6.79

Middle frontal gyrus R 9 40 42 18 27 6.0531 6.30

Cingulate cortex L 24 19 0 21 6 5.7854 6.00

Frontal gyrus R 6 78 33 −6 69 5.7805 6.00

Frontal gyrus R 6 45 27 0 60 5.7181 5.93

Cingulate gyrus R 24 46 18 0 51 5.5511 5.74

Anterior gingulate L 24 27 −18 33 9 5.682 5.89

Fusiform gyrus L 37 11 −42 −69 −12 5.48 5.67

The activated brain regions were analyzed using SPM8 software (FDR correction, P < 0.05, cluster size ≥ 10 voxels). Z value is the statistical 
transformation value in the t-test, higher Z value indicates more significant difference. L: Left; R: right.
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lingual gyrus (BA18). The brain regions were active in the 
double-feature (color and shape) and the control conditions, 
included occipital lobe (BA17, 18, 19). In single-feature and 
control conditions, the occipital lobe (BA17, 18, 19) was sig-
nificantly activated. The shape-color contrast revealed sig-
nificantly more activation in the left occipital visual associa-
tion (BA18). The color-shape contrast revealed significantly 

more activation in the fusiform gyrus (BA37). 

Experimental paradigm 2
Data were collected and brain regions more active in visu-
al perception were identified using the task-rest contrast 
(Table 2). The regions significantly more activate in the task 
condition were: occipital lobe (BA17, 18, 19), middle and 

Figure 2 Stimulus presentation process. 
First, subjects fixate the cross for 4 seconds. Then stimuli appear for 4 
seconds, followed by instructions asking subjects to select the number 
representing the combination by pressing one of four buttons. The 
numbers represented (1) same color, same shape, (2) same color, dif-
ferent shapes, (3) same shape, no color; and (4) same shape, different 
colors. Next, subjects wait until the next trial. s: Seconds

4 s

4 s

8 s

Please select by buttons

Select
1  2  3  4

Please wait

Figure 1 Experimental paradigms 1 (A–D) and 2 (E–H).
(A, E) Same color and same shape. (B, F) Same color but different shapes. (C, G) Same shape and no color. (D, H) Same shape but different colors.

A   B   C  D  

E   F   G  H  

Figure 4 Z-values of the transformed correlation coefficients at visual brain regions. 
(A) Resting state (n=45). (B) Task state (n=65). When subjects were in a t-test, 18 brain regions containing 162 lines were involved in visual infor-
mation processing. After transformed Z-values were analyzed using the t-test, 84 positive connections were found. When subjects viewed stimuli 
with different color and shape features, 18 brain regions containing 162 lines were involved in the visual information processing. After Z-values 
were analyzed using a t-test, 86 positive connections were found. 
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Figure 6 The connection map of resting-state and task-state 
brain-function networks. 
(A) The resting-state network was divided into six modules. (B) The 
task-state network was divided into seven modules. Thicker lines rep-
resent stronger correlation between the two brain regions. Nodes with 
the same color are located in the same module. 
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Figure 3 fMRI signals at ROI. 
(A) Comparing two task conditions showed that peak BOLD signals were higher when processing different colors. (B) Comparing two task con-
ditions showed that BOLD signals exhibited a wide response width when processing different shapes. (C) Comparing complex tasks with simple 
tasks showed that peak BOLD were higher during complex tasks. (D) BA18 was activated less than BA19 during the complex task. fMRI: Function-
al magnetic resonance imaging; ROI: region of interest; BOLD: blood oxygenation level dependent; BA: Brodmann area.
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inferior temporal gyrus (BA37), right anterior central gyrus 
(BA6), superior and middle frontal gyrus (BA46), prefrontal 
cortex (BA9), parietal lobe (BA7), cingulate gyrus (BA31), 
and surrounding cingulate cortex (BA24). Experimental par-
adigm 2 significantly enhanced the activation in the lingual 
gyrus (BA18). The double-feature condition activated occip-
ital lobe (BA17, 18, 19), right anterior central gyrus (BA6), 
parietal lobe (BA7), and cingulate cortex (BA24) more than 
the control condition did. The single-feature condition ac-
tivated the occipital lobe (BA17, 18, 19) significantly more 
than the control condition did. In this task, BA46 was also 
activated because of working memory (i.e., short-term 
memory) and attentional requirements of the task. BA7, 
which is highly involved in the integration of visual spatial 
information and receives projections from the corpus stria-
tum and cingulate gyrus, was also activated.

According to the Talairach coordinates [–39, –10, –27], a 
region of interest (ROI) in the fusiform gyrus was selected. 
The blood oxygenation level dependent (BOLD) signals are 
shown in Figure 3A. Comparing the two task conditions 
revealed that peak BOLD signals were high when processing 
different colors, which was consistent with studies address-
ing the correlation between fusiform gyrus activity and 
color. According to the Talairach coordinates [–39, –89, 18], 
a ROI in the visual association cortex BA18 was selected and 
the BOLD signals are shown in Figure 3B. Comparing the 
two task conditions revealed that these BOLD signals exhib-
ited a wide response width upon processing different shapes. 

According to the Talairach coordinates [–6, –93, 6], a 
ROI in visual association cortex BA18 was selected and the 
BOLD signals are shown in Figure 3C. Comparing paradigm 
1 (simple) and paradigm 2 (complex) showed that peak 
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BOLD signals were higher during the complex task in which 
the peak voxel [–12, –93, 30] was located at BA19. The voxels 
at BA18 [–6, –9, 36] were selected to construct ROIs, and the 
fMRI signals were compared. As shown in Figure 3D, BA18 
was slightly activated during the complex task. This indicates 
that the visual cortex was activated first in the visual tasks, 
and the stimuli features were identified through the integra-
tion and processing of image information in the frontal lobe.

Brain-function network and attributes 
Fischer-Z value of the correlation coefficients in the vision-
related brain regions
The correlation coefficients between voxels in visual brain 
regions were subjected to Fisher-Z transformation to ensure 
a normal distribution.

At rest, 18 brain regions involving 162 connecting lines 
contributed to visual information processing. Z-values were 
analyzed using a t-test and 84 positive connections were ob-
tained. When│Z│≥ 0.2, there were 23 positive connections, 
when 0.2 >│Z│≥ 0.15, there were 3 positive connections, 
when 0.15 >│Z│≥ 0.1, there were 6 positive connections, 
and when 0.1 >│Z│≤ 0.05, there were 13 positive connec-
tions. When│Z│≤ 0.05, 18 brain regions involving 45 posi-
tive connections critically contributed to visual information 
processing (Figure 4A).

When subjects viewed stimuli with different color and 
shape features, 18 brain regions containing 162 lines were 
shown to be involved in visual information processing. 
Transformed Z-values were analyzed using a t-test and 86 
positive connections were found. When│Z│≥ 0.2, there were 

Table 3 Distribution of resting-state and task-state visual brain 
regions

Node
Brain 
regions

Resting-state 
module Node 

Brain 
regions

Task-state 
module

43 L.CAL 5 44 R.CAL 2

44 R.CAL 5 54 R.IOG 2

45 L.CUN 5 56 R.FFG 2

46 R.CUN 5 90 R.ITG 2

47 L.LING 5 52 R.MOG 3

48 R.LING 5 45 L.CUN 4

49 L.SOG 5 46 R.CUN 4

50 R.SOG 5 48 R.LING 4

51 L.MOG 5 49 L.SOG 5

52 R.MOG 5 50 R.SOG 5

53 L.IOG 5 53 L.IOG 5

54 R.IOG 5 59 L.SPG 5

55 L.FFG 5 60 R.SPG 5

56 R.FFG 5 43 L.CAL 6

59 L.SPG 5 47 L.LING 6

60 R.SPG 5 51 L.MOG 6

89 L.ITG 5 55 L.FFG 6

90 R.ITG 5 89 L.ITG 6

L.CAL: Left calcarine fissure and surrounding cortex; R.CAL: right 
calcarine fissure and surrounding cortex; L.CUN: left cuneus; R.CUN: 
right cuneus; L.LING: left lingual gyrus; R.LING: right lingual gyrus; 
L.SOG: left superior occipital gyrus; R.SOG: right superior occipital 
gyrus; L.MOG: left middle occipital gyrus; R.MOG: right middle 
occipital gyrus; L.IOG: left inferior occipital gyrus; R.IOG: right inferior 
occipital gyrus; L.FFG: left fusiform gyrus; R.FFG: right fusiform gyrus; 
L.SPG: left superior parietal gyrus; R.SPG: right superior parietal gyrus; 
L.ITG: left inferior temporal gyrus; R.ITG: right inferior temporal 
gyrus; L: left; R: right. 

Figure 5 Connectivity between visual brain regions. 
When subjects were at rest, connectivity was the highest in the left middle occipital gyrus (0.0621), followed by the left lingual gyrus (0.0601). 
When subjects were doing the visual task, connectivity was the highest inthe right superior parietal gyrus (0.0684), followed by the left middle 
occipital gyrus (0.0653). L.CAL: Left calcarine fissure and surrounding cortex; R.CAL: right calcarine fissure and surrounding cortex; L.CUN: left 
cuneus; R.CUN: right cuneus; L.LING: left lingual gyrus; R.LING: right lingual gyrus; L.SOG: left superior occipital gyrus; R.SOG: right superior 
occipital gyrus; L.MOG: left middle occipital gyrus; R.MOG: right middle occipital gyrus; L.IOG: left inferior occipital gyrus; R.IOG: right inferior 
occipital gyrus; L.FFG: left fusiform gyrus; R.FFG: right fusiform gyrus; L.SPG: left superior parietal gyrus; R.SPG: right superior parietal gyrus; 
L.ITG: left inferior temporal gyrus; R.ITG: right inferior temporal gyrus. 
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22 positive connections, when 0.2 >│Z│≥ 0.15, there were 
8 positive connections, when 0.15 >│Z│≥ 0.1, there were 14 
positive connections, and when  0.1 >│Z│≥ 0.05, there were 
21 positive connections, When│Z│≥ 0.05, 18 brain regions 
involving 65 positive connections critically contributed to 
visual information processing (Figure 4B).

Node connectivity in the vision-related brain regions
Connectivity refers to the total number of effective connec-
tions at a certain node in the brain network and evidences 
the importance of this node in the network.

During the visual task, 18 brain regions were highly in-
volved in visual information processing. From high to low 
connectivity, they were as follows: right superior parietal gy-
rus (0.0684), left middle occipital gyrus (0.0653), left lingual 
gyrus, right middle occipital gyrus, right precuneus, right 
superior occipital gyrus, left inferior occipital gyrus, left in-
ferior occipital gyrus, left calcarine fissure and surrounding 
cortex, right inferior occipital gyrus, left precuneus, right 
inferior temporal gyrus, left superior parietal gyrus, left fu-
siform gyrus, right calcarine fissure and surrounding cortex, 
right lingual gyrus, right fusiform gyrus, and left inferior 
temporal gyrus (Figure 5). 

When subjects were at rest, 18 brain regions were highly 
involved in visual information processing. From high to low 
connectivity, they were as follows: left middle occipital gyrus 
(0.0621), left lingual gyrus (0.0621), right fusiform gyrus, 
left superior occipital gyrus, left inferior occipital gyrus, 
right precuneus, right superior occipital gyrus, left calcarine 
fissure and surrounding cortex, left precuneus, right lingual 
gyrus, right inferior temporal gyrus, right middle occipi-
tal gyrus, right inferior occipital gyrus, left fusiform gyrus, 
right calcarine fissure and surrounding cortex, left superior 
parietal gyrus, right superior parietal gyrus, and left inferior 
temporal gyrus (Figure 5). 

Module partition of the brain-function network 
The resting-state brain-function network was divided into 
six modules, and the vision-related brain regions were locat-
ed in module 5 (Figure 6A). Those in the module included: 
left and right calcarine fissure and surrounding cortex (No. 
43 and 44 in the AAL template), left and right cuneus (No. 
45 and 46 in the AAL template), left and right lingual gyrus 
(No. 47 and 48 in the AAL template), left and right superior 
occipital gyrus (No. 49 and 50 in the AAL template), left and 
right middle occipital gyrus (No. 51 and 52 in the AAL tem-
plate), left and right inferior occipital gyrus (No. 53 and 54 
in the AAL template), left and right fusiform gyrus (No. 55 
and 56 in the AAL template), left and right superior parietal 
gyrus (No. 59 and 60 in the AAL template), as well as left 
and right inferior temporal gyrus (No. 89 and 90 in the AAL 
template). Previous studies have shown that the parietal lobe 
is responsible for the binding of color and shape features, 
while the fusiform gyrus is associated with the processing of 
color and shape features. 

The task-state brain-function network was divided into 
seven modules and the vision-related brain regions were 

located in different modules (Figure 6B). Among them, the 
right calcarine fissure and surrounding cortex (No. 44 in the 
AAL template), right inferior occipital gyrus (No. 54 in AAL 
template), right fusiform gyrus (No. 56 in AAL template), 
and right inferior temporal gyrus (No. 90 in the AAL tem-
plate) were located in module 2. The right middle occipital 
gyrus (No. 52 in the AAL template) was located in module 
3. The left and right cuneus (No. 45 and 46 in the AAL tem-
plate) and right lingual gyrus (No. 48 in the AAL template) 
were located in module 4. The left and right superior occip-
ital gyrus (No. 49 and 50 in the AAL template), left inferior 
occipital gyrus (No. 53 in the AAL template), and left and 
right superior parietal gyrus (No. 59 and 60 in the AAL tem-
plate) were located in module 5. The left calcarine fissure and 
surrounding cortex (No. 43 in the AAL template), left lingual 
gyrus (No. 47 in the AAL template), left middle occipital gy-
rus (No. 51 in the AAL template), left fusiform gyrus (No. 55 
in the AAL template), and left inferior temporal gyrus were 
located in module 6. The module distribution of resting-state 
and task-state visual brain regions is shown in Table 3. 

Discussion
Position of activated regions
Vision-related brain regions were significantly activated in 
two conditions. The presence of activation and the degree of 
activation supported the theory regarding ventral visual in-
formation processing pathway (Saur et al., 2008). The ventral 
visual pathway extends from the primary visual cortex to the 
occipital-temporal cortex through visual association cortex. 

Brain activation during color and shape recognition may 
increase along with the number of visual features. Here, in-
creased complexity promoted the activation of brain regions. 
Simple tasks will not mobilize the frontal lobe. This is con-
sistent with the findings of Smith and Jonides (1997), which 
showed right prefrontal lobe and BA46 activation using PET 
scans. The frontal lobe plays a role in the feature integration 
process and the right prefrontal lobe is highly involved in 
the processing of visual materials. BA7 is also responsible for 
the integration of visual spatial information, and receives 
projections from the corpus striatum and cingulate gyrus. 

Analysis of brain functional network 
Z values of visual brain regions 
The complex brain network associated with the vision was 
also active even at rest when no visual tasks were being per-
formed. 

The results of the present study showed that there were 18 
nodes involving 162 pairs of functional connections in the 
vision-related brain network. There were 84 and 86 pairs of 
positive connections found at rest and during the task, re-
spectively. When the minimum threshold value was defined 
as 0.05, 45 and 65 pairs of positive connections were found 
at rest and during the task, respectively. This indicates that 
connections between the visual brain regions were sparse 
during the resting state, but became dense during the task. 

Our findings further confirmed the dynamic equilibrium 
of the brain network, in which sparse connections during 
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a resting state maintain a state of readiness for use in exe-
cuting tasks. Once a visual task begins, the brain-function 
network immediately enters a state of tight connections, 
and brain regions with similar functions begin to strengthen 
functional connections, allowing color and shape processing, 
and ultimately achieving the binding of color and shape. 
Connectivity of visual brain regions 

The connectivity in the left middle occipital gyrus and the 
left lingual gyrus was higher during both resting and task 
states, with only a subtle difference between states. At rest, the 
left middle occipital gyrus and left lingual gyrus had the first 
and second highest connectivity values, while during the task, 
they had the second and third highest connectivity. Therefore, 
the left middle occipital gyrus and the left lingual gyrus are the 
crucial and stable nodes in the vision-related brain network. 

Bundling of visual features is achieved through the spatial 
position, and attention to the same position leads to binding 
of visual components at this position. In the two-stage the-
ory of feature binding, the binding of surface features such 
as color and shape is classified as the second stage of the 
two-stage process. At this stage, binding requires attention 
and the parietal lobe plays a key role. Increasing evidence 
has shown a correlation between parietal lobe activity and 
spatial attention (Haxby et al., 1991; Humphreys et al., 2000; 
Marois et al., 2000). When the resting state transitions to the 
task state, the degree of the connectivity in the left and right 
parietal lobe is increased. This can be explained by the fact 
that the parietal lobe is highly involved in the execution of 
the color and shape binding, which needs the information 
from other brain regions. 

Mounting evidence has demonstrated that the fusiform 
gyrus is responsible for the color processing, and it can filter 
excessive information and process some static shapes. The 
inferior temporal gyrus is mainly involved with shape-relat-
ed information, and can filter out useless information and 
transmit shape information to advanced visual areas. For 
instance, inferior temporal cortex (TI) or fusiform gyrus 
(GF) injury result in disorders of shape identification (Walsh 
and Butler, 1996; Merigan et al., 1997). A large number of 
studies regarding brain cognitive imaging techniques (MEG, 
PET, fMRI) have demonstrated that the inferior temporal 
gyrus is responsible for shape perception (Kraut et al., 1997; 
Kourtzi and Kanwisher, 2000; Okusa et al., 2000). In color 
and shape binding experiments, the inferior temporal gyrus 
was critically involved in color and shape processing and 
filtering unrelated information, was only connected to the 
advanced brain regions that were related to vision, and ulti-
mately transferred information to advanced brain regions. 
Therefore, connectivity of the fusiform gyrus and inferior 
temporal gyrus during the task-state was reduced compared 
with the resting state. 

Module partition analysis 
At rest, all visual brain regions were located in module 5. This 
indicates that brain regions with similar functions were tight-
ly connected during the resting state, while those with differ-
ent functions were sparsely connected. Additionally, hearing 
and language involved separate brain function networks. 

During the task, module 2, 5, and 6 is analyzed first. In-
creasing evidence shows that the brain has four parallel sys-
tems for the processing visual information: V5 is responsible 
for motor information, V4 is responsible for color informa-
tion. Both V3 and V4 are responsible for shape information, 
with V3 responding to dynamic shape and V4 responding 
to static shape. The right calcarine fissure and surrounding 
cortex within module 2 are the primary visual cortex (V1), 
which functions to accept external sensory information and 
transfer it to higher visual cortical regions. The right inferior 
occipital gyrus is responsible for color processing, the right 
fusiform gyrus mainly deals with color information and stat-
ic shape information, and the right inferior temporal gyrus 
is involved in advanced visual processing. Module 6 includes 
the left calcarine fissure and surrounding cortex, left lingual 
gyrus, left middle occipital gyrus, left fusiform gyrus, and 
left inferior temporal gyrus. The functions of these brain 
regions are similar to that of the left regions in module 2. 
Module 5 includes the right superior occipital gyrus, left 
inferior occipital gyrus, and left and right superior parietal 
gyri. Module 2 and 6 confirm the ventral pathway along 
the occipital and temporal lobe is associated with color and 
shape processing. 

Resting-state brain-function networks have been applied 
in disease research, but the task-state brain-function net-
work for color and shape binding has not been a common 
focus of research. This study analyzed a complex network 
with graph theory and partitioned the brain-network mod-
ules with a community-partitioning algorithm. The hierar-
chical structure and attributes of the constructed network 
were analyzed. Understanding the feature-binding process 
will help establish computer models of vision, and improve 
image recognition technology.
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