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C E L L  B I O L O G Y

Mad3 modulates the G1 Cdk and acts as a  
timer in the Start network
Alexis P. Pérez1,2, Marta H. Artés1, David F. Moreno1, Josep Clotet2*, Martí Aldea1,2*

Cells maintain their size within limits over successive generations to maximize fitness and survival. Sizer, timer, 
and adder behaviors have been proposed as possible alternatives to coordinate growth and cell cycle progression. 
Regarding budding yeast cells, a sizer mechanism is thought to rule cell cycle entry at Start. However, while many 
proteins controlling the size of these cells have been identified, the mechanistic framework in which they participate 
to achieve cell size homeostasis is not understood. We show here that intertwined APC and SCF degradation 
machineries with specific adaptor proteins drive cyclic accumulation of the G1 Cdk in the nucleus, reaching maximal 
levels at Start. The mechanism incorporates Mad3, a centromeric-signaling protein that subordinates G1 progression 
to the previous mitosis as a memory factor. This alternating-degradation device displays the properties of a timer 
and, together with the sizer device, would constitute a key determinant of cell cycle entry.

INTRODUCTION
The scale and efficiency of most molecular processes that take place 
within a cell depend on its size. Hence, as an important factor of 
fitness and survival, cell size is maintained within constant limits 
under unperturbed conditions of growth (1–4). In budding yeast, 
although cells show a size checkpoint at the G2-M transition (5–7), 
they primarily control their size before S-phase entry at a point termed 
Start (8, 9), where cell size displays the lowest variability compared 
to other cell cycle transitions.

In principle, size homeostasis can be attained by means of three 
different model mechanisms: sizers, timers, and adders (10). A sizer 
allows cells to test their size and can be based on accumulation of 
inducers or dilution of inhibitors of cell cycle entry as cells grow. 
Timers are able to trigger a molecular event as a function of time, 
and they may be originated by enzymatic reactions functioning at 
saturation. Last, the adder allows cells to measure a fixed size incre-
ment and may emanate from the combination of molecular mecha-
nisms acting as timers and sizers (11, 12). However, available 
experimental evidence addressing whether G1 is controlled by sizer, 
timer, or adder mechanisms is inconclusive in yeast (13–15) and 
mammalian cells (16).

Cyclin Cln3 is the most upstream activator of Start (17). This G1 
cyclin forms a complex with Cdc28, the cell cycle cyclin-dependent 
kinase (Cdk) in budding yeast, to activate transcription of the G1-S 
regulon (18) by phosphorylation of RNAPolII C terminus (19), 
where CLN1 and CLN2, two additional G1 cyclins under the control 
of Whi5, create a positive feedback loop that makes Start a robust 
and irreversible transition (20). Alteration of key molecules of the 
Start network has prominent effects on the critical size (21). In 
particular, Cln3 and Whi5 modulate cell size in a precise dose- 
dependent manner. Whi5 is synthesized during the previous cycle 
independently of cell mass and is diluted by growth in G1 (22), thus 
offering the key properties to function as a sizer molecule at Start 
(11, 23). The Cln3 cyclin is present at low but nearly constant levels 
throughout G1 (17, 24), and its nuclear accumulation depends on 

Hsp70/Hsp40 chaperone systems and the Cdc48 segregase (25–27), 
which would be important for subjugating cell cycle entry to growth 
rate and aging (14, 28, 29). Cln3 is recruited to G1-S promoters, and 
its titration as a function of the mass/DNA ratio has been proposed 
as a sizer mechanism (30). Nonetheless, no evidence exists showing 
that changes in Cln3 levels or subcellular distribution during G1 
play a role in a sizer or timer mechanism.

Here, we analyze the mechanisms regulating nuclear accumula-
tion of Cln3 during G1 progression and entry into the cell cycle, and 
we find that Mad3, a nuclear centromeric-signaling factor (31), plays an 
active role in by Skp1–Cullin–F-box (SCF) degradation of Cln3 in the 
nucleus. In turn, Mad3 levels decrease during G1 by anaphase-promoting 
complex (APC)–dependent degradation, thus raising the nucleo-
cytoplasmic ratio of Cln3 as cells progress in G1 to reach a maximal 
level at cell cycle entry. Our results reveal a new regulatory layer in 
G1 control and provide a mechanism with a timer behavior in the 
Start network.

RESULTS
Cyclin Cln3 accumulates in the nucleus in G1 and peaks 
during entry into the cell cycle
We previously observed by indirect immunofluorescence methods 
a prominent nuclear signal of Cln3 when cells enter the cell cycle 
(26, 32). To characterize the temporal dynamics of this phenomenon, 
we decided to monitor G1 cyclin localization in live cells during G1 
progression by time-lapse microscopy. Cln3 is too short-lived to be 
detected as a fluorescent-protein fusion in single cells unless partially 
stabilizing mutations are used (22, 33). To avoid premature entry 
into the cell cycle caused by elevated G1 cyclin levels, a hypoactive 
mutation in the cyclin box was also introduced that maintains size 
within a physiological range. As previously described (22), mCit- 
Cln311A displayed a distinct nuclear signal in most asynchronously 
growing cells. However, after careful measurement of images ob-
tained by wide-field fluorescence microscopy (fig. S1A), we observed 
that nucleocytoplasmic ratios of mCit-Cln311A increased during G1 
progression and reached maximum values at budding (Fig. 1, A to C), 
thus confirming previous observations obtained with 3HA-tagged 
wild-type Cln3 by immunofluorescence (32). To support the nu-
cleocytoplasmic ratio data, we also directly measured the nuclear 
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concentration of mCit-Cln311A by confocal time-lapse microscopy 
and obtained comparable results (fig. S1, C to E) to those by wide-
field microscopy (fig. S1B). The nuclear concentration of mCit- 
Cln311A did not change significantly with cell size at birth 
(Fig. 1D), suggesting that Cln3 is passively segregated during cell 
division, likely because of free diffusion between mother and daughter 
compartments. Last, intercellular variability of the nuclear concentra-
tion of mCit-Cln311A decreased during G1 and reached a minimum 

about 10 min before budding (Fig. 1E), which points to nuclear levels 
of Cln3 as a likely key parameter ruling entry into the cell cycle.

Cln3 contains a bipartite nuclear localization signal (NLS) at its 
C terminus that is essential for proper entry into the cell cycle (34, 35). 
Since Cdc28 depends on the cyclin Cln3 NLS to accumulate in the 
nucleus in G1 cells (32), we decided to study a Cdc28-GFP (green 
fluorescent protein) fusion in a wild-type CLN3 background to test 
the results observed with the mCit-Cln311A protein. While total 

Fig. 1. Cln311A accumulates specifically in the nucleus during G1 and reaches a maximum around Start. (A) Cells expressing mCit-Cln311A were analyzed by wide-field 
time-lapse microscopy during G1 progression and entry into the cell cycle. The fluorescence signal of mCit-Cln311A (yellow) and the bright-field contour (blue) from a 
representative cell at different times relative to budding are shown. Scale bar, 2 m. (B) Heatmap displaying nucleocytoplasmic ratios of mCit-Cln311A during G1 and entry 
into the cell cycle. Data in relative units (r.u.) were obtained from single cells (N = 50) every 5 min and aligned to budding time. (C) Nucleocytoplasmic ratio of mCit-Cln311A 
in G1 cells as in (A) aligned to budding. Relative mean ± SE values (N = 100) are plotted. Data obtained from GFP-expressing cells are shown as control. (D) Nuclear concen-
tration of mCit-Cln311A in cells at birth as a function of cell volume. Relative single-cell (N = 100, small circles) and binned data (N = 10, large circles) with the corresponding 
regression line are plotted. (E) Intercellular variability of nuclear mCit-Cln311A concentration during G1 and entry into the cell cycle. Coefficient of variation ± SE values of 
nuclear mCit-Cln311A concentration are plotted as a function of time to budding.
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Whi5-mCherry concentration showed a steady decrease during G1 
as described (22), overall Cdc28-GFP concentration was kept con-
stant (fig. S2A). However, Cdc28-GFP displayed a progressive accu-
mulation in the nucleus until late G1, with a maximal value at Start as 
determined by completion of Whi5-mCherry export, approximately 
12 min before budding (Fig. 2, A and B). Notably, the nuclear con-
centration of Cdc28-GFP correlated (P < 1 × 10−11) with the total 
concentration of Whi5-mCherry in single cells at Start (Fig. 2C), in 

which the fitted slope attained maximal values (fig. S2B). As expected, 
we observed no correlation between the nuclear concentration of 
Cdc28-GFP and the total concentration of mCherry expressed from 
a constitutive promoter (fig. S2C). These data support the idea that 
critical nuclear Cdc28 and Whi5 levels are main determinants of 
Start, where cells would integrate signals on both the G1 Cdk and 
the G1-S inhibitor when entering the cell cycle (22, 33). Regarding 
the role of Cln3, we found that nuclear accumulation of Cdc28-GFP 

Fig. 2. Cln3 boosts nuclear import of Cdc28-GFP during cell cycle entry. (A) Cells expressing Cdc28-GFP and Whi5-mCh were analyzed by time-lapse microscopy 
during G1 progression and entry into the cell cycle. The fluorescence signal of Cdc28-GFP (yellow) and the bright-field contour (blue) from a representative cell at different 
times relative to budding are shown. Scale bar, 2 m. (B) Nucleocytoplasmic Cdc28-GFP and Whi5-mCh ratios in cells as in (A) aligned to budding. Relative mean ± SE 
values (N = 100) are plotted. (C) Nuclear Cdc28-GFP concentration as a function of cellular Whi5-mCherry concentration at Start. Relative single-cell data (N = 100, small 
circles) are plotted. Mean values of binned data (N = 10, large circles) and a regression line are also shown. (D) Nucleocytoplasmic Cdc28-GFP ratios in wild-type (wt) and 
Cln3-deficient (cln3) cells aligned to budding. Mean ± SE values (N = 100) are plotted. (E) Nuclear import rates of Cdc28-GFP in individual wild-type (wt) and Cln3-deficient 
(cln3) G1 cells. Data from wt cells in early G1 (newborn) or S-G2-M phases are shown for comparison. Median (N = 50) and quartile values are plotted. Pairwise comparisons 
were performed with a Mann-Whitney U test, and the resulting P values are indicated.
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was delayed in Cln3-deficient cells aligned at budding time, and 
nucleocytoplasmic ratios of Cdc28-GFP were always lower throughout 
entry into the cell cycle (Fig. 2D). Likely because of the fact that 
Cdc28 is present at much higher levels than Cln3 (17, 36), differences 
in the steady-state nucleocytoplasmic ratio of Cdc28-GFP in late 
G1 cells were only modest. Thus, we decided to analyze directly the 
import kinetics of Cdc28-GFP by nuclear fluorescence loss in photo-
bleaching (FLIP) (28). We found that the nuclear import rate of 
Cdc28-GFP required Cln3 and was minimal in early G1 compared 
to all other stages during G1 progression (Fig. 2E and fig. S2, D and 
E). Although the Cln3 NLS is essential for its role at Start, Cln1 and 
Cln2 would likely contribute to Cdc28 import (37) once the positive 
feedback loop is triggered, thus explaining the residual import rate of 
Cdc28 observed in the cln3 mutant. Overall, these data are consistent 
with a posttranslational mechanism that progressively increases the 
nuclear levels of Cln3 during G1 for the timely execution of Start.

Cln3 cyclin stability in the nucleus is modulated by Mad3 
and increases with cell size in G1 cells
The Cln3 NLS is constitutively active through all stages of the cell 
cycle (34, 35), and contrary to Cln1 and Cln2 (37), Cln3 does not 
seem to have a nuclear export signal. Thus, we speculated that the 
posttranslational control of the nuclear levels of Cln3 that we ob-
served could be due to protein stability. Cln3 is ubiquitinated by 
SCF with the aid of two alternative F-box proteins, Grr1 in the cyto-
plasm and Cdc4 in the nucleus (38), thus pointing to Cdc4 as a 
putative factor modulating Cln3 stability in the nucleus during G1. 
The dependence of Cln3 degradation on Cdc4 is almost absolute in 
the absence of Grr1 (38), suggesting that fine-tuning Cdc4 activity 
by regulatory factors could produce moderate but relevant changes 
in Cln3 levels in the nucleus. In this respect, we recently identified 
Mad3 as a nuclear centromeric-signaling protein that increases the 
critical size when cells contain an exceeding number of centromeres 
(39). During the course of these experiments, we found that Mad3 
interacts with Cln3 and Cdc4 and increases nuclear degradation of 
the G1 cyclin. Thus, we wanted to test whether Mad3 plays a role in 
the degradation of nuclear Cln3 in G1 phase under normal condi-
tions. As shown in Fig. 3A, while mCit-Cln311A half-life in wild-type 
G1 cells was ca. 20 min, degradation kinetics in Mad3-deficient cells 
were slower, producing a twofold extension in the half-life of 
mCit-Cln311A. Next, we analyzed degradation rates in G1 at the 
single-cell level and found a strong negative correlation with cell size 
in the wild-type strain but not in Mad3-deficient cells in which the 
degradation rate was constant independently of cell size (Fig. 3B). 
We found that the nucleocytoplasmic ratio and the concentration of 
mCit-Cln311A in the nucleus remained high from early G1 to budding 
in Mad3-deficient cells (Fig. 3C and fig. S3A). Mad3-deficient cells 
are smaller at budding (39), which is consistent with the idea that, 
by contributing to degradation of Cln3 during G1, the Mad3 protein 
acts as an inhibitor of Start. Accordingly, Cln3 was required for the 
reduction in budding volume caused by a mad3 deletion (fig. S3B).

Execution of Start not only depends on G1 cyclin levels but also 
on Whi5 (22, 40, 41). Unexpectedly, deletion of MAD3 in Whi5- 
deficient cells did not cause a further reduction in cell size (fig. S3B). 
On the other hand, we found no significant changes in Whi5 export 
kinetics and overall levels at Start when comparing wild-type and 
Mad3-deficient cells (fig. S3, C and D). Thus, although Mad3 would 
act specifically to restrain cyclin Cln3, the resulting effects on cell 
cycle entry would require an intact Start network.

Fig. 3. Cln311A stability in the nucleus is modulated by Mad3 and increases with 
cell size in G1 cells. (A) Analysis of mCit-Cln311A stability in the nucleus of wild-type 
(wt) and Mad3-deficient (mad3) G1 cells. Nuclear concentrations of mCit-Cln311A 
were determined at the indicated times after cycloheximide (CHX) addition. Mean ± SE 
values (N = 100) are plotted. (B) Degradation rate of mCit-Cln311A in wild-type (wt) 
and Mad3-deficient (mad3) G1 cells. Relative single-cell data (N = 100, small circles) 
are plotted. Mean values of binned data (N = 10, large circles) and the corresponding 
regression lines are also shown. (C) Nucleocytoplasmic mCit-Cln311A ratios in 
wild-type (wt) and Mad3-deficient (mad3) cells aligned to budding. Mean ± SE values 
(N = 100) are plotted.
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Mad3 protein levels oscillate during the cell cycle as a 
function of APC activity
Transcription of MAD3 and CDC4 is not cell cycle regulated (42), 
which prompted us to analyze levels of these two proteins when 
expressed from constitutive promoters during the cell cycle. While 
a GFP-Cdc4 fusion protein was maintained at constant levels 
(fig. S4A), mCh-Mad3 levels decreased during G1 progression 
(Fig. 4, A, B, and D) by posttranscriptional mechanisms (fig. S4B). 
By contrast, the concentration of mCh-Mad3 progressively recov-
ered during the S-G2-M period in the mother cell compartment and 
decreased during the last 10 to 15 min because of nuclear division 
(Fig. 4, C and E). Amounts of the mCh-Mad3 protein were segre-
gated during mitosis following a 1:1 ratio in mother and daughter 
cells, but because of their smaller size, daughter cells were born with 
a higher concentration of Mad3 (Fig. 4F), similar to data from 
early-G1 cells in Fig. 4D. Last, by using fluorescence resonance 
energy transfer (FRET), we found that levels of the Mad3-Cdc4 
complex were proportional to mCh-Mad3 from birth to budding 
(Fig. 4G and fig. S4C), indicating that Mad3 levels are sufficiently 
limiting to set the steady-state levels of the Mad3-Cdc4 complex 
during G1 progression.

Mad3 is an unstable protein that has been shown to be degraded 
in G1 with the key contribution of the APC and Cdh1 (43). Taking 
into account that APCCdh1 is activated late in mitosis and remains 
active throughout G1 until entry into S phase, Mad3 stability should 
be sharply reduced during mitotic exit, thus providing an explana-
tion to the observed progressive decline in Mad3 protein levels during 
the ensuing G1 phase until the new steady state set by APCCdh1 acti-
vation is reached. To test this prediction, we analyzed a Mad3 mu-
tant lacking the KEN30 box that mediates degradation by Cdh1 (43) 
and found that protein concentration at budding was higher com-
pared to wild type (fig. S4D) and, notably, did not decrease during 
G1 (fig. S4E).

Next, we wanted to test whether Cdh1 is not only necessary but 
also limiting for Mad3 degradation in G1 cells. As the CDH1 gene is 
normally expressed at low levels, we analyzed GAL1p-CDH1 cells 
in medium with raffinose to limit GAL1p activity to basal levels 
and attain a low level of expression. These conditions, which caused 
a moderate 3.2-fold increase in CDH1 expression over wild-type 
cells, decreased levels of Mad3 by 2.7-fold in G1 cells and produced 
a clear reduction in cell size (Fig. 4, H and I), similar to that ob-
served in Mad3-deficient cells (39). Confirming the dependence of 
Mad3 stability on anaphase completion, the concentration of Mad3 
readily increased in cells arrested in metaphase by turning off 
GAL1p-CDC20 expression (fig. S4F). In summary, these results in-
dicate that Mad3 protein levels oscillate during the cell cycle, reach-
ing a minimum value in daughter cells at the G1-S transition, and 
point to the cyclic activation APCCdh1 as a new layer of control in 
the Start network.

We previously observed a spindle-assembly checkpoint (SAC)- 
dependent delay in mitosis in cells containing an exceeding number 
of centromeric sequences (39), which prompted us to test the effects 
on Mad3. We found that Mad3 levels increased in newborn cells 
with centromere-containing plasmids (fig. S4G). Mad3 levels dis-
played a positive correlation with cell size at birth in cells transformed 
with three centromeric vectors (fig. S4H), suggesting that longer 
delays in the previous mitosis up-regulate Mad3 to higher levels. 
In all, these data point to Mad3 as a sensor of the metaphase-anaphase 
transition that modulates the duration of the ensuing G1 phase.

Fig. 4. Mad3 protein levels oscillate during the cell cycle as a function of APC 
activity. (A) Cells expressing mCh-Mad3 from a constitutive promoter during G1 
progression and entry into the cell cycle. A representative cell at different times 
relative to budding is shown. Scale bar, 2 m. (B and C) Heatmaps displaying 
mCh-Mad3 concentration during the cell cycle. Relative data from single cells (N = 50) 
were obtained every 5 min and aligned to budding (B) or nuclear division (C). (D and 
E) Cellular concentration of mCh-Mad3 in cycling cells as in (A) aligned to budding 
(D) or nuclear division (E). Relative mean ± SE values (N = 100) are plotted. (F) Nuclear 
segregation of mCh-Mad3. Total amounts (left) and concentrations (right) of 
mCh-mad3 were determined in daughter and mother cell compartments after 
nuclear division and the corresponding relative data with median (N = 25) and 
quartile values are plotted. Pairwise comparisons were performed with a Mann-Whitney 
U test, and the resulting P values are indicated. Histone Htb2 fused to mCherry 
(Htb2-mCh) was used as control. (G) Mad3-Cdc4 interaction efficiency in G1 cells. 
Cells expressing mCh-Mad3 and GFP-Cdc4 were analyzed by FRET during G1 pro-
gression and cell cycle entry. Relative mean ± SE values (N = 50) of the inferred 
Mad3-Cdc4 complex relative to mCh-Mad3 levels in cells aligned to budding are 
plotted. (H) Representative images of cells with empty vector (wt) or expressing a 
GAL1p-CDH1 construct (oCDH1) in raffinose medium to limit GAL1p expression 
to basal levels. (I) Concentration of mCh-Mad3 (left, N = 25) and cell volume (right, 
N = 100) in G1 cells as in (H). Single-cell data with the corresponding median 
and quartile values are plotted. Pairwise comparisons were performed with a 
Mann-Whitney U test, and the resulting P values are indicated.
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Mad3 adds a timer component to the mechanisms of G1 
cyclin activation at Start
Protein degradation normally follows apparent first-order kinetics 
determined by a half-life parameter in time units (44, 45) and pro-
vides oscillators with robust temporal dynamics (46). Thus, we asked 
whether Mad3 degradation would introduce a time-dependent mech-
anism in G1 control. Early work in fission yeast established a theo-
retical framework based on simple cell size measurements to test 
the existence of timer and sizer mechanisms controlling a cell cycle 
phase (47). Briefly, concerning control of G1 in budding yeast, the 
increase in size from birth to budding should be independent of the 
birth size if G1 length is only determined by a timer (Fig. 5A), which 
would produce a null or positive slope depending on whether linear 
or exponential growth is considered. By contrast, if the end of G1 is 
determined by a critical size (Fig. 5B), then cells born with a smaller 
size than average must increase their size to a larger extent than those 
born larger, i.e., cell volume extension during G1 would negatively 
correlate with birth volume and display a slope of −1. However, 
available experimental data do not univocally discriminate between 
these two possible scenarios. Wild-type cells of budding yeast display 
a negative slope, from −0.4 to −0.3 depending on strain background 
(13, 14) but far from the theoretical −1 value predicted by the sizer 
mechanism. In agreement with previous data, wild-type cells used 
in this study displayed a slope of −0.283 in asynchronous cultures 
(Fig. 5C) and −0.296 in newly born cells (fig. S5A). Notably, Mad3- 
deficient cells exhibited a slope of −0.835 in asynchronous cultures 
(Fig. 5D) and −0.773 in newly born cells (fig. S5B), significantly dif-
ferent (P = 2.10 × 10−4) from those obtained from wild-type cells 
(fig. S5C), which indicates that Mad3 weakens the sizer behavior of 
G1 control, perhaps by adding a timer mechanism. To analyze this 
possibility, we used experimental data on cycle time, G1 length and 
cell volumes at birth and budding, and simulated the dependence of 
cell volume extension in G1 on birth volume with the aid of a pure 
sizer model or alternative models wherein the sizer device coexists 
with either timer or adder mechanisms. To reproduce the observed 
variability in cell volume and G1 length, experimental coefficients of 
variation were introduced in the models (Fig. 5, E and F, and data 
file S1). While sampled simulations of the sizer and adder-sizer 
models produced median slopes of −1 and −0.49, respectively, the 
timer-sizer model exhibited a median slope of −0.3, very similar to 
that obtained from bootstrapped samples of wild-type cells (Fig. 5G). 
By contrast, the dependence of cell volume extension on birth 
volume displayed by Mad3-deficient cells was stronger, with a nega-
tive slope much closer to that predicted by the pure sizer model. 
Together, these data point to the notion that Mad3 contributes with 
a timer behavior to the mechanisms that trigger entry into the cell 
cycle. Supporting this idea, Mad3 concentration displayed similar 
average values and variability in cells born with different sizes 
(fig. S5D), which would rule out a function as a sizer molecule (23).

To assess the relative contribution of the sizer and timer mecha-
nisms in cell cycle entry, we analyzed the probability of budding as 
a function of cell size and time by multivariable logistic regression. 
We found that both cell volume (P < 1 × 10−3) and time from birth 
(P < 1 × 10−3) were significant predictors of budding in wild-type 
cells (Fig. 6, A and C). However, whereas cell volume accurately 
(P < 1 × 10−4) predicted budding in mad3 cells, time from birth had 
no effect (P = 0.26) (Fig. 6, B and D).

Last, to test further whether Mad3 degradation could act as a timer, 
we asked whether degradation and dilution mechanisms would be 

Fig. 5. Mad3 tilts the sizer behavior of G1 control. (A and B) Timer and sizer 
mechanisms in G1 control. If G1 length is only determined by time (A), the increase 
in size from birth to budding should be greatly independent of the birth size and 
produce a null or positive slope depending on whether linear or exponential growth 
in G1 is considered. By contrast, if G1 length only depends on the time required to 
reach a critical size (B), then cells born with a smaller size than average would have 
to increase their size to a larger extent than others, i.e., cell volume extension 
during G1 should negatively correlate with birth volume (slope, −1). (C and D) Cell 
volume extension in G1 as a function of birth volume in wild-type (wt, C) and 
Mad3-deficient (mad3, D) cells. Relative single-cell data (N = 100, small circles) are 
plotted. Mean values of binned data (N = 10, large circles) and the corresponding 
regression lines are also shown. (E and F) Simulations of the cell volume extension 
in G1 as a function of birth volume in the mixed timer-sizer (E) or sizer-only (F) models. 
Relative single-cell data (N = 1000, small circles) are plotted. Mean values of binned 
data (large circles) and the corresponding regression lines are also shown. (G) G1 
control behavior of wild-type (wt) and Mad3-deficient (mad3) cells as measured by 
the absolute value of the slope from volume extension versus birth volume data. 
Bootstrapped values (N = 100) with the corresponding median and quartile values 
are plotted. Simulations produced from sizer, timer-sizer, and adder-sizer models 
are also shown.
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equally effective. To this end, we simulated the decrease in Mad3 levels 
by degradation or dilution as deduced from experimental data on 
protein half-life (43, 48) and mass doubling times, respectively. 
Applying the experimental coefficient of variation of mCh-Mad3 in 
cells at birth, we observed that Mad3 levels rapidly converged by 
degradation but not by dilution when G1 progression was simulated 
(Fig. 6E). As a consequence, only degradation upshift predicted 
reaching a threshold in a range of times compatible with experi-
mental G1 lengths (Fig. 6F).

DISCUSSION
G1 cyclins are highly unstable (49, 50), and this property allows cells 
to rapidly down-regulate their levels after transcriptional shut-off 
and, hence, quickly prevent entry into the cell cycle as a response to 
unfavorable conditions. In budding yeast, whereas G1 cyclins are 
unstable throughout the cell cycle (51), the overall levels of Cln3 
display a slight but significant increase during G1 under nonperturbed 
conditions (52). Despite the relevance of degradation in cyclin reg-
ulation, its modulation during G1 progression and cell cycle entry 
has not been analyzed. By using a partially stabilized hypoactive cyclin 
that allows live single-cell analysis (22, 33), we found that the nuclear 
concentration of Cln3 increases as cells progress in G1 and reaches 
a maximal level at cell cycle entry. As a consequence, Cln3 increased 
nuclear import and triggered accumulation of Cdc28 in the nucleus 
during mid-G1 to reach a plateau later at Start that displayed a 
strong correlation with Whi5, the key inhibitor of the G1-S regulon. 
We also found that Cln3 degradation by SCF is reduced as cells 
progress in G1 in a Mad3-dependent manner. Mad3 levels, in turn, 
decreased during G1 by APC-mediated degradation, thus defining a 
new layer for G1 control (Fig. 6G).

While synthesis of Cln3 is assumed to be the key mechanism 
sensing the nutritional (53–57) and metabolic (41) status of the cell, 
modulation of Cln3 activity by growth rate, stress, and aging would 
be exerted at chaperone-dependent steps of protein folding and 
from the endoplasmic reticulum (ER) release (26–29). Regarding 
the specific physiological roles of the Mad3-based mechanism de-
scribed here, we propose that Mad3 acts as a timer component in 
the Start network, thus explaining a long- standing question in cell 
size control. Wild-type cells of budding yeast display a negative 
correlation between cell volume extension and birth volume (13, 14), 
but the observed slopes are at odds with the theoretical −1 value 
produced by the sizer mechanism. This important discrepancy has 
been attributed to different factors such as noise in the Start network 
(12, 13) and single-cell variability in growth rate (14). Here, we show 
that, compared to wild-type, Mad3- deficient cells display a slope very 
close to that predicted by the pure sizer model, indicating that 
Mad3-dependent degradation of Cln3 counteracts the sizer proper-
ties of other mechanisms of G1 control such as dilution of Whi5 
(11, 22). Nevertheless, the negative correlation of cell volume ex-
tension with birth volume in cells lacking Mad3 displayed a median 
slope (−0.827) significantly different from −1, which suggests that 
other factors and/or a noisy molecular design of the Start network 
also contribute to reduce the sizer behavior in G1 control.

The dynamic properties of Mad3 down-regulation by APC are 
perfectly compatible with a timer mechanism. The half-life of Mad3 
is ca. 30 min in G1, which makes it possible to decrease its steady-
state levels about twofold in 60 to 70 min, and cause relevant changes 
in Cln3 stability during the time period spent by cells in G1 phase. 

Fig. 6. Mad3 as a timer mechanism in G1 cyclin activation at Start. (A to D) Logistic 
regression analysis of cell volume (A and B) and time from birth (C and D) as predictors 
of cell budding in wild-type (A and B) and Mad3-deficient (C and D) cells. Data from 
sampled time frames (N = 1000, small dots) of cells growing in G1 are plotted with 
the corresponding logistic regression curves (mean ± SD). (E) Simulation of the 
decrease in Mad3 levels by degradation or dilution as deduced from experimental 
data on protein half-life and mass doubling time, respectively. The experimental 
coefficient of variation of mCh-Mad3 in cells at birth was used to obtain single tra-
jectories (N = 100) and the resulting mean ± SD values are plotted. (F) Simulation of 
the time needed to reach a Mad3 threshold equivalent to 60% of the mean value 
at cell birth. Experimental parameters were as in (A), and the resulting mean 
frequencies ± SE values are plotted. Individual events (hits) are also shown at 
the top. (G) Intertwined degradation machineries are coupled to modulate G1-cyclin 
activity for timely execution of cell cycle entry. Degradation of cyclin Cln3 depends 
on Mad3, which, in turn, is degraded by APC. Hence, because of the activation of 
APC in anaphase, Mad3 levels decrease with time during the subsequent G1 phase, 
thus allowing the progressive accumulation of Cln3 in the nucleus to trigger Start. 
Once it entered the cell cycle, high Cdk activity turns off APC and Mad3 levels are 
allowed to recover until anaphase, which boosts again G1-cyclin degradation to 
high levels before a new cycle is initiated.
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Mad3 may increase the binding affinity of Cdc4 for Cln3, or the 
intrinsic rate of ubiquitination once the G1 cyclin is bound to SCF.  
The latter possibility would set Cln3 degradation in a cell size–
independent manner, reinforcing Mad3 as a timer modulator of 
Start. In this regard, Mad3 could also modulate the role of Cdc4 on 
the stability of Cln1 and Cln2 in the nucleus (38), thus impinging on 
the positive feedback loop driven by these two G1 cyclins to inacti-
vate Whi5 (58).

We found that the total amount of Mad3 segregated 1:1 during 
cell division, but because of their smaller size, daughter cells initiate 
their cycle with a higher Mad3 concentration. This feature provides 
an additional daughter-specific mechanism to modulate Start (59). 
Although Mad3 has been shown to interact with kinetochore com-
ponents of the spindle-assembly checkpoint, its presence is not re-
stricted to centromeres and displays a diffuse pattern in the nucleus 
that is maintained throughout mitosis. Thus, the question remains 
as to how Mad3 attains equal segregation. As a possibility, very 
dynamic nonsaturating interactions with kinetochore (Bub1 and 
Scm3) or DNA binding (Ccr4 and Sin4) proteins could uncouple 
Mad3 scaling from cell size at division as shown for stably chromatin- 
bound proteins (60).

The reason why Start is not only controlled by a timer may reside 
on the fact that making G1 length a constant parameter would pre-
clude size homeostasis if exponential growth is assumed. In this 
case, cells born larger would grow faster and differences in cell size 
would increase with time. On the other hand, if only a sizer mecha-
nism operated, cells displaying very low growth rates would spend 
much longer periods of time in G1 and, hence, would be strongly 
counterselected in populations with intrinsic growth-rate variability. 
Thus, a timer component in G1 control would particularly assist slow 
growing cells to execute Start despite being smaller than the critical 
size and would provide an explanation to our previous finding that 
cell size at Start is modulated by growth rate at the single-cell 
level (14).

In Whi5-deficient cells, the abovementioned slope drops to −0.2, 
indicating that the sizer mechanism is considerably compromised 
(13). However, cells lacking or expressing constant levels of Whi5 
display similar cell size population variabilities compared to wild-
type cells (61, 62), suggesting that other mechanisms contribute to 
maintain cell size within limits. In this regard, differential scaling of 
transcription with cell size affecting inducers and inhibitors of cell 
cycle entry has been proposed as a complex sizer mechanism (63).

Mad3 mutant cells are only slightly smaller compared to wild-type 
cells. We have shown here that lack of Mad3 produces constant lev-
els of nuclear Cln3 throughout G1, similar to those attained at Start 
by wild-type cells. If this were the only mechanism upholding entry 
into the cell cycle, then Mad3-deficient cells should be very small. 
However, considering that Start is triggered when a threshold ratio 
between Cdc28 and Whi5 is attained in the nucleus, Whi5 would 
still delay Start unless sufficiently diluted by growth to the normal 
critical size (22). The recent finding that the Cdc28-Cln3 complex 
phosphorylates the RNAPolII C terminus to activate transcription 
of a subset of the G1-S regulon genes (19), including CLN1 and 
CLN2, suggests that Cln3 and Whi5 would work in successive but 
different substeps of Start. This order of function could explain the 
observed epistatic interaction between MAD3 and WHI5. Moreover, 
the Mad3-Cln3 timer and Whi5 sizer mechanisms could act in a largely 
independent but synergistic manner, providing the Start network 
with a more robust design.

Although the underlying molecular basis remains unclear, the 
combined participation of sizer with timer or adder factors may also 
control proliferation in bacterial and mammalian cells. In bacteria, 
while DNA replication is initiated at a constant size, a growth rate–
dependent time sets cell division (64). On the other hand, in an 
exhaustive analysis of mammalian cell lines, cell cycle time was pro-
posed as an important modulator of cell size (16). Our results on the 
negative correlation of cell volume extension with birth volume in 
wild-type cells are better explained by the addition of a timer com-
ponent compared to the mixed adder-sizer device. In addition, the 
mechanistic and kinetic properties of Mad3-based degradation of 
Cln3 strongly support the role of Mad3 in a timer mechanism. The 
contribution of the timer component could largely depend on the 
specific growing conditions, particularly on growth rate. Thus, cells 
slowly progressing through G1 in the mouse epidermis offer a strong 
sizer behavior (65). By contrast, as a result of the timer component, 
rapidly growing cells would adapt their size to growth rate.

Last, we also show that an exceeding number of centromeres 
causes increased levels of Mad3 in newborn cells, which would ex-
plain the observed faster degradation of Cln3 in G1 phase and the 
larger budding size compared to control cells (39). We attribute the 
increase in Mad3 levels to the delay in the metaphase/anaphase 
transition, and APC activation, caused by tensionless kinetochores 
in centromeric vectors (66). When cells encounter difficulties in 
mitosis and become larger at birth, increased levels of Mad3 would 
prevent their premature entry into the subsequent cycle and ensure 
pre-replicative complex assembly. Thus, Mad3 would constitute a 
mother-to-daughter memory factor for cell size determination, 
perhaps also transmitting information on ploidy. The role of a 
chromosome-bound Cdk inhibitor in plants (67) suggests that size- 
independent mechanisms operate throughout evolution in cell cycle 
entry. As it would be likely stabilized by down-regulation of Fbl17 in 
response to DNA damage (68), this Cdk inhibitor could also act as 
a memory factor transmitting information of DNA synthesis and/
or mitotic defects to the next G1 phase in plant cells. We envisage 
that Mad3 degradation kinetics would have been evolutionarily opti-
mized to set the most appropriate G1 length and, perhaps more im-
portantly, to diversify cell dimensions in unpredictable environments.

MATERIALS AND METHODS
Strain constructions
Yeast strains used in this study are listed in table S1. Methods for 
chromosomal gene transplacement and polymerase chain reaction–
based directed mutagenesis have been described (14, 32, 53). Unless 
stated otherwise, all gene fusions were expressed at endogenous levels 
at their respective loci. C-terminal fusions of fluorescent proteins to 
Cdc28 (69), Whi5 (22), or Htb2 (58) have been previously charac-
terized. The N-terminal mCitrine Cln311A fusion protein contains a 
hypoactive and hyperstable cyclin with 11–amino acid substitutions 
(R108A, T420A, S449A, T455A, S462A, S464A, S468A, T478A, 
S514A, T517A, and T520A) that allows its detection by fluorescence 
microscopy with no gross effects on cell cycle progression (22). Fusion 
of mCherry to the N terminus or C terminus of Mad3 under the 
endogenous promoter decreased protein expression levels, likely 
because of the uncoupling of uncommon downstream transcriptional 
elements. Moreover, the C-terminal fusion did not accumulate in 
the nucleus as shown for wt Mad3 by immunofluorescence (31), 
suggesting that Mad3 mislocalization would affect protein stability. 
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Thus, since we wanted to analyze posttranscriptional changes on 
Mad3 levels during the cell cycle, we opted for using an N-terminal 
fusion under the constitutive GPD1 promoter at the MAD3 locus. 
Similarly, the N-terminal GFP-Cdc4 fusions were expressed from 
the constitutive TEF1 promoter at the corresponding locus. Gene 
fusions and specific constructs requiring multiple fragments were 
obtained by one-step recombination in yeast cells as described (70).

Growth conditions
Cells were grown under exponential conditions for seven to eight 
generations in synthetic complete (SC) medium with 2% glucose at 
30°C before microscopy unless stated otherwise. Other carbon 
sources used were 2% galactose and 2% raffinose. Where indicated, 
cycloheximide was added at 20 g/ml. Small newly born cells were 
isolated from Ficoll gradients (71).

Time-lapse microscopy
Cells were analyzed by time-lapse microscopy in 35-mm glass-bottom 
culture dishes (GWST-3522, WillCo) in SC-based media at 30°C 
essentially as described (14) using fully motorized Leica AF7000 or 
Thunder Imager microscopes. Time-lapse images were analyzed with 
the aid of BudJ (14), an ImageJ (W. Rasband, National Institutes of 
Health) plugin (www.ibmb.csic.es/en/department-of-cell-biology-dcb/
spatial-control-of-cell-cycle-entry/#lab-corner) to obtain cell di-
mensions and fluorescence data. Volume growth rate in G1 was ob-
tained as described (14). Background autofluorescence from untagged 
cells was subtracted.

Determination of cellular and nuclear concentrations 
of fluorescent fusion proteins
Wide-field microscopy is able to collect the total fluorescence emitted 
by yeast cells, and consequently, cellular concentration of fluores-
cent fusion proteins was obtained by dividing the integrated fluo-
rescence signal within the projected area of the cell by its volume. 
Regarding the quantification of nuclear levels, since the signal in the 
nuclear projected area is influenced by both nuclear and cytoplasmic 
fluorescence, determination of the nuclear concentration required 
specific calculations (fig. S1A) as described (28). In confocal micros-
copy, the fluorescence signal is directly proportional to the concen-
tration of the fluorescent fusion protein and required no further 
calculations. The nuclear compartment was estimated as described 
(14). Briefly, the center of the nucleus was set as the gravity center of 
pixels with a fluorescence 30% higher than the mean value, and the 
radius was obtained as 0.4 times the cell radius (72). This approach 
produced results that correlated well with those obtained by colo-
calization with Htb2-mCherry as a nuclear marker (14). Moreover, 
these procedures made unnecessary the coexpression of a tagged 
nuclear protein and helped minimize light-induced damage during 
growth. In some experiments (fig. S1, C and D), the nuclear com-
partment was delimited by means of histone Htb2-mCh.

Nuclear import rate determinations by FLIP
To analyze nuclear import kinetics of Cdc28-GFP, a circle inscribed 
within the Htb2-mCherry nuclear region was repetitively photo-
bleached at 488 nm while the cell was imaged every 0.5 s to record 
fluorescence loss under a Zeiss LSM 780 confocal microscope. After 
background subtraction, fluorescence data were corrected with those 
from a nonbleached cell, and fluorescence signals within nuclear 
and cytoplasmic areas were used to analyze import kinetics as 

described (28). Briefly, fluorescence signals within nuclear (Fn) and 
cytoplasmic (Fc) areas were used to obtain a nuclear to cytoplasmic 
ratio (Fn/Fc). At steady-state ratio, the import (dFn/dt) and export 
(dFc/dt) rates are in equilibrium (i.e., dFn/dt = dFc/dt), and dFn/dt = 
Ki.Fc − (Ke + Kb)Fn and dFc/dt = Ke.Fn − Ki.Fc, where Ki, Ke, and Kb 
are the import, export, and bleaching rate constants, respectively. 
Thus, Ki.Fc − (Ke + Kb)Fn = Ke.Fn − Ki.Fc, and Ki = (Fn/Fc) (Ke + Kb/2). 
The bleaching rate constant was obtained from Htb2-mCherry 
fluorescence loss in the same cell, and the export rate constant from 
the recovery kinetics after nuclear FLIP as described (28).

Mad3-Cdc4 interaction by FRET
Cells expressing mCh-Mad3 and GFP-Cdc4 were analyzed by FRET 
under a Zeiss LSM 780 confocal microscope. Briefly, GFP-Cdc4 was 
excited at 488 nm, and its emission was measured at 490 to 532 nm. 
Excitation of mCh-Mad3 was at 561 nm, and emission was mea-
sured at 563 to 695 nm. The FRET signal was measured at 563 to 
695 when excited at 488 nm. The relative FRET efficiency was 
calculated as (IF − kD × ID − kA × IA)/IA, where IA, ID, and IF are 
the fluorescence intensities recorded from the acceptor, donor, 
and FRET channels and kA and kD are correcting acceptor cross- 
excitation and donor bleed-through constants, respectively. Back-
ground autofluorescence in all channels from untagged cells was 
subtracted. FRET efficiencies obtained from cells expressing Cdc4-
GFP and Mad3-mCh, or GFP and mCh as control are shown in 
fig. S4C. First, the FRET efficiency between GFP and mCh was not 
significantly different from zero, and second, FRET produced by 
the Cdc4-GFP Mad3-mCh pair did not change much over a 10-fold 
range of acceptor fluorescence values.

Cell size simulations in G1
We modeled volume growth during G1 progression in daughter 
cells following exponential kinetics with the following variables: ini-
tial volume (Vi), budding volume (Vb), G1 length (G1), and duplica-
tion time (). When used as independent variables, they were 
parameterized with experimental average data and coefficients of 
variation shown in data file S1. We assumed that independent vari-
ables followed normal distributions, which were used to generate 
random stochastic values and to calculate the dependent variables 
depending on three different scenarios of G1 control: sizer, timer, 
adder, timer-sizer, or timer-adder behaviors, as follows.
Sizer
Newborn cells were given Vi, Vb, and  as independent vari-
ables, and the length of the G1 period was calculated as G1 =  × 
ln2(Vb/Vi).
Timer
Newborn cells were given Vi, G1, and  as independent variables, 
and the budding volume was obtained as Vb = Vi × 2(G1/).
Adder
Newborn cells were given Vi and V as independent variables, and 
the budding volume was obtained as Vb = V + Vi.
Timer-sizer
Budding volumes were calculated following timer and sizer behav-
iors as above, and assuming an equal contribution to the final bud-
ding volume, the mean value was taken.
Adder-sizer
Budding volumes were calculated following adder and sizer behav-
iors as above, and assuming an equal contribution to the final bud-
ding volume, the mean value was taken.

http://www.ibmb.csic.es/en/department-of-cell-biology-dcb/spatial-control-of-cell-cycle-entry/#lab-corner
http://www.ibmb.csic.es/en/department-of-cell-biology-dcb/spatial-control-of-cell-cycle-entry/#lab-corner
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Mad3 degradation simulations
We first parametrized Mad3 synthesis and degradation reactions to 
obtain a half-life of 60 min (43). To simulate Cdh1 activation in G1, 
we increased the degradation constant by twofold (43, 48) and fol-
lowed Mad3 with time as a function of initial levels stochastically 
generated from normal distributions with a coefficient of variation 
experimentally determined from wild-type cells (Fig. 6E). For com-
parison, dilution of Mad3 was also modeled using experimentally 
determined mass-doubling times from wild-type cells. As an ap-
proximation to G1 length, we used the time at which Mad3 levels 
decreased to 60% relative to cell birth by degradation or dilution 
(Fig. 6F).

Statistical analysis
Sample size is always indicated in the figure legends. For single-cell 
data, median and quartile values are shown. Pairwise comparisons 
were performed with a Mann-Whitney U test, and the resulting 
P values are shown in the corresponding figure panels. Time-lapse 
data from single cells are represented as the mean value of the pop-
ulation along time, while the shaded area represents the SEM. Multi-
variable logistic regression using cell size and time from birth as 
predictors of budding was done using randomly sampled individual 
time frames from time-lapse experiments with small newborn cells 
growing in G1. For each cell and time frame, cell volume and time 
from birth were determined and tested as predictors of budding in 
the next 30 min by fitting a logistic model. To obtain logistic regres-
sion curves of either cell volume or time from birth as single predic-
tors, the other variable was fixed as the mean ± SD from all sampled 
time frames.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at https://science.org/doi/10.1126/
sciadv.abm4086

View/request a protocol for this paper from Bio-protocol.
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