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Abstract

Objectives: This study mainly uses machine learning (ML) to make predictions by inputting features during training and
inference. The method of feature selection is an important factor affecting the accuracy of ML models, and the process
includes data extraction, which is the collection of all data required for ML. It also needs to import the concept of feature
engineering, namely, this study needs to label the raw data of the cardiac ultrasound dataset with one or more meaningful
and informative labels so that the ML model can learn from it and predict more accurate target values. Therefore, this study
will enhance the strategies of feature selection methods from the raw dataset, as well as the issue of data scrubbing.

Methods: In this study, the ultrasound dataset was cleaned and critical features were selected through data standardization,
normalization, and missing features imputation in the field of feature engineering. The aim of data scrubbing was to retain
and select critical features of the echocardiogram dataset while making the prediction of the ML algorithm more accurate.

Results: This paper mainly utilizes commonly used methods in feature engineering and finally selects four important feature
values. With the ML algorithms available on the Azure platform, namely, Random Forest and CatBoost, a Voting Ensemble
method is used as the training algorithm, and this study also uses visual tools to gain a clearer understanding of the raw
data and to improve the accuracy of the predictive model.

Conclusion: This paper emphasizes feature engineering, specifically on the cleaning and analysis of missing values in the
raw dataset of echocardiography and the identification of important critical features in the raw dataset. The Azure platform
is used to predict patients with a history of heart disease (individuals who have been under surveillance in the past three
years and those who haven’t). Through data scrubbing and preprocessing methods in feature engineering, the model can
more accurately predict the future occurrence of heart disease in patients.

Keywords

Precision medicine, feature selection, machine learning, data scrubbing, correlation matrix

Submission date: 9 April 2023; Acceptance date: 28 September 2023

'Department of Applied Mathematics, Tunghai University, Taichung City
?Cardiovascular Center, Taichung Veterans General Hospital, Taichung City
*Department of PostBaccalaureate Medicine, National Chung Hsing
University, Taichung

“Department of Life Science, Tunghai University, Taichung City
*Department of Information Management, ShuZen junior College of
Medicine and Management, Kaohsiung City

®Department of Computer Science, Tunghai University, Taichung City
"Research Center for Smart Sustainable Circular Economy, Tunghai
University, Taichung City

Corresponding authors:

Chao-Tung Yang, Department of Computer Science, Tunghai University,
Research Center for Smart Sustainable Circular Economy, Tunghai
University, Taichung City 407224,

Email: ctyang@thu.edu.tw

Wei-Wen Lin, Cardiovascular Center, Taichung Veterans General Hospital,
Taichung Department of Post-Baccalaureate Medicine, National Chung
Hsing University, Department of Life Science, Tunghai University, Taichung
City 407224,

Email: weinlinecho@gmail.com

Creative Commons NonCommercial-NoDerivs CC BY-NC-ND: This article is distributed under the terms of the Creative Commons Attribution-

carmr®  NonCommercial-NoDerivs 4.0 License (https://creativecommons.org/licenses/by-nc-nd/4.0/) which permits non-commercial use, reproduction
and distribution of the work as published without adaptation or alteration, without further permission provided the original work is attributed as specified on
the SAGE and Open Access page (https://us.sagepub.com/en-us/nam/open-access-at-sage).


https://orcid.org/0000-0002-9579-4426
mailto:ctyang@thu.edu.tw
mailto:weinlinecho@gmail.com
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://us.sagepub.com/en-us/nam/open-access-at-sage
https://us.sagepub.com/en-us/journals-permissions
https://journals.sagepub.com/home/dhj

DIGITAL HEALTH

Introduction

This study uses the largest ultrasound dataset of heart
disease in Asia for research. This is a huge challenge.
Faced with such a huge dataset, it is actually very difficult
for data analysts to clarify the internal structure and status of
the data situation.

Therefore, at the beginning of the exploration of the dataset,
we can only adopt the most conservative strategy, that is, from
the most common sampling method, the most in-depth discus-
sion, and then proceed to data cleaning, so we introduce various
machine learning algorithms and ensemble learning concept to
conduct research on ultrasound datasets.'™

At the beginning of this study, data preprocessing will be
conducted. At the same time, it is necessary to select helpful
features for input in machine learning algorithms and go on
with model training. Generally, feature selection can be
considered from two aspects: first, the diversity of features.
If the divergence of a feature is not high, for example, the
variance is close to zero, meaning that the difference in
the sample on this feature is very small, this feature does
not contribute much to the differentiation of the sample
and can therefore be screened out, and second, it needs to
understand the correlation between features and the target.
Features that are highly correlated with the target should
be selected as input features first because they contribute
more to the predictive ability of the model.

In the field of feature engineering, feature selection is a crit-
ical step that can help us screen out features that contribute
more to model training and prediction, improving the accuracy
and stability of the model. In this study, the method of recur-
sive feature elimination (RFE) was used to select important
features. This feature selection algorithm' is easy to configure
and use and can effectively select features that are more corre-
lated with the predicted target variable from the training
dataset to improve the performance. Specifically, the method
first trains with all features as input then removes the feature
with the smallest importance and retrains a new model with
the remaining features. This process is repeated until only
one feature is left, and the feature importance ranking is
recorded. Based on this ranking, the algorithms can obtain
the accuracy of each feature subset and find the optimal
number of feature selections, and through training, this
study can also determine the quality of features, resulting in
higher accuracy and stability.

These methods analyze the correlation between each
feature and the target, select the most representative and pre-
dictive features as input, and thus improve the training effect
of machine learning algorithms and models. In practical oper-
ation, this study used the .feature_selection library in
scikit-learn to perform feature selection. This package pro-
vides multiple methods for feature selection, which can be
chosen according to specific situations. Feature selection is a
crucial step in machine learning model training, as selecting
the best features can help improve model accuracy and

generalization ability. After completing the data cleaning
process for the cardiac ultrasound dataset, this study uploaded
the accurate dataset to a machine learning model on the Azure
platform for prediction. In addition, this paper divided the
dataset into three treatment plans, including cardiac catheter
ablation, ventricular defibrillator, and drug control, to train
the machine learning model. Due to differences in age and

Table 1. Terms for features in the raw dataset.

LV (mm) Left ventricular diastolic diameter

VS (mm) Ventricular septal diastolic thickness

LVPW (mm) Left ventricular posterior wall diastolic
thickness

LA (mm) Left atrial diameter

AO (mm) Aortic diameter

TR_PG_Mean Tricuspid regurgitation mean pressure

(mmHg) gradient

LVE|Value Left ventricular ejection fraction

RV (mm) Right ventricular diastolic diameter

LVID (mm) Left ventricular systolic diameter

PA (mm) Pulmonary artery diameter

AR Aortic regurgitation

AS Aortic stenosis

MR Mitral regurgitation

MS Mitral stenosis

TR Tricuspid regurgitation

PR Pulmonary insufficiency

AR _Gr (mmHg) Aortic reflux pressure gradient

MR_Gr (mmHg) Mitral regurgitation pressure gradient

TR_Gr (mmHg) Tricuspid regurgitation pressure gradient

PR_Gr (mmHg) Pulmonary valve regurgitation pressure
gradient

Prosthetic Artificial heart valve
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Table 2. Operations on features in the raw dataset.
id Delete
groupno

Predict target

index number Preservation

billing date Preservation
sex Preservation
age Preservation
LV (mm) Preservation
VS (mm) Preservation
LVPW (mm) Preservation
LA (mm) Preservation
AO (mm) Preservation

TR_PG_Mean (mmHg) Preservation

LVEJValue Preservation
aid Delete

date of birth Delete

check date Delete

RV (mm) Preservation
LVID (mm) Preservation
PA (mm) Preservation
AR Preservation
AS Preservation
MR Preservation
MS Preservation
TR Preservation
PR Preservation
AR_Gr (mmHg) Preservation
MR_Gr (mmHg) Preservation

(continued)

Table 2. Continued.

TR_Gr (mmHg) Preservation
PR_Gr (mmHg) Preservation
Prosthetic Preservation
TR_PG_Max (mmHg) Delete
TR_PG_Max (mmHg).1 Delete
LVEFLabel Delete
TRLabel Delete

physique in the ultrasound patient raw dataset, different pre-
diction results are generated, so this study emphasizes the
accuracy of the raw dataset to improve the judgment accuracy
of the machine learning model and assist clinicians in improv-
ing diagnostic accuracy."'

Materials and methods

This study lasted for more than three years, including the
collection of data from heart disease patients and the
attempt to use different machine learning algorithms to
explore ultrasound datasets. Through experiments with dif-
ferent algorithms, we propose a set of effective strategies
for picking out highly correlated features.'*™'

It is also mentioned that this study is limited to collecting
all the features of the original dataset, which makes our
research have its limitations, which also depends on the
interpretation of the disease features that cause abnormal
cardiac ultrasounds by medical experts. Therefore, at the
beginning of the exploration of the original ultrasound
dataset, there was a discussion with the cardiologist, that
is, the current original ultrasound dataset has a complete
collection of features that can cause cardiac ultrasound
abnormalities and through different machine learning strat-
egies The selected key features'®>' were also discussed
with professional cardiologists. The experts believed that
the features selected by the machine learning strategy are
highly correlated with heart diseases that cause ultrasound
abnormalities.

The current ultrasound dataset is mainly related to the
treatment plan. If other datasets are combined arbitrarily,
the target to be predicted will diverge and become larger
and more chaotic. In addition, our goal is only to focus
on the heart disease tracking dataset of Taiwanese people.
If additional datasets from other countries are added, the
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Table 3. Data type of raw dataset features.

Table 5. Handling missing values.

Gender

Age

LV (mm)

VS (mm)
LVPW (mm)
LA (mm)

AO (mm)
TR_PG_Mean (mmHg)
LVE|Value

RV (mm)

LVID (mm)

PA (mm)

AR

AS

MR

MS

TR

PR

AR _Gr (mmHg)
MR_Gr (mmHg)
TR_Gr (mmHg)
PR_Gr (mmHg)

Prosthetic

Table &. Numerical encoding.

Male

Female

int

float 64

float 64

float 64

float 64

float 64

float 64

float 64

float 64

float 64

float 64

float 64

int 64

int 64

int 64

int 64

int 64

int 64

int 64

float 64

float 64

float 64

int 64

Gender

Age

LV (mm)

VS (mm)
LVPW (mm)
LA (mm)

AO (mm)
TR_PG_Mean (mmHg)
LVE)Value

RV (mm)

LVID (mm)

PA (mm)

AR

AS

MR

MS

TR

PR

AR_Gr (mmHg)
MR_Gr (mmHg)
TR_Gr (mmHg)
PR_Gr (mmHg)

Prosthetic

20

57

48

56

treatment plan will be out of focus and not conducive to
professional interpretation by cardiologists. The research
materials of this study were mainly provided by the
Department of Cardiology, Taichung Veterans General
Hospital, and the ethics committee of its review committee
had approved this study (IRB number: CE23277C).
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Data preprocessing

The echocardiogram dataset used in this study often con-
tains incomplete or defective data, so data scrubbing is a
very important step. This section will introduce the
process of data organization. First, we collected raw data
on ultrasound results for 563 patients. Next, we compared
the data of 36,994 ultrasound records with the same ID
(patient ID) and obtained a total of 1306 records. Then,
this study divided the patients into nine groups according
to the definition of diseases and follow-up targets. After
excluding the duplicates, this study selected 547 and 1212
diagnostic patient data, respectively. Before performing
data cleaning, our research first discussed with the physi-
cians what each feature represents, explored which feature
values could be removed first, and explained why some
data items have missing values or some features have a
higher degree of correlation, in order to fully understand
the data situation, which is helpful for subsequent scrubbing
processing. In this section, we also provide abbreviations of
medical terms for the raw dataset (Table 1).

Nonnumeric data conversion

Machine learning algorithms are a type of technology
based on mathematical models that require computation
based on numerical data (Table 2). However, the datasets
we collect usually include text data, such as gender
(male, female) and education level (elementary school,
middle school, high school). Machine learning algo-
rithms are a type of technology based on mathematical
models that require computation based on numerical
data. However, the datasets we collect usually include
text data, such as gender (male, female) and education
level (elementary school, middle school, high school),
which need to be preprocessed before uploading to the
Azure platform’s machine learning algorithms for pro-
cessing. Before preprocessing, our research need to
convert text data into numerical data. An instance of

Table 6. Correlation strength.

1.0 to 0.8 Much strong positive
0.8 to 0.6 Strong positive

0.6 to 0.4 Moderately positive
0.4 to 0.2 Weak positive

0.2 to 0.0 Much weak positive

0 No correlation

this is that gender can be converted to O or 1, where 0
represents male and 1 represents female; education
level can be converted to 1, 2, or 3, where 1 represents
elementary school, 2 represents middle school, and 3
represents high school. In addition, to ensure data accur-
acy and completeness, it’s crucial to tackle issues such as
missing values, duplicates, and outliers during the pre-
processing stage. Once the preprocessing is done, the

Table 7. RFE feature importance ranking.

Gender 15
Age 3
LV (mm) 2
VS (mm) 8
LVPW (mm) 7
LA (mm) 1
AO (mm) 4
TR_PG_Mean (mmHg) 5
LVEJValue 6
RV (mm) 10
LVID (mm) 9
PA (mm) 11
AR 19
AS 17
MR 20
MS 18
TR 21
PR 22
AR _Gr (mmHg) 13
MR_Gr (mmHg) 14
TR_Gr (mmHg) 12
PR_Gr (mmHg) 16
Prosthetic 23
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study can proceed to upload the numerical data to Azure
platform’s machine learning algorithms for further ana-
lysis (Tables 3 and 4).

Handling missing values

Data scrubbing and handling missing values are import-
ant steps in data analysis. These steps help ensure data

Table 8. Ranking of XGBoost algorithm.

Gender 2
Age 1
LV (mm) 8
VS (mm) 9
LVPW (mm) 14
LA (mm) 12
AO (mm) 3
TR_PG_Mean (mmHg) 5
LVE|Value (A
RV (mm) 13
LVID (mm) 15
PA (mm) 16
AR 20
AS 17
MR 21
MS 18
TR 22
PR 23
AR_Gr (mmHg) 10
MR_Gr (mmHg) 7
TR_Gr (mmHg) 6
PR_Gr (mmHg) 11

Prosthetic 19

accuracy and completeness, thereby improving the
effectiveness and credibility of data analysis. Data scrub-
bing typically involves the following steps: The first step
is removing duplicate data. When there is duplicate data
in the dataset, it can negatively impact data analysis, so it
needs to be removed. The second step is handling
missing values. Missing values often occur in datasets
and can affect data analysis, so they need to be addressed.
Common methods for handling missing values include

Table 9. Ranking of random forest algorithm.

Gender 16
Age 2
LV (mm) 3
VS (mm) 7
LVPW (mm) 8
LA (mm) 1
AO (mm) A
TR_PG_Mean (mmHg) 5
LVEJValue 6
RV (mm) 10
LVID (mm) 9
PA (mm) 11
AR 21
AS 17
MR 22
MS 18
TR 23
PR 20
AR _Gr (mmHg) 12
MR_Gr (mmHg) 14
TR_Gr (mmHg) 13
PR_Gr (mmHg) 15
Prosthetic 19
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deletion, interpolation, and filling. The third step is hand-
ling outliers. Outliers refer to extreme or unusual values
that may be present in the dataset and can also affect data
analysis. Therefore, they need to be handled. Methods for
handling outliers include deletion, replacement, and cor-
rection. The fourth step is handling inconsistent data,
which may include inconsistent units or data formats.
These inconsistencies can interfere with data analysis

Table 10. Ranking of CatBoost algorithm.

Gender 10
Age 1
LV (mm) 6
VS (mm) 8
LVPW (mm) 7
LA (mm) 3
AO (mm) 2
TR_PG_Mean (mmHg) A
LVEJValue 5
RV (mm) 9
LVID (mm) 11
PA (mm) 17
AR 19
AS 15
MR 20
MS 18
TR 21
PR 22
AR_Gr (mmHg) 13
MR_Gr (mmHg) 14
TR_Gr (mmHg) 12
PR_Gr (mmHg) 16

Prosthetic 23

and need to be addressed. Handling missing values is
also an important part of data cleaning. Missing values
refer to empty or unfilled values that may be present in
the dataset and can also affect data analysis. Therefore,
they need to be addressed. Common methods for hand-
ling missing values include deletion, interpolation, and
filling. Deletion involves removing rows or columns con-
taining missing values from the dataset. This method is

Table 11. Ranking of LightGBM algorithm.

Gender 16
Age 4
LV (mm) 2
VS (mm) 7
LVPW (mm) 8
LA (mm) 1
AO (mm) 3
TR_PG_Mean (mmHg) 5
LVEJValue 6
RV (mm) 10
LVID (mm) 9
PA (mm) 11
AR 19
AS 17
MR 20
MS 18
TR 21
PR 22
AR _Gr (mmHg) 13
MR_Gr (mmHg) 14
TR_Gr (mmHg) 12
PR_Gr (mmHg) 15
Prosthetic 23
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1.0

gender 0.08 031 0.17 0.14 0.17 0.44 -0.065-0.13 0.12 0.3 -0.0030.042 0.052 0.042-0.017 0.042 0.016 0.13 -0.06 0.039 0.001-0.005

0.8

age -0.11 -0.075-0.079-0.004 0.038 0.042 0.088-0.068 -0.1 -0.028 0.045 0.024 0.045 -0.1 0.045 0.033 0.019 0.01 -0.024 0.11 -0.1

LvV(mm) 029 013 E 0.15 Eo.ozs 0.005-0.003 0.005 0.031 0.005 0.003 0.056 0.1 0.013 0.036 0.037

VS(mm) 0.24 0.0920.022 0.11 0.075 0.018 0.028 0.028 0.028-0.006 0.028 0.012 0.099 0.009 0.014 0.02 0.051

LVPW(mm) 0.14 0.0790.052 [CRCEEESEN 0.25 0.21 -0.0310.014 0.12 0.051 0.012 0.014-0.0180.014 -0 0.014 0.004 0.041 0.05 0.023-0.007 0.053 0.6
LA(mm) 0.17 -0.004 0.32 0.19 0.25 SN 0.12 0.24 m 0.33 0.22 0.017-0.003-0.033-0.003 0.21 -0.003 0.005 0.044 0.11 0.21 0.053 0.056

AO(mm) 0.44 0.038 029 024 021 0.12 1 0.046-0.085 0.17 0.29 0.013 0.029 0.063 0.029-0.021 0.029 0.064 0.077-0.059 0.05 0.026 0.018

0.4

PA(mm) -0.003-0.028 0.026 0.018 0.012 0.017 0.013-0.004 0.017 0.054 0.052 0.003 0.087 0.003 0.012 0.003 0.022 -0.01 0.011 0.01 0.046-0.009 0.2

AR 0.042 0.045 0.005 0.028 0.014-0.003 0.029 -0.012 0.016 -0.078 -0.02 0.003 1 X 1 0,003“0.044 0.042 0.002 0.03 0.005
AS 0.052 0.024-0.003 0.028-0.018-0.033 0.063 0.042-0.001-0.026 0.071 0.087 0.033| 0.033 0.24 0.033 0.026 0.056 0.001-0.033 0.039 -0.045
MR 0.042 0.045 0.005 0.028 0.014-0.003 0.029 -0.012 0.016 -0.078 -0.02 0.003 LAES 0.044 0.042 0.002 0.03 0.005

0.0

MS -0.017 0.1 0.031-0.006 -0 0.21 -0.021 0.1 -0.048 0.12 0.039 0.012 0.008 0.24 0.008 0.008 0.013 0.058 0.14 -0.008-0.017-0.025

TR 0.042 0.045 0.005 0.028 0.014-0.003 0.029 -0.012 0.016 -0.078 -0.02 0.003 LLUES 0.044 0.042 0.002 0.03 0.005

PR 0.016 0.033 0.003 0.012 0.004 0.005 0.064 -0.01 0.003-0.038 0.007 0.022 0.026 JULUER 0.013 B2 J3 0.042 0.046 0.003 0.04 -0.099

AR_Gr(mmHg) 0.13 0.019 0.056 0.099 0.041 0.044 0.077 0.057-0.023 0.004 0.078 -0.01 0.044 0.056 0.044 0.058 0.044 0.042 0.032 -0 0.086-0.063 0.2

MR_Gr(mmHg) -0.06 001 01 0009 0.05 0.11 -0.059 0.13 -0.12 0.083 0.16 0.011 0.042 0.001 0.042 0.14 0.042 0.046 0.032 -0.02 0.1 -0.033

TR_Gr(mmHg) 0.039-0.0240.013 0.014 0.023 0.21 0.05 0.03 -0.02 0.048 0.004 0.01 0.002-0.0330.002-0.0080.002 0.003 -0 -0.02
PR_Gr(mmHg) 0.001 0.11 0.036 0.02 -0.0070.053 0.026 0.14 -0.082 0.12 0.15 0.046 0.03 0.039 0.03 -0.017 0.03 0.04 0.086 0.1 -0.006

Prosthetic -0.005 0.1 0.037 0.051 0.053 0.056 0.018-0.067 -0.03 -0.02 0.01 -0.009 0.005 -0.045 0.005 -0.025 0.005 -0.099-0.063-0.033-0.005 0.011

€ UV o v X o

& < < T = = a

o
©

gender
LV(mm)
VS(mm)
LA(mm)
AO(mm)
(mmHg)
LVE)Value
RV(mm)
PA(mm)
(mmHg)
(mmHg)
TR_Gr(mmHg)
(mmHg)
Prosthetic

LVPW(mm)
LVIDS(mm)

TR_PG_Mean
AR_Gr
MR_Gr
PR_Gr

Figure 1. Correlation matrix of the raw dataset. The figure presented depicts a grid displaying the correlation coefficient between two
specific features. It is worth noting that the correlation coefficient measures the strength of the linear relationship between the two
variables. Therefore, the higher the correlation coefficient, the greater the magnitude of the correlation between the two features. In
addition to the correlation coefficient, this study also utilizes a visualization technique to further illustrate the degree of correlation
between the two features. This technique involves shading the corresponding grid cells, where the intensity of the shading is directly
proportional to the correlation coefficient. In other words, the darker the color of the cell, the higher the degree of correlation between the
two features. Overall, this approach provides a comprehensive way to understand the relationship between the features being analyzed. By
combining statistical measures such as the correlation coefficient with visual aids, researchers can better interpret the data and draw more
accurate conclusions. This method has the potential to be applied in various fields beyond the scope of this study, making it a valuable tool
in data analysis and visualization.

relatively simple but can reduce the amount of data, correlation between the two groups, and 0 means that the

potentially affecting the results of data analysis (Table 5).  two groups of features are not related.>*
The common formula for correlation matrix calculation

Correlation matrix is as follows:

In this research, understanding the significance of the cor- rCr, y) = COV(x, y)
relation coefficient is crucial for identifying essential fea- T SxSy
tures required for training machine learning algorithms.'’ S G — D — )

The correlation coefficient represents the correlation

between two groups of features. The larger the absolute \/ S — %) /Z:Ll i — )

value of the correlation coefficient, the higher the
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age
AO(mm)
LA(mm)
LV(mm)
LVE)Value
_Mean(mmHg)
VS(mm)
RV(mm)
LVIDs(mm)
LVPW(mm)
PA(mm)
TR_Gr(mmHg)
AR_Gr(mmHg)
MR_Gr(mmHg)
PR_Gr(mmHg)
gender

Prosthetic

0 500 1000

LightGBM Feature Importance

1500

2000 2500 3000

Figure 2. LightGBM feature importance ranking. The figure presented in this study contains a horizontal axis in green, which represents
the ranking of each feature being analyzed. It is important to note that the methodology used in this study did not involve selecting specific
features, which means that the ranking values depicted on the axis may be relatively high. However, this approach offers a comprehensive
way to understand the relationships between the different features and how they impact the results being analyzed.

The matrix mainly discusses the linear relationship
between two variables, and its value is between —1 and
1. According to the correlation coefficient analysis in the
formula, it is mainly used to explore the linear relationship
between two continuous variables (x, y). If the absolute
value of the correlation coefficient between two variables
is large, it indicates that the degree of mutual covariation is
large. Generally, if there is a positive correlation between
two variables, then when x increases, y will also increase.
Conversely, if there is a negative correlation between two
variables, then when x increase, y will decrease
accordingly.

Through the matrix, it will help this research to find that
some features are not very relevant to the establishment of
the model, and these features can be removed. Visual
representation will help this research reduce the amount
of features, improve the accuracy of the machine learning
model, and at the same time improve the generality of the
model and reduce the risk of overfitting. The relationship
between the correlation strength and the coefficient is as
follows (Table 6).

In this study, it can be observed from the matrix that
the correlation coefficient between LVIDS and LV is
0.65, indicating a strong positive correlation. Moreover,
the correlation coefficient between LVIDS and
LVEJValue is —0.58, indicating a moderately positive
correlation. Additionally, the correlation coefficient
between AR and PR is 0.63, which is the same as that
between MR and PR and TR and PR, indicating a

0.9 Number of features required : 8

0.85
0.80
0.75
0.70
0.65
0.60
0.55

0.50

Figure 3. Implementing RFE algorithm. The figure presented in this
study is a visual representation of the relationship between the
accuracy of an algorithm and the 23 features that were analyzed. The
Y-axis denotes the accuracy of the algorithm after executing the critical
features, while the X-axis represents the 23 features in their respective
order. It is worth noting that the critical features were identified
through a rigorous selection process and were deemed to be the most
important in determining the accuracy of the algorithm. This approach
not only increases the accuracy of the algorithm but also helps to
reduce the computational load and improve efficiency.

strong positive correlation as well. However, when select-
ing feature values, it’s important to avoid selecting highly
dependent variables, as the new feature may be derived
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Figure &. The number of features and the accuracy of each algorithm. The figure presented in this study is a valuable tool for visualizing
the results of various algorithms used in the feature selection process. It highlights the features that were selected by each algorithm, as
well as the ranking results of each algorithm after execution. By examining the results of multiple algorithms, researchers can gain a more
comprehensive understanding of the features that are most impactful for the problem being analyzed. This approach not only increases the
accuracy of the analysis but also helps to identify patterns and trends that may have been missed by using a single algorithm.

from existing feature data, resulting in a high correlation
between the new and old features. In such cases, the two

features may contain identical information. Consequently,
when such features are included in the prediction algo-

rithm, they do not contribute
25-28

significantly to the
model’s predictive ability.

Critical feature selection in the first stage

This section tests the selected features using five supervised
learning models to find the best accuracy and number of
features. This study chose to use the original cardiac ultra-
sound dataset, which has been processed with
StandardScaler and contains 1212 data points, because it
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ACCURACY IS NOT UP TO
STANDARD
EX:DATA IS NOT ENOUGH

This part takes run in
COLAB(more time consuming)

data
preprocessing

the hospital
provides data

1
ACCURACY IS UP
TO STANDARD

Update the
deployment model
Used by the
hospital

Figure 5. System operation scenario. In this study, the
development process of the system is thoroughly explained,
highlighting the key stages of the project and the methodologies
used to achieve the desired outcome. One of the most notable
aspects of the study is the use of Google Colaboratory’s cloud
virtual platform for calculation comparison. This innovative
approach allowed the researchers to compare the computational
efficiency and accuracy of different algorithms and make
data-driven decisions about which methodologies to deploy on our
user interface. The use of cloud-based platforms for data analysis
has become increasingly popular in recent years, due to the
scalability, flexibility, and cost-effectiveness they offer. By
leveraging the power of the cloud, researchers can analyze large
datasets more quickly and efficiently and collaborate with
colleagues around the world in real time. In addition, cloud-based
platforms like Google Colaboratory provide a wide range of tools
and resources for data analysis, making it easier for researchers to
test and compare different methodologies and identify the most
effective approach for their specific research question.

MODEL USING
FEEDBACK

Deployment
flow chart

has higher accuracy and more features. Since the Voting
Ensemble package does not have the .coef or feature_im-
portances_ attributes, it cannot be used for feature selec-
tion, so this section is only used for prediction models. In
this section,29 we can use the .feature_importances_ attri-
bute in the scikit-learn package, as well as the RFE
package, to know the importance ranking of each feature,
but we cannot know the changes in accuracy. Therefore,
this study will use the following algorithm to run out the
ranking of features in order to find critical factors.*®

The reason why different algorithms are emphasized
here is that we didn’t know anything about such a huge
dataset at the beginning, even the structure and state of
the data, so the strategy we adopted at the beginning was
to clean the data first and how to sample strategy. For the
training strategy of machine learning, how to sample from
the raw dataset is also an important issue. Therefore, we
first adopt the strategy of integrated learning, and integrated
learning is mainly divided into two sampling methods:

(a) Bagging: The method of sampling from the raw data
set here is to take and put back. The most common
algorithm is Random Forest, and the training strategy
is to train multiple classifiers.

(b) Boosting: After sampling, it is thrown directly into the
model training, and a new classifier is generated to
evaluate the importance of each sample.

Therefore, in order to understand the performance of the
algorithms in different sampling strategies, we explore the
cardiac ultrasound datasets for several common algorithms,

MODEL REGULARLY UPDATING

During the use of the model, it cooperates with

the hospltal to continue tracking, and conducts
following maintenance according to the actual
situation and the doctor's suggestion, in order to

actually help the patient and reduce the burden
on the doctor.

FEATURE SELECTION OF
ECHOCARDIOGRAMS DATA

The direction of
Echocardiograms
Data

Faster focus on key features with our model
image from Billionphotos

CLICK HERE TO UPLOAD INFORMATION

COOPERATION MODEL WITH
PHYSICIANS

First find out the direction through machine
learning, and then determine the treatment
method by the doctor consultation, which can
maximize the medical efficiency.

Figure 6. Operating system interface. The welcome page of a website or application is often the first point of contact for users, and as such,
it is essential that it is well-designed and easy to use. In this study, the welcome page is designed with a click button, which allows the
operator to interact with the system in an intuitive and straightforward way.
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Data upload
[Browse... | No file selected.
| Upload

Figure 7. File upload interface.

Cancel File Upload Q m
@ Recent Name Location Size Type Accessed
=| heart2.py Desktop/Docker_Test/api 1.5kB Text 16:32
{si Home docker-compose.yml Desktop/Docker_Test 544 bytes Text 16:32
B Heart Desktop 16:29
[ Documents @ flask_celery Desktop 16:29
0 Downloads @ Docker Test Desktop 16:29
= @ celerytest Desktop 16:29
J1 Music =| php.ini Jetc/php/8.1/cli 73.2kB Text 16:26
[0 cleanresultv4 20210602... Desktop/Heart/app/data  187.7kB  Spreadsheet Sun
(& Pictures =| requirements.txt Desktop/Docker_Testfapi 134 bytes Text Sun
. =| Dockerfile Desktop/Docker_Test/api 256 bytes Text sun
B Videos #| model.py Desktop/Docker_Test/api 4.4kB Text sun
BR ~nn Peackban/iinaek 27 Ak 3099
Open files read-only All Files ~
h i

Figure 8. Select log file. When uploading a record file in Excel format, it is essential to ensure that the file does not have any encoding
problems. Encoding problems can occur when the file is saved in a format that is not compatible with the system or software being used,
resulting in errors or corrupted data. To avoid encoding problems, it is recommended to first check the format of the record file before
uploading it. This can be done by opening the file in Excel or a similar program and checking the file properties or format settings. If there
are any issues with the file format or encoding, they can be identified and corrected before uploading the file.

and list the rankings so that we can know the important fea-
tures selected after different sampling methods (Table 7).

Due to the unavailability of relevant packages on the Azure
platform, the research team designed a solution to use the RFE
package for ranking feature importance and combining the
feature names with their rankings to obtain a “list” of import-
ant feature rankings. Through these lists, we can easily under-
stand the importance rankings deletion list generated by the
four algorithms, as shown in Tables 8—11.

Critical feature selection in the second stage

In the second stage of this study, feature selec-
tion?>202%31-32 5 used to help select the most representa-
tive features for building models, thereby improving
model accuracy and interpretability. However, the number
of features is neither necessarily the more, the better, nor
is it necessarily the less, the better, as too many features
can increase computation and noise, while too few features
may overlook important information. Therefore, to address
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Figure 9. System prediction result.

this issue, this study uses the RFE algorithm to implement
feature selection by iteratively removing the least important
features to achieve the effect of feature selection. In add-
ition to using packages, this study also adds a list to
record accuracy to display changes in accuracy and find
the optimal number of feature selections. During this
process, it is important to note that when features are grad-
ually deleted in the loop, repeated cross-validation is
needed to ensure that the importance of features is
adequately evaluated. Furthermore, it is also important to
note that the feature selection algorithm may encounter
some problems due to overfitting or underfitting, so adjust-
ment and optimization are required in practical applications
(Figures 1-3).

Comparison of different algorithms

Figure 4 shows the impact of feature quantity on accuracy
when using XGBoost, Random Forest, LightGBM, and
CatBoost as feature selection models and XGBoost,
Random Forest, LightGBM, Voting Ensemble, and
CatBoost as prediction models in supervised machine learn-
ing. Specifically, we used XG Boost, Random Forest,
LightGBM, and CatBoost as feature selection models and
XG Boost, Random Forest, LightGBM, Voting Ensemble,
and CatBoost as prediction models to investigate the
effect of feature quantity on accuracy. These results help
us understand the impact of feature quantity on machine
learning model performance. It can be observed from the
figures that different feature selection and prediction
models have different requirements for feature quantity.
Overall, appropriate feature quantity is crucial for improv-
ing machine learning model performance, and both too

many or too few features can have a negative impact.
Therefore, in practical applications, we adjust the feature
quantity according to the specific situation to obtain the
best machine learning model performance.

System development

Our research team has developed a web interface®** aimed

at providing a convenient and user-friendly tool to aid
doctors in the diagnosis.'®*® The web interface can
accept raw ultrasound record files uploaded by doctors
and generate prediction results and other relevant informa-
tion through our model running in the backend. The model
combination used in this study includes feature selection by
Random Forest or CatBoost and a Voting Ensemble as the
prediction model. Through repeated trials, we selected the
optimal model combination to ensure the highest prediction
accuracy. During the development process, we used various
technologies and tools, such as Python, scikit-learn, and
Flask Web framework to achieve our development goals,
and ultimately deployed the system on the AWS platform
(Figures 5-9).

The commendable performance of the system®’ > is
evident from the experimental results, where it operated
efficiently within a CPU processing time of 132s. The
accuracy, a remarkable 0.8926, underscores the system’s
ability to generate accurate predictions. Other notable
accuracy results include a macroscopic accuracy of
0.9468, a microscopic accuracy of 0.8926, and a weighted
accuracy of 0.8968. Taken together, these metrics validate
the predictive effectiveness and precision of the system.

Doctors who use this web interface®™* can easily
diagnose and predict heart disease in patients and
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receive useful feedback and information. The web inter-
face displays the optimal number of features, accuracy,
and which features are best, enabling doctors to better
understand how the model operates and make better diag-
noses and predictions.33 In addition, the web interface
also provides other useful features, such as editing and
saving prediction results.

Conclusions and future work

This study uses machine learning techniques to analyze
ultrasound datasets as a key approach. Notably, this
dataset is the largest cardiac data repository in Asia, specif-
ically tailored for individuals of Asian descent, particularly
the Taiwanese population. An effective selection strategy
was developed by intentionally incorporating these demo-
graphic characteristics into the ultrasound data collection.
This strategy has the potential to guide individuals in
other countries to identify key determinants when process-
ing similar disease data in the coming years. As such, this
study represents an important milestone in the advancement
of medical interventions for heart disease.

In the next stage of our research, we will use eigenvalues
and corresponding labeled symptoms to make predictions,
so we will try different types of deep learning models for
disease research, because if only the original medical image
is labeled, the amount of information is insufficient, and it is
not very helpful for classification or prediction results. If we
integrate the selected key features and labeled information
and then use the deep learning model to train or adjust para-
meters (e.g., ventricular insufficiency, result in abnormal
heart sound), it will effectively improve the classification
results or the accuracy of prediction, which will be a great
breakthrough in the diagnosis and interpretation of doctors.
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