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Introduction to Machine Learning, Deep Learning 
and Early Applications in Medicine
Early computer algorithms and information systems 
in medicine

The role of computers, algorithms, and early AI information 
systems in medicine, especially in clinical decision making, has 
been under exploration since the 1960s. Especially with recent 
advances in AI, machine learning and deep learning computer 
programs are now able to simulate the neural activity of the 
neocortex in the brain where most of the reasoning, thinking, 
and cognitive functions happen1 (Figure 1). Today supercom-
puters such as IBM’s Watson can analyze terabytes of data and 
find patterns in it, with widespread applications in image, voice, 
and speech recognition used by global companies Facebook, 
Apple, and Amazon. These self-taught deep learning AI sys-
tems have already defeated the human world champion in 
complex Chinese game Go.1,2

One of the initial studies exploring the role of computer 
algorithms/mathematical programs in cardiovascular medicine 
were done by Warner et al3,4 in 1963 and later Gorry and 
Barnett5 in 1968. They studied the role of mathematical pro-
grams for the diagnosis of congenital heart disease. Warner 
et al3,4 described a mathematical model of clinical diagnosis of 
congenital heart disease based on Baye’s theorem of probability. 

Using their approach, congenital heart disease can be diag-
nosed with accuracy comparable to that by the physician and 
improved with refinements with symptom and physical signs—
disease data matrix.3,4 However, there were several limitations 
to the use of diagnosis support systems.

Berner et al6 studied the diagnostic capabilities of 4 internal 
medicine diagnostic systems, namely Dxplain, Iliad, Meditel, 
and QMR. They suggested that these programs should be used 
by physicians who can judiciously use the information provided 
by these systems. They raised the concern that sometimes 
essential diagnoses may be obscured, leading to inappropriate 
and excessive investigations in inexperienced hands.6 Apart 
from clinical decision support systems, early AI systems helped 
in the interpretation of laboratory results. PUFF was probably 
the first computer program that was developed by researchers 
at Stanford University and Pacific Presbyterian Medical Center, 
San Francisco, for the interpretation of pulmonary function 
tests in patients with lung disease. It used computer algorithms 
to diagnose the presence and severity of lung disease and pro-
duce reports from the electronic patient data.7,8

There were several limitations to using computers in clinical 
decision making. First, most of these systems are based on the 
principle of “if this happens . . . then do this,” and after that 
apply mathematics to define the probability of different out-
comes. However, in real world, clinical problems are complex, 

Artificial Intelligence, Machine Learning,  
and Cardiovascular Disease

Pankaj Mathur1 , Shweta Srivastava2, Xiaowei Xu3  
and Jawahar L Mehta4 
1Department of Internal Medicine, University of Arkansas for Medical Sciences, Little Rock, AR, 
USA. 2Department of Radiology, University of Arkansas for Medical Sciences, Little Rock, AR, 
USA. 3Department of Information Science, University of Arkansas at Little Rock, Little Rock, AR 
USA. 4Division of Cardiology, Department of Internal Medicine, University of Arkansas for Medical 
Sciences, Little Rock, AR, USA.

ABSTRACT: Artificial intelligence (AI)-based applications have found widespread applications in many fields of science, technology, and med-
icine. The use of enhanced computing power of machines in clinical medicine and diagnostics has been under exploration since the 1960s. 
More recently, with the advent of advances in computing, algorithms enabling machine learning, especially deep learning networks that mimic 
the human brain in function, there has been renewed interest to use them in clinical medicine. In cardiovascular medicine, AI-based systems 
have found new applications in cardiovascular imaging, cardiovascular risk prediction, and newer drug targets. This article aims to describe dif-
ferent AI applications including machine learning and deep learning and their applications in cardiovascular medicine. AI-based applications 
have enhanced our understanding of different phenotypes of heart failure and congenital heart disease. These applications have led to newer 
treatment strategies for different types of cardiovascular diseases, newer approach to cardiovascular drug therapy and postmarketing survey of 
prescription drugs. However, there are several challenges in the clinical use of AI-based applications and interpretation of the results including 
data privacy, poorly selected/outdated data, selection bias, and unintentional continuance of historical biases/stereotypes in the data which can 
lead to erroneous conclusions. Still, AI is a transformative technology and has immense potential in health care.

Keywords: AI, machine learning, big data, precision medicine, cardiovascular disease

RECEIVED: December 21, 2019. ACCEPTED: April 23, 2020.

Type: Review

Funding: The author(s) received no financial support for the research, authorship, and/or 
publication of this article.

Declaration of conflicting interests: The author(s) declared no potential 
conflicts of interest with respect to the research, authorship, and/or publication of this 

article. 

CORRESPONDING AUTHOR: Jawahar L Mehta, Division of Cardiology, Department  
of Internal Medicine, University of Arkansas for Medical Sciences, Little Rock,  
AR 72205, USA.  Email: mehtajl@uams.edu

927404 CIC0010.1177/1179546820927404Clinical Medicine Insights: CardiologyMathur et al
research-article2020

https://uk.sagepub.com/en-gb/journals-permissions
mailto:jlmehta@uams.edu


2	 Clinical Medicine Insights: Cardiology ﻿

multifactorial, random yet interconnected. For example, fever 
and abdominal pain in a 40-yearold African American man 
may have similar or different etiology than in a 25-year-old 
Caucasian woman, and then to make things even more compli-
cated, inclusion of socioeconomic factors, past medical/surgical 
history, travel history, drug intake, and personal habits can lead 
to endless possibilities. The same disease/s can manifest with 
different symptoms and signs in different individuals. On the 
other hand, diseases may manifest differently in the presence of 
a variety of extrinsic and intrinsic factors. Therefore, it is hard 
to make algorithms / clinical decision support systems. In addi-
tion, these clinical decision support systems lack clinical rea-
soning, intuition, and insight. Furthermore, there are concerns 
regarding the safety, reproducibility, usability, validity, and reli-
ability of these systems.6,9

Machine learning, advanced AI algorithms and its 
applications in medicine

With the advancement in computing speeds, supercomputers, 
and newer AI learning techniques, AI is increasingly finding 
applications in health care. The term machine learning was first 
used by LA Samuel,10 an American pioneer in the field of com-
puter gaming and artificial intelligence in 1959. It is an interdisci-
plinary field that uses techniques to give computer systems the 
ability to “learn” from a given data set, without being explicitly 
programmed in a particular manner (Table 1). Machine learning 

can be loosely classified into several categories (Figure 2). It can be 
supervised learning where algorithms are presented with inputs 
and outputs, the goal is to map an input to output; for example, 
identification of an image, handwriting recognition, electrocardi-
ogram interpretation, and automated chest x-ray/computed 
tomographic (CT) scan findings interpretation.11-13 In supervised 
learning, an individual uses a database for a set of observations and 
their outcomes and then uses this to form a predictive model to 
classify outcomes from a given set of observations. For this pur-
pose, there are several algorithms currently in use, which include 
statistical methods such as linear regression, logistic regression, 
survival analysis, and decision trees.11-13 Unsupervised learning is 
a type of machine learning where the goal is to learn about the 
inherent relationships and patterns in the data itself. The exam-
ples of unsupervised learning include clustering, principal compo-
nent analysis, and self-organizing maps.11-13

Deep learning is a new name for an approach to AI called 
neural networks. This area of AI was first proposed in 1944 by 
two University of Chicago researchers Walter Pitts and Warren 
McCullough, who later moved to Massachusetts Institute of 
Technology. They wrote a groundbreaking article entitled “A 
Logical Calculus of the Ideas Immanent in Nervous Activity” 
published in the Bulletin of Mathematical Biophysics and pro-
posed the first mathematical model of artificial neural net-
works.14-16 They explained how the brain acts as an “information 
processor,” and how brain neurons can produce highly complex 
patterns with necessary information sensory inputs by 

Table 1.  Artificial intelligence: terms and definitions.

Artificial intelligence Terms and definitions

Machine learning Defined as an interdisciplinary field that uses statistical techniques to give computer systems the ability to 
“learn” from a given data set, without being explicitly programmed in a certain manner

Deep learning A type of machine learning that uses algorithms in multilayered neural networks for processing large 
amount of raw data

Supervised learning A type of machine learning that learns patterns from known data sets with known responses

Unsupervised learning A type of machine learning that learns patterns from unlabeled data sets

Artificial neural networks 
(ANNs)

A framework for many different machine learning algorithms to work together and process complex data 
inputs

Convolutional neural 
networks (CNNs)

Consists of layers of hidden nodes for processing information and is a type of ANN which “learns” by 
different mechanisms and help in image processing and complex data processing

Abbreviations: ANN, artificial neural network; CNN, convolutional neural network.
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Figure 1.  Relationship between artificial intelligence, machine learning, and deep learning.
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interconnecting with each other and involving physics logic 
gates “and,” “or,” “not” analogy. In essence, they concluded that 
neurons act as logic gates taking in multiple inputs and pro-
cessing a single output.14-17 This concept had a profound 
impact on our understanding of brain functioning, and later 
laid the foundation of artificial neural networks, machine 
learning and AI.

The artificial neural network (ANN) consists of intercon-
nected “nodes” which are similar to biological neurons in that 
they get input, process it, and have an output. In any artificial 
neural network, there are three types of nodes – (1) input nodes, 
(2) hidden nodes, and (3) output nodes (Figure 3). The input 
nodes are like sensory neurons of the central nervous system 
they bring in a data set of information for processing. The hid-
den nodes process the information from the data set, and the 
output nodes represent the final interpretation of data. The 
convolutional neural network (CNN) consists of layers of hid-
den nodes for processing information and is a type of ANN 
which “learns” by different mechanisms such as “back propaga-
tion.”16-18 However, there are 2 features that are specific for 
CNN “parameter sharing” and “pooling,” which reduces the 
computational power required to process the data and improves 
image processing and sophisticated data processing.16-18 
Basically, these machine learning (ML) methods help a net-
work to learn from errors (back propagation) or learn from 
internodal relationships and reduce the complexity of the data/ 
images (parameter sharing and pooling).16-18 Whereas the 

machine learning algorithms almost always require structured 
data, deep learning networks requires a hierarchical representa-
tion of data in multilayered networks, where each layer is a rep-
resentation that is a high-level abstraction of the representation 
from the previous layer of the neural networks (Figure 3). 
Therefore, deep learning algorithms are suited for reasoning 
and interpretation of images, analysis of complex images, and 
recognition of sound and voice samples.

In cardiovascular medicine today ML/AI has found wide 
range of applications in cardiovascular drug therapy, pharma-
cogenomics, heart failure management, cardiovascular imag-
ing, and diagnostics. AI can provide tools to apply precision 
medicine and big data in cardiovascular medicine therefore, 
augmenting the effectiveness of the cardiologist. AI/ML algo-
rithms can analyze vastly heterogeneous clinical data without 
any assumptions accurately for prediction and classification. 
Therefore, cardiovascular medicine can benefit from the 
incorporation of AI. Here we have described the impact of AI 
in various fields of cardiovascular medicine.

AI, clinical applications, and cardiovascular drug 
therapy

One of the earliest applications of the AI in cardiovascular med-
icine was in the area of cardiovascular drug therapy (Figure 4). 
Precision medicine has evolved with the use of AI applications 
in population genetics. AI applications, Big Data, and precision 
medicine have made a significant impact in newer drug develop-
ment and is helping in finding effective treatments while mini-
mizing the risk of developing side effects in a given individual.19-22 
There are several cardiovascular drugs which are being explored 
as therapeutic targets including clopidogrel, warfarin, and statins 
particularly simvastatin.21-24

Interestingly, pharmacogenomics and precision medicine 
has already made a big impact on the warfarin dosing in differ-
ent patient populations as shown in the randomized clinical 
trials done by Pirmohamed et al23 and Syn et al.24 Pirmohamed 
et al23 showed that the patients on pharmacogenetic-based 
warfarin dosing had greater time in the therapeutic interna-
tional normalized ratio (INR) range than the patients with 
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standard dosing. Similar results were found by Syn et al24 in 
Asian patient population on warfarin therapy. Li et al25 have 
also utilized back propagation neural network model for pre-
dicting the warfarin maintenance dose after heart valve replace-
ment. Furthermore, deep learning–based AI systems have 
potential groundbreaking applications in drug discovery, per-
sonalized drug therapy and precision medicine.19

Another emerging application of AI in cardiovascular thera-
peutics and disease management is in the management of heart 
failure. AI has led to a newer approach to cardiovascular risk 
stratification and phenotyping of heart failure, newer cardiovas-
cular drug therapies for hypertension management and opti-
mized medical drug therapy.26-31 Shah et al26 applied the 
principles of precision medicine in understanding the patho-
physiology of heart failure and proposed a new classification of 
heart failure with preserved ejection fraction (HFpEF). This 
novel classification was based on “phenomapping” a technique in 
which all the relevant patient data including detailed clinical, 
laboratory tests, echocardiography, and imaging studies were 
analyzed by AI-based unsupervised deep learning algorithms.27

Shah et al26,27 classified HFpEF into three categories. 
The pheno-group 1 (natriuretic peptide deficiency syndrome 
phenotype) patients were the youngest with obesity but had 
the least cardiac abnormalities and low brain natriuretic pep-
tide (BNP) levels and had the best outcomes. Pheno-group 2 
(obesity-cardiometabolic phenotype) patients had the high-
est prevalence of diabetes and obesity with higher BNP lev-
els, had the worse left ventricular relaxation (lowest e’ 
velocity) determined by echocardiography. The last pheno-
group 3 (cardiorenal phenotype) patients had the highest 
prevalence of electrocardiographic, echocardiographic abnor-
malities and renal dysfunction, having the worst outcomes.27 
The phenomapping of the HFpEF patients may lead to the 
development of novel targeted drug therapies and may also 

help in design future clinical trials to identify responders to 
different targeted drug therapies.26,27

Przewlocka-Kosmala et al31 used machine learning to study 
the association between cardiac left ventricular systolic reserve 
function and exercise intolerance in HFpEF patients. They 
found that decreased left ventricular systolic function was asso-
ciated with poor reserve function. Overall, we can conclude 
that AI has already started to make a considerable impact on 
the way we treat several cardiovascular conditions and drug 
therapy. The studies by Li et al25 for warfarin dosing, applica-
tions in heart failure by Shah et al,26,27 and Przewlocka-
Kosmala et al31 have shown that AI and precision medicine is 
here to stay. AI has, therefore, opened new avenues in cardio-
vascular therapeutics and drug therapeutics (Figure 4).

Applications of AI in cardiovascular imaging

AI and machine learning have the potential to revolutionize 
the field of cardiovascular medicine. AI has found applications 
in diagnosis of obstructive coronary artery disease, determina-
tion of left ventricular ejection fraction, prediction of abnormal 
fractional flow reserve in patients undergoing coronary com-
puted tomography angiogram (CCTA), and readmission rates 
in heart failure patients (Tables 2 and 3). Recently, Zellweger 
et al32,33 studied the role of AI as a noninvasive tool for the 
diagnosis of coronary artery disease. They used an AI-based 
mimetic pattern–based algorithm (MPA) and found it to be 
better than the Framingham risk score in detecting patients 
with angiographically documented coronary artery disease 
(CAD). They found that the positive predictive value of the 
optimized MPA for the exclusion of CAD in the “training” and 
“test” population was 98% and 95%, respectively.32,33

van Rosendael et al44 studied patients included in the mul-
ticenter CONFIRM (Coronary CT Angiography Evaluation 
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For Clinical Outcomes: An International Multicenter) regis-
try who were suspected to have CAD and underwent 64-slice 
coronary computed coronary angiogram (CCTA). The inves-
tigators studied patient clinical characteristics and CCTA 
images. They collected the data from 35 CCTA variables 
including coronary vessels stenosis severity, plaque 

composition of 16 coronary segments, coronary dominance, 
etc. They found out that the risk score created by the AI algo-
rithm that utilizes these data has greater prognostic accuracy 
than the current CCTA integrated risk scores.44

AI has found several applications in the field of echocardi-
ography. These applications work on the principles of acquiring 

Table 2.  Different studies exploring the role of AI in cardiovascular medicine.

Authors Type of study Type of AI/machine learning method used PMID

Li et al25 Predicting the warfarin maintenance dose after heart 
valve replacement with AI methods

Back propagation neural network model 31586305

Shah et al26,27 Classification of HFpEF into different categories Phenomapping and Big Data 28585183
25398313

Zellweger et al32,33 Role of AI as a noninvasive tool for the diagnosis of 
coronary artery disease

AI-based mimetic pattern–based algorithm 
(MPA)

30174760

Khamis et al34 Automatic apical view classification of 
echocardiograms

Multistage classification and supervised learning 27816858

Narula et al35 Differential diagnosis of hypertrophic cardiomyopathy 
and physiological hypertrophy seen in the athletes

AI algorithms used random forest, support 
vector machines and artificial neural networks

27884247

Sanchez-Martinez 
et al36

Left ventricular function in heart failure patients with 
preserved ejection fraction

Unsupervised machine learning methods 29661795

Sengupta et al37 Differentiation of restrictive cardiomyopathy and 
constrictive pericarditis by machine learning

Associative memory classifier / Machine 
learning

27266599

Tabassian et al38 Spatiotemporal effects of myocardial infarction and 
cardiac contractile function

Principal component analysis and automatic 
classification

28321681

Moghaddasi and 
Nourian39

Assessment of Mitral regurgitation with 
echocardiography images

Support vector machines, template matching, 
linear discriminant analysis

27082766

Larroza et al40 Differentiate between acute and chronic myocardial 
infarction using cardiac MRI images

Support vector machine, random forest, SVM 
with polynesial kernels

28624024

Dawes et al41 Role of cardiac MRI in 3D measurement of right 
ventricular function and outcomes in pulmonary 
hypertension

Supervised learning and principal component 
analysis

28092203

Attia et al42 Role of AI-based learning algorithms to diagnose 
asymptomatic left ventricular dysfunction.

Convolution neural networks based study 30617318

Kakadiaris et al43 Machine learning (ML)-based risk calculator for 
cardiovascular risk prediction

Support Vector Machine 30571498

Abbreviations: AI, artificial intelligence; ML, machine learning; MPA, mimetic pattern–based algorithm; MRI, magnetic resonance imaging; SVM, support vector machine.

Table 3.  Artificial intelligence in cardiovascular medicine: avenues and potential.

Artificial intelligence in cardiovascular medicine: avenues and potential

•  �AI / Machine learning can look at the large set of complex data and help in predicting better cardiovascular risk score in angiographically 
documented CAD.33,44

•  �AI-based systems have several applications in echocardiography,34–37 cardiac CT/ MRI, including AI-based diagnosis of cardiovascular 
conditions,40,41,46 teaching of the medical professionals,36 understanding myocardial contractile function and differentiating acute from 
chronic myocardial infarction.40

•  �AI with Big data has opened up a field of precision medicine which can revolutionize cardiovascular risk stratification and population 
health.43,47,48

•  �Another application of AI and big data is the application of genomics and phenotyping of heart failure.26-31

•  �AI-based systems can help in improving health care outcomes and systems based practice.43,50

Abbreviations: AI, artificial intelligence; CAD, coronary artery disease; CT, computed tomography; MRI, magnetic resonance imaging.
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a data set of clinical variables, images, and use of different AI/
machine learning methods such as supervised and unsuper-
vised learning in finding relationships between them. Al’Aref 
et al45 studied the role of machine learning techniques used for 
developing data-driven predictive models in the field of cardiac 
imaging. Khamis et al34 studied the use of machine learning in 
the automatic apical view classification of echocardiograms. 
They used standard apical views automatic classification for 
cardiac function assessment with an accuracy of 95% in real-
time implementation. Narula et al35 studied the role of machine 
learning in the differential diagnosis of hypertrophic cardio-
myopathy and physiological hypertrophy seen in athletes. 
Sanchez-Martinez et al36 explored the role of AI in the diag-
nosis of HFpEF, particularly with trainee readers with limited 
experience. Sengupta et al37 studied the role of machine learn-
ing method associative memory classifier in differentiating 
restrictive cardiomyopathy and constrictive pericarditis. 
Tabassian et al38 have applied machine-based learning algo-
rithms to study myocardial contractile function and study spa-
tiotemporal effects of myocardial infarction. This helps in the 
formation of cardiac segmental deformation curves which help 
in diagnosing regions of infarcts from a healthy heart. Even 
valvular heart disease such as mitral regurgitation can be accu-
rately diagnosed with AI learning systems.39

Similar to echocardiography, AI/ML algorithms have found 
useful applications in cardiac magnetic resonance image (MRI) 
and CT imaging. Larroza et al40 used machine learning tech-
niques to differentiate acute from chronic myocardial infarc-
tion by using cardiac MRI image texture analysis. They used 
random forest and support vector models of unsupervised 
machine learning and found that acute myocardial infarction 
can be diagnosed with 81% sensitivity and 84% specificity with 
various models. Dawes et al41 found that an AI machine learn-
ing–based survival model that utilizes 3-dimensional cardiac 
motion in patients with newly diagnosed pulmonary hyperten-
sion independent of conventional risk factors such as the 
6-minute walk test. They found that poor outcomes were asso-
ciated with the failure of basal longitudinal shortening as well 
as transverse contraction of the septum and free wall.42 Cardiac 
image segmentation with the help of cardiac MRI and subse-
quent quantification of ventricular volume, wall thickness, ejec-
tion fraction, strain imaging and subsequent data analysis with 
the help of AI has opened new avenues in the diagnosis, man-
agement, and risk stratification of disorders such as pulmonary 
hypertension and cardiomyopathies.46

Another application of big data and AI is in the develop-
ment of knowledge-based reconstruction of cardiac images for 
right ventricular volume measurements. Laser et al51 utilized 
knowledge-based reconstruction of the right ventricular vol-
umes with echocardiography and cardiac MRI and compared 
them with the gold standard direct cardiac MRI and found 
that knowledge-based reconstruction has excellent accuracy 
and reproducibility for right ventricular 3D volumetry. Right 
ventricle has a complex crescent shape which many times could 

not be visualized with 2D imaging echocardiography tech-
niques. 3D visualization and cardiac image reconstruction with 
the help of AI can help in the identification of patterns of dis-
eases and it is also time-efficient.51 Similarly, calculation of left 
ventricular mass, papillary muscle identification, common 
carotid artery, and descending aorta measurements with fully 
automated AI programs have been performed with high accu-
racy and reproducibility.52,53

AI-based algorithms therefore have already made substan-
tial impact in diagnosing coronary artery disease, risk stratifica-
tion,32,33,44,45 cardiovascular imaging modalities such as 
echocardiography,39,45 and cardiac MRI.40,41,46,51-53 However, it 
has to be noted that most of these studies are descriptive stud-
ies and are done at the state of the art centers. Its widespread 
availability, reproducibility, and applicability in different patient 
populations remain to be seen. Still, AI has already made a con-
siderable impact and can play an essential role in different car-
diovascular imaging modalities and help in diagnosing several 
cardiovascular diseases. AI has the potential to maximize effi-
ciency in overburdened health care systems by relieving physi-
cians from time-consuming, repetitive activities and overall 
improving optimal patient care.

Miscellaneous applications of AI in cardiovascular 
medicine

AI-based learning systems are now increasingly employed in 
physical diagnosis and electrocardiography interpretation all 
around the world. Thompson et al54 tested an AI-based algo-
rithm for diagnostic interpretation of the heart murmurs in 
pediatric population. The AI-based murmur detection algo-
rithm had a sensitivity of 93% and a specificity of 81%. Attia 
et al42 studied the role of AI-based learning algorithms to diag-
nose asymptomatic left ventricular dysfunction. In this study, 
investigators attempted to diagnose asymptomatic left ventric-
ular dysfunction by EKG alone using an AI-based CNN deep 
learning method. The authors first “trained” AI /CNN neural 
network to detect asymptomatic left ventricular dysfunction 
with the data from around 44 959 patients including 12-lead 
EKG and echocardiogram data such as the left ventricular 
ejection and then tested this CNN in an independent set of 
52 870 patients. The network model showed sensitivity of 
86.3% and specificity of 85.7%, and accuracy of 85.7%, respec-
tively.42 Using the AI-based CNN method, Nirschl et al55 were 
able to identify heart failure in patients by the histological 
interpretation of the slides of endomyocardial biopsy with a 
sensitivity of 99% and specificity of 94%.

Precision medicine can be used for metabolic profiling of the 
atherosclerotic plaques and finding novel risk factors for predict-
ing adverse outcomes. Jung et al56 did metabolic profiling of the 
atherosclerotic plaques to find out that certain lipid metabolites 
particularly quinic acid is markedly elevated in plaques. Using 
AI/precision medicine comprehensive metabolic profiling of 
human plaque samples can be done to open up new avenues to 



Mathur et al	 7

treat cardiovascular diseases. Diller et al47 explored the role of 
deep learning–based algorithms in diagnosing, estimating prog-
nosis and guiding therapy in adult patients with congenital heart 
diseases. The deep learning–based algorithm was applied 
to >44 000 medical records from >10 000 patients over a period 
of 18 years. The analysis was used to characterize diagnosis, dis-
ease complexity and New York Heart Association (NYHA) 
class, of the adult congential heart disease and it showed an accu-
racy of 91.1%, 97.0%, and 90.6%, respectively, in the test sam-
ple.47 Balanescu et al48 did the AI based analysis of coronary 
angiography findings in the cancer patients. They found that 
cancer patients are less likely to get coronary angiography for 
diagnosis of CAD than noncancer patients. Cancer patients are 
less likely to have multivessel disease and involvement of left 
anterior descending and left circumflex disease than noncancer 
patients.48 Kakadiaris et al43 have proposed a machine learning 
(ML)-based risk calculator with the use of Support Vector 
Machine using the database of the Multiethnic Study of 
Atherosclerosis (MESA) study population. They utilized this 
method to study in a new cohort of FLEMENGHO study (the 
Flemish Study on Environment, Genes and Health Outcomes) 
population and compared the data to established American 
College of Cardiology (ACC)/American Heart Association 
(AHA) cardiovascular disease risk calculator. The ML-based 
risk calculator recommended lesser drug therapy still missed 
fewer cardiovascular events, therefore outperforming ACC/
AHA risk calculator and showing the enormous premise of ML 
in cardiovascular risk prediction.43

AI and Data Privacy Concerns and Other Challenges
There are several limitations to the widespread use of AI/ 
machine in health care, especially cardiovascular medicine 
(Table 4). Improper dichotomization and improper calibration 
are known problems in the application of machine learning in 
health care.13 Even though the use of AI in medicine, especially 
in cardiovascular medicine, is in a nascent stage, yet there are 
concerns about using patient data and especially protected 
health information about patients. For example, identifiable 
patient health care data from Royal Free London NHS 
Foundation Trust was transferred to Google Deep Mind to 

develop an algorithm to study acute kidney injury without the 
patient’s consent.55,56 This case raised much concern. There are 
concerns about the transparency, data protection/breach and 
objectives of data used by the private organizations as most AI 
firms working in the field of healthcare are for-profit organiza-
tions. In Europe, the privacy laws are stricter with the introduc-
tion of 2016 General Data Protection Regulation (GDPR) by 
the European Union in 2016. GDPR is a European Union 
regulation on data protection and privacy for all individuals 
within the European Union and the European Economic 
Area.57 It relates to individual consent for use of personal data, 
what to do in a data breach, penalties when the required proto-
col is not followed, etc. With the increasing use of AI in health 
care especially with electronic medical records of the patients 
which along with the medical data also stores patient’s sociode-
mographic data, including social security numbers, and health 
insurance information. In the United States, we need better 
data protection laws. Unfortunately, presently there are no 
standard laws and uniform guidelines regarding individual data 
protection in the United States.

The success of AI-based systems applications and data sci-
ence depends upon the integrity of the data inputs. This is true 
for AI/ big data applications in health care too. In 2016, the 
White House issued 2 reports titled “Big Data: A Report on 
Algorithmic Systems, Opportunity, and Civil Rights” and “The 
Administration’s Report on the Future of Artificial Intelligence.” 
These reports highlighted the challenges and opportunities in 
the field of Big Data and AI.58,59 The first report “Big Data: A 
Report on Algorithmic Systems, Opportunity, and Civil 
Rights” explains the role of Big Data in several areas.58 It high-
lighted two systemic flaws in the Big Data which can lead to 
the encoding of discrimination in the automated decision algo-
rithms. The first one is related to poor data entry. Poorly 
selected/outdated data, selection bias, and unintentional con-
tinuance of historical biases/stereotypes in the data can lead to 
erroneous assumptions and results. Second, the use of faulty 
algorithms for data analysis such as using algorithms that 
assume correlation to causation, personalization of the match-
ing systems to the user profile, leading to decreased availability 
of options/services, hence encoding discrimination 

Table 4.  Artificial intelligence in cardiovascular medicine: challenges and pitfalls.

Artificial intelligence in cardiovascular medicine: challenges and pitfalls

•  �Dichotomania and improper calibration are known problems of artificial intelligence (AI)-based machine learning methods13

•  �AI-based systems needs to address data privacy concerns,49,50 and United States needs universal data protection laws like General Data 
Protection Regulation (GDPR) of the European Union57-61

•  �AI-based systems needs data integrity to prevent poor data selection, selection bias, historical bias/stereotypes in data analysis58,59

•  �AI-based systems needs to guard against the use of faulty algorithms such as assuming correlation to causation to prevent encoding of 
discrimination in the automated systems58,59

•  �AI-based systems also have problems associated with lack of standardization, suitability to the problem, reproducibility and legal 
responsibilities which may limit widespread use60,61
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in the automated systems. Therefore, this report emphasized 
discretion in the use of Big Data as a widespread assumption 
that ‘numbers don’t lie’ and that data-related results and infer-
ences are infallible may not always work.

With newer AI techniques used by different researchers 
there is also a question of reproducibility and standardization. 
Petersen et al60 highlighted these areas as potential challenges 
in widespread use of AI in health care. Lack of standardization, 
suitability to the problem, reproducibility and legal responsi-
bilities are other challenges which are limiting widespread use. 
Forcier et al61 have also explored the concerns of data privacy 
and AI applications in the context of European, Canadian, and 
US health care data privacy laws. They concluded that legal 
reforms for digital data protection is required to protect indi-
vidual personal information yet enabling responsible data shar-
ing and cross-border data transfers that is beneficial for 
everyone. The key to do this is to have laws for obtaining valid 
unambiguous consent for the individual data use, put in place 
mandatory security breach notifications and higher penalties 
for the misuse of the data.

AI: Is It the Future? Or What Is the Future of AI?
AI is a rapidly growing field in every aspect of human endeavor 
ranging from science, sports, business, and medicine. It is 
important to not lose perspective of just gathering more infor-
mation, but our endeavor should be to find areas where AI can 
provide innovative health care solutions in the field of cardio-
vascular medicine and drug therapy. The use of AI for data-
centric applications may help in finding newer phenotypes of 
common diseases and lead to newer advances in cardiovascular 
drug therapies. It is important to note that AI helps in gener-
ating correlations and do not establish causal relationships. 
These are merely hypothesis generators for more rigorous 
clinical studies/trials.62,63 Therefore, clinical judgment, con-
text, and rationale should be of paramount importance in the 
interpretation of studies using AI. There are also concerns 
about biased sampling in electronic health care (EHR) records 
related data studies as EHR oversample sicker individuals and 
individuals with health care access. It is notable that billing 
data from EHR identifies health care conditions that have 
higher compensation or easy billing. Therefore, one must be 
cautious when applying interpretations to the general popula-
tion.62,63 Still, AI is a transformative technology that has 
immense potential in health care. AI with genomic medicine, 
phenomapping of cardiovascular diseases, and application of 
diagnostic tools such as echocardiograms and MRI/CT imag-
ing has the potential to revolutionize early diagnosis and man-
agement of many cardiovascular diseases.
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