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Purpose: In rapidly acquired functional MRI (fast fMRI) data, the noise serial  
correlations (SC) can produce problematically overestimated T-statistics which lead 
to invalid statistical inferences. This study aims to evaluate and improve the accuracy 
of high-order autoregressive model (AR(p), where p is the model order) based pre-
whitening method in the SC correction.
Methods: Fast fMRI images were acquired at rest (null data) using a multiband 
simultaneous multi-slice echo planar imaging pulse sequence with repetition time 
(TR) = 300 and 500 ms. The SC effect in the fast fMRI data was corrected using 
the prewhitening method based on two AR(p) models: (1) the conventional model 
(fixed AR(p)) which preselects a constant p for all the image voxels; (2) an improved 
model (ARAICc) that employs the corrected Akaike information criterion voxel-wise 
to automatically select the model orders for each voxel. To evaluate accuracy of SC 
correction, false positive characteristics were measured by assuming the presence of 
block and event-related tasks in the null data without image smoothing. The perfor-
mance of prewhitening was also examined in smoothed images by adding pseudo 
task fMRI signals into the null data and comparing the detected to simulated activa-
tions (ground truth).
Results: The measured false positive characteristics agreed well with the theoretical 
curve when using the ARAICc, and the activation maps in the smoothed data matched 
the ground truth. The ARAICc showed improved performance than the fixed AR(p) 
method.
Conclusion: The ARAICc can effectively remove noise SC, and accurate statistical 
analysis results can be obtained with the ARAICc correction in fast fMRI.
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1 |  INTRODUCTION

With the development of simultaneous multi-slice (SMS) 
acceleration acquisition techniques,1-3 echo planar imaging 
(EPI) images of the whole brain can be acquired with a short 
TR (<1 s) in functional MRI studies (fast fMRI). Compared 
to conventional whole brain fMRI experiments (TR ~ 2 s), 
fast fMRI can achieve higher signal-to-noise ratio efficiency 
and detection power.4 However, higher noise serial correla-
tions (SC) (ie, temporal autocorrelations) are present in fast 
fMRI time series.5 Since the SC effect causes underestima-
tion of noise variance,6 the statistical analysis based on the 
general linear model (GLM)7 can produce problematically 
large overestimates of t-scores. Consequently, the false posi-
tive rate (FPR) significantly exceeds the nominal value, and 
this can result in invalid statistical inferences and the diffi-
culty of interpreting the findings in a study. Therefore, it is 
important to adequately suppress the noise SC in fast fMRI.5

One approach for correcting the SC effect is to use the 
ordinary least squares estimator to calculate the T-statistics 
and then adjust the degrees of freedom post hoc.6,8 
Alternatively, the SC in fMRI data can be suppressed with 
the prewhitening method, which applies a prewhitening fil-
ter to remove colored components from the noise.9,10 The 
noise structure after prewhitening matches the assumption 
of the statistical test, that is, independent and identical 
distribution (i.i.d.). The advantage of prewhitening is that 
the degrees of freedom revert to their usual values (ie, the 
number of observations minus the number of parameters11) 
and the t and F values can be calculated with the classi-
cal equations,11 so it has been widely used in fMRI data  
anlaysis. To ensure the efficacy of the prewhitening method, 
the autocorrelation function (ACF) of noise must be accu-
rately measured.12 In conventional fMRI experiments, one 
simple and widely used method for estimating the ACF is 
fitting the GLM residuals at image voxels to the first-order 
autoregressive process (AR(1)).9 Nonetheless, the AR(1) is 
inadequate to model the noise in fast fMRI data and can-
not effectively correct the overestimation of T-statistics.5,13 
More complicated noise models have been implemented 
in fMRI data analysis software to improve the accuracy 
of prewhitening. For instance, the AR(1) + white noise 
(a.k.a. ARMA(1,1)) model14 has been used by AFNI15 in 
its function “3dREMLfit” to correct the serial correlations. 
SPM (https ://www.fil.ion.ucl.ac.uk/spm) suppresses the 
SC effect in fast fMRI data with the “FAST” model, which 
decomposes the noise autocovariance matrix into multiple 
basis covariance components.16 Recently, the high-order 
AR model (AR(p), P > 1) has also been proposed for the 
SC correction in fMRI data acquired with short TRs.5,13,17 
Since the AR(p) is a direct extension to the AR(1) model, it 
is a straightforward and promising approach for removing 
the noise SC in fast fMRI.5,13,17

Previous studies5,13,17 have shown that the AR(p)-based 
prewhitening method can reduce the t-score overestima-
tion to a greater degree than the traditional AR(1) model. 
However, the accuracy of statistical analysis using the 
AR(p) correction has not yet been systematically investi-
gated. It is still unknown whether the GLM analysis with 
the AR(p)-based prewhitening can produce accurate sta-
tistical inferences. In fMRI, an exact statistical test means 
that the FPR in the fMRI activation map is equal to the  
assumed significance level (α),12,14 so the FPR-α relation-
ship in fMRI images acquired at rest (null data) has been 
used as the quantitative criterion to evaluate the accuracy 
of SC correction.10,14 Nevertheless, the false positive char-
acteristics (FPC) (ie, FPR vs α curves) after the AR(p)-
based prewhitening have not yet been measured in fast 
fMRI studies. In addition, note that the autocovariances of 
noise are not same as that of GLM residuals. A bias will 
creep into the measurement of noise ACF if this difference 
is not corrected in the AR(p) method.18 Also, AR(p) model 
may fail if the selected model order is too low or too high 
relative to the true value.19 In fMRI, the optimal order may 
vary with the voxel location even in the same tissue type20 
and also depends on imaging parameters such as TR.5,13 
Thus, to achieve accurate SC removal, it is necessary to 
reduce the bias in the estimation of noise ACF and to adap-
tively detect the optimal model orders at individual voxels. 
Unfortunately, these two factors have not been simultane-
ously considered in previous fast fMRI studies5,13,17 using 
the AR(p)-based SC correction. Therefore, a robust AR(p)-
based SC correction method is not available up to date, and 
it is difficult to ensure the accuracy of statistical analysis in 
fast fMRI studies. This can significantly limit the applica-
tion of SMS acquisition techniques in fMRI.

This study aims to improve and evaluate the SC correc-
tion accuracy of AR(p)-based prewhitening method in fast 
fMRI data. We optimize the AR(p) framework by integrating 
a order selection method based on the corrected Akaike infor-
mation criterion (AICc)21 into the AR(p) model proposed by 
Worsley et al.18 In Worsley’s AR(p) model (fixed AR(p)), an 
efficient algorithm is implemented to reduce the bias in the 
estimation of noise autocovariances, but p is preselected by 
the user and is same at all the voxels. In our model (ARAICc), 
the AICc identifies the optimal model order in voxel-wise 
according to the statistical property of noise,21 so it is un-
necessary to know a priori the relationships between optimal 
order, voxel location, and imaging parameters. Thus, this im-
proved algorithm can automatically select the optimal model 
orders at individual voxels and also reduce the bias in the 
measurement of noise ACF.

In the present study, fast fMRI images were acquired 
at rest (null data) with TR = 300 and 500 ms to evalu-
ate the performances of fixed AR(p) and ARAICc models. 
The FPC of null data were measured in the images without 

https://www.fil.ion.ucl.ac.uk/spm
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spatial smoothing and used as the criterion to evaluate the 
accuracy of SC removal.10,14 Finally, we also examined the  
efficacy of AR(p)-based prewhitening in spatially smoothed 
images by injecting pseudo task fMRI signals into a region 
of interest (ROI) of the rest fMRI images. The activated 
clusters detected from the synthesized data were compared 
to the signal ROI (ie, ground truth) to assess the accuracy 
of statistical analysis. Through this study, we expect to 
develop a robust algorithm (ARAICc) for correcting noise 
serial correlations in fast fMRI. This ARAICc model would 
enable us to perform accurate statistical analyses on fast 
fMRI data. It would solve a fundamental question in fMRI 
experiments using short TRs.

2 |  METHODS

A detailed description of the MRI data acquisition and  
Image preprocessing including citations to references22-27  
are  included in the supplementary material.

2.1 | Data analysis

The SC effect was corrected using the prewhitening method 
based on the fixed AR(p)18 and ARAICc models. The the-
ory regarding the prewhitening method based on these two 
models is described in Supporting Information. Briefly, the 
ARAICc improves the fixed AR(p) model on two aspects:  
(1) In the fixed AR(p), the user is required to preselect a 
constant p which applies to all the voxels, while the ARAICc 
algorithm automatically determines the optimal voxel-wise 
model orders with the AICc; (2) The cutoff lag (L) for the 
noise autocorrelation estimation = p in the fixed AR(p). In 
the ARAICc, L depends on the TR used for image acquisition: 
L = int (Tcutoff/TR) where Tcutoff = 10  s and int() rounds a 
number to its nearest integer. Since the partial ACF (pACF)28 
and the Bayesian Information Criterion (BIC)29 are also two 
common order selection critera used in previous studies 
on SC correction,10,17 the ARAICc algorithm also offers the  
options to use pACF or BIC for the order selection.

FPC in null fMRI data without spatial smoothing was used 
as the criterion to evaluate the accuracy of SC correction.10,14 
By assuming the presence of task induced signal in the rest-
ing data (ie, null data), t-maps were obtained from the GLM 
analysis with the assumed task regressors. At a given signif-
icance level (eg, α = 0.05), the voxels above the p-threshold  
(ie, P < α) were considered to be false positives, and the 
FPR was the ratio of the number of false postives to the total 
number of voxels in the brain. The FPRs were measured at 
different α values (1 × 10−4 ≤ α ≤ 1) and then FPC curves 
were obtained by plotting the FPR versus assumed α. If  
serial correlations are removed exactly, the noise of fMRI 

time series after the prewhitening will be in i.i.d. Thus, the 
FPR is equal to α in the theoretical FPC curve. An SC cor-
rection method has better performance if its FPC curve devi-
ates less from the theoretical one.10,14 In this study, one block 
and one event-related designed task paradigm was used in 
the FPC analysis. Task regressors were created by convolving 
the task paradigm with the canonical hemodynamic response 
function.30 Since brain network activity, such as the default 
mode network,31 may occur at the resting state, the neural 
activity can produce activated voxels (ie, true positives) in 
the null fMRI data if the brain network activity is correlated 
with the assumed task regressors. To minimize the impact of 
resting state networks on the FPC measurement, two tasks 
(A and B) are included in the assumed paradigms and the 
contrast between task A and B (A-B) was used in the GLM to 
test false positives.32 The block design paradigm consisted of 
seven blocks plus 15-s resting epoch at the end. Each block 
was composed of one resting and two task epochs and each 
epoch lasted 15  s. In the event-related paradigm, the inter- 
stimulus intervals (ISIs) were randomized from a normal dis-
tribution with mean/SD of 6/2 s and all the ISIs were limited 
in the range of 2-10 s (interval = 1 s). The orders of tasks A 
and B were randomized in the pradigms and the duration of 
each paradigm was 330 s.

A continuous data segment was extracted from the fMRI 
scan to match the duration of the task paradigms and used as 
null data. To further reduce the bias of FPC measurement, 
the following null data selection strategy was adopted to avoid 
the true positives induced by the resting state brain network 
activity: from the beginning of the fMRI scan, the first 330-s 
image segment (ie, 0-330 s) was extracted and analyzed with 
the GLM without SC correction. The t-maps were thresh-
olded at P < .001 uncorrected and visually inspected. If rest-
ing state fMRI networks were present in the t-maps, then the 
data segment starting from the next time point (ie, 1-331 s) 
was examined in the same way as the first one. This proce-
dure continued until no resting state networks appeared in the  
t-maps and the current image segment was used as the null data.

GLM analyses with and without the prewhitening were 
performed on the null data with the assumed regressors. 
When using the fixed AR(p), p was set to different val-
ues (1-20) to investigate the impact of p on the SC removal. 
In the prewhitening, 0, 6, and 15  mm (recommended value 
in Worsley’s study18) were used as the full-width half- 
maximum (FWHM) values in the autocorrelation regular-
ization step (see Supporting Information). The FPC curves 
were calculated from the t-maps. To evaluate and compare 
the performances of different AR(p) models, the deviations of 
measured FPC from the theoretical curve (ie, FPR = α) were 
examined in the α range 5  ×  10−4-5  ×  10−2, which covers 
the significance levels usually used in fMRI data analysis. In  
addition to the AICc, the performances of BIC and pACF based 
order selection methods were also assessed using the FPC.



1296 |   LUO et aL.

Similar to previous studies,10,14 no spatial smoothing was 
applied to the fMRI images when measuring the FPC in the 
present study. Considering that image smoothing is com-
monly used in fMRI data analysis, the performances of AR(p) 
methods were also empirically assessed in spatially smoothed 
data through the following steps: first, task fMRI data were 
synthesized by adding pseudo blood oxygenation level  
dependent (BOLD) activations (with 2% signal change) to a 
ROI in the images acquired at rest. The task paradigms and 
hemodynamic response function used to create the pseudo 
BOLD signal were same as in the above FPC measurement. 
To simulate the data structure in task fMRI experiments, the 
paradigms were assumed to start with the MRI scan simul-
tanouesly. The synthesized images were then smoothed with 
FWHM = 6 mm and analyzed with the AR(p) based SC cor-
rection. A p-threshold of .001 (uncorrected) was applied to 
the t-maps and the multiple comparison was corrected using 
the cluster size corresponding to FPR = 0.05.33 Finally, the 
efficacy of SC correction was evaluated by inspecting the 
false positives in the BOLD activation map.5,13 “Activated” 
clusters were considered to be false positives if their loca-
tions were distant from the true BOLD activation foci (ie, the 
ROI). A better SC correction method was expected to pro-
duce fewer false positives in the activation maps of individual 
subjects and to detect the true BOLD activation at the same 
time.5,13

3 |  RESULTS

Figure 1A shows the t-maps with and without the SC correc-
tion at TR = 500 ms in one exemplar subject. In the t-maps 
without correction, a number of voxels beyond the p-threshold  
(0.001 uncorrected) (ie, false positives) were randomly 

distributed in the whole brain. When using the fixed AR(p) 
for SC correction, AR(5) or higher order models showed 
lower t-scores and fewer false positives than the traditional 
AR(1) model (Figure 1A). In the ARAICc correction, the ran-
dom activations also largely decreased and the t-maps were 
similar to the AR(5) case. In the power spectra of GLM resid-
uals (Figure 1B), the data without correction and with AR(1) 
correction produced more power at the low frequencies  
(< 0.02 Hz) than at high frequencies. In contrast, the power 
distributions were approximately uniform in the data of 
AR(5) and ARAICc, so the noise in these two cases can be 
considered as white noise. These findings suggest that noise 
SC can be effectively suppressed by using the high-order 
AR(p) or the ARAICc algorithm.

The FPC curves with assumed block task design at  
TR = 500 ms are illustrated in Figure 2. In all the subjects, 
the FPC without the prewhitening largely deviated from the 
theoretical curve (Figure 2A). The FPC after the AR(1) cor-
rection reduced the deviation, but there were still relatively 
high overestimates of T-statistics (Figure 2B). When using 
the AR(5) (Figure 2C) and ARAICc (Figure 2D), the FPC 
curves agreed well with the theoretical case. At α = 0.001, 
the FPRs of the AR(5) and ARAICc averaged over the sub-
jects were about (1.1 ± 0.3) × 10−3 and (1.0 ± 0.1) × 10−3 

(mean ± SD), respectively. Thus, they both provided enough 
accurate FPC at the typical α range (5 × 10−4-5 × 10−2) used 
in fMRI, but the ARAICc showed smaller inter-subject varia-
tions on the correction accuracy. Thus, the ARAICc had more 
reobust performance than the fixed AR(p) model. A similar 
result was also observed with the event-related task regressor 
(not shown).

The subject-averaged FPC curves (Figure 3) indicate 
that the performance of fixed AR(p) varied with the choice 
of AR order. The overestimates of t-scores were reduced 

F I G U R E  1  t-maps (P < .001 uncorrected) (A) and noise power spectra (B) from an exemplar subject with and without the AR(p)-based SC 
correction at TR = 500 ms. The corrected t-maps were separately obtained using the fixed AR(p) model with p = 1 (AR(1)) and 5 (AR(5)) and 
the improved AR(p) algorithm based on the AICc order selection (ARAICc). The top and bottom rows in (A) show the result when assuming the 
block (BL) and event-related (ER) task designs, respectively. “L” indicates the left side of brain. The noise power spectra were normalized to the 
maximum peak of the power spectrum without the correction

(A) (B)
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with increasing p until the highest SC correction accuracy 
was achieved at the optimal order value. Further increase of  
p resulted in t-score overestimates again. In addition, the  
optimal AR order increased with a decrease in TR. The best 
performance was achieved approximately with p = 5 and 10 
at TR = 500 and 300 ms, respectively. In contrast, the ARAICc 
method was able to automatically and adaptively optimize the 
AR orders in individual voxels at the different TRs (Figure 4).  
It precisely removed the serial correlations in the data  
acquired with TR = 300 and 500 ms (Figure 3).

Figure 5 illustrates the impact of autocorrelation regular-
ization on the performance of SC correction at TR = 500 ms. 
When smoothing the sample autocorrelations with FWHM = 
6 and 15 mm, the FPC curves after the prewhitening deviated 
from the theoretical curve at all the orders. This phenomenon 
also appeared in the data acquired with TR = 300 ms. When 
the AR orders were selected with the BIC and pACF crite-
ria, the BIC and pACF based AR(p) models showed similar 
SC correction accuracies and better performances than the 
traditional AR(1) model. However, the FPRs in the t-maps 

using the BIC and pACF were still higher than the theoretical 
values (Figure 6).

Figure 7 shows the performance of AR(p)-based pre-
whitening in the spatially smoothed fMRI data. When the 
GLM analysis was performed without the SC correction, 
the simulated BOLD activation was detected in the t-maps 
thresholded with the cluster extent, but various remote 
brain areas also showed significant clusters (ie, false pos-
itives). Although the AR(1)-based SC correction reduced 
the number of false positives, there were still some clusters 
outside the true activation region. In the t-maps obtained 
from the fixed AR(p) (with the optimal order) and the 
ARAICc methods without autocorrelation regularization, no 
clusters above the threshold were found outside the ROI 
of BOLD signal. A few false positives were observed in 
the activation maps when smoothing the autocorrelations 
with FWHM = 6 and 8 mm (Figure 8). Thus, the AR(p)-
based prewhitening without autocorrelation regularization 
was able to effectively remove SC in the smoothed fMRI 
images.

F I G U R E  2  FPC curves of null data measured in the six subjects without correction (A) and corrected with the AR(1) (B), AR(5) (C), and 
ARAICc (D) models. The arrows in (A) indicate the specificity range typically used in fMRI data analysis. The dashed line indicates the theoretical 
(true) FPC curve. If the measured data points are above/below the theoretical curve, it means that the t-values are underestimated/overestimated. 
The FPC curves were calculated by assuming the presence of the block task

(A)

(C) (D)

(B)
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F I G U R E  3  FPC curves averaged over the subjects when using the fixed AR(p) and the ARAICc models for block (BL) and event-related 
designs (ER). Different model order values (p: 1, 5, 10, 15 and 20) were chosen in the fixed AR(p). (A) and (C) illustrate the results when assuming 
the block design at TR = 500 and 300 ms, and the cases of event-related design are shown in (B) and (D). No autocorrelation regularization was 
applied in the SC correction

(A)

(C) (D)

(B)

F I G U R E  4  Maps of AR orders 
selected with the AICc at TR = 500 ms 
(top row) and 300 ms (bottom row) in the 
exemplar subject. “L” indicates the left side 
of brain
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4 |  DISCUSSION

In this study, we improved the AR(p)-based prewhitening 
method and evaluated the performance of AR(p) on noise 
serial correlation correction in the fast fMRI data. The pro-
posed AICc-based AR(p) algorithm (ARAICc) allowed for 
automatic detection of optimal AR orders in voxel-wise at 
different TRs. By measuring the FPC in null data, we demon-
strated that the GLM analysis with the ARAICc correction was 
able to suppress the SC effect from the fast fMRI images and 
produce accurate T-statistics.

Similar to a previous study,5 we found that the perfor-
mance of fixed AR(p) model18 was affected by the choice 
of model order (Figure 3). At TR = 500/300 ms, the highest 
SC correction accuracy was achieved by setting the order to 
approximately 5/10. The selection of a lower (underfitting) or 

higher (overfitting) order than the optimal value resulted in a 
larger discrepancy between the measured and theoretical FPC 
curves. In addition, it is noted that the AR(p) model slightly 
underestimated the t-scores in a few of datasets, for example, 
the data at TR = 500 ms in Subject 1 after the AR(5) prewhit-
ening (Figure 2C). Since motion or other artifacts could be 
present in the fMRI images, the assumption of AR(p) on the 
stationarity of data could not be completely satisfied. In such 
instances, the SC correction may produce smaller T-statistics 
than the true value. This phenomenon has also been observed 
in functional near-infrared spectroscopy studies.34 Also, al-
though t-value underestimation has no impact on the validity 
of statistical inference,12 it reduces the detection sensitivity 
of the fMRI signal and the ability to identify weak neural 
activations. Hence, the optimal order must be choosen in the 
fixed AR(p) model.

F I G U R E  5  Subject averaged FPC curves at TR = 500 ms when regularizing the sample autocorrelations with spatial filters of FWHM = 6 mm  
(A) and 15 mm (B). The block task design was used to calculate the curves

(A) (B)

F I G U R E  6  Subject averaged FPC curves at TR = 500 (A) and 300 ms (B) when using the AICc, BIC, and pACF order selection methods in 
the AR(p) correction. No autocorrelation regularization was applied in the correction and the block task design was assumed to be present in the 
null data.

(A) (B)
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Our study showed that the optimal order in the fixed 
AR(p) model was higher at the shorter TR, and this finding 
agrees with previous reports.5,13 In fMRI time series, the 
time interval between two adjacent data points is TR. The 

increase of AR order at shorter TRs suggests that a more 
complex AR model is required to describe the fMRI noise 
spectrum sampled with a higher frequency. When the data 
is acquired with a higher temporal resolution, more features 

F I G U R E  7  Activation maps of the examplar subject obtained from the synthesized fMRI data with the spatial image smoothing at  
TR = 500 ms (A) and TR = 300 ms (B). The red ROI in the ground truth images indicates the true fMRI activation foci, that is, the brain regions 
where the pseudo BOLD signal was injected. The SC effect was corrected with the AR(p)-based prewhitening and without the autocorrelation 
regularization. AR(5) and AR(10) were the optimal fixed AR(p) models at TR = 500 and 300 ms, respectively. The top/bottom row in (A) and (B) 
shows the results of block (BL)/event-related (ER)design. The t-maps were thresholded with P < .001 uncorrected and the multiple-comparison 
was corrected with the cluster size corresponding to FPR of 0.05

(A)

(B)
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are resolved in its power spectrum. Thus, it is necessary to 
select a larger order value to allow higher model complex-
ity and to better fit the spectral components.35 In addition 
to the TR, other imaging parameters may also affect the 
optimal model order. In the prewhitening, the AR(p) is  
essentially used for fitting the temporal ACF of noise,18 so 
optimal p is determined by the temporal/spectral property 
of noise. The SMS-EPI pulse sequence used in fast fMRI 
studies is the extension of parallel imaging techniques36 in 
the slice direction.37 Similar to parallel imaging, the noise 
property of SMS-EPI depends on the RF coil and the slice 
acceleration factor.37 Also, fMRI noise includes three com-
ponents: MR system noise, physiological noise, and ther-
mal noise from the subject.38 The ratio of physiological to 
thermal noise varies with the main magnetic field strength 
and imaging parameters such as the voxel size, echo time, 
and flip angle.39-42 In addition, fMRI acquisitions with 
short TRs (TR < T1 of cerebrospinal fluid) may cause in-
completely spoiled spin coherence and temporal variations 
of MRI signal due to the disturbance of steady state.43 Thus, 
if the MR hardware and pulse sequence parameters change 
significantly, the spectral property and ACF of noise may 
be altered accordingly, so the optimal fixed AR(p) model 
vary with experimental conditions.

The optimal model order must be known to achieve  
accurate SC corrections with the fixed AR(p) method. This 
requirement may limit its applications if prior knowledge 
about the optimal order is unavailable in some experimen-
tal conditions. The improved algorithm based on the AICc 
(ARAICc) can overcome this disadvantage. Furthermore, 
as shown in Figure 2C,D, the subject-averaged correction  
accuracy of ARAICc is comparable to that of the optimal fixed 
AR(p) model. However, the ARAICc method yields smaller 
inter-subject variations in the FPC. For instance, the stan-
dard deviation of FPR across the subjects was about 0.0003 
at α = 0.001 in the AR(5), while the inter-subject variation 
decreased to 0.0001 in the ARAICc. Therefore, the ARAICc  
offers more convenience and more robust performance than 
the fixed AR(p) algorithm. On the other hand, the ARAICc 
needs to additionally calculate the noise variance and 
Kullback-Leibler information at each voxel, which consumes 
more computation resources. In our study, it took approxi-
matley one minute to process one dataset at TR = 500 ms 
with the AR(5), while the ARAICc required about 2.1 min to 
finish the same data processing. Thus, the ARAICc has lower 
computation efficiency.

If the autocorrelation matrix of noise (V) (Equation 2 in 
Supporting Information) is exactly known, the GLM with 

F I G U R E  8  The activation maps of block design from the synthesized data with (FWHM = 6 and 15 mm) and without (FWHM = 0) the 
autocorrelation regularization. The red arrows indicate the false positives, which are remote to the true activation areas. The thresholded t-maps 
(cluster corrected FWE < 0.05) of two image slices (Slice 19 and Slice 25) are shown in the figure. The true BOLD activation area was located in 
Slice 19 but not in Slice 25. The results were obtained from the data corrected with the ARAICc method
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prewhitening would provide accurate statistical test results 
(eg, T and F statistics),18 and the measured FPC would per-
fectly match the theoretical curve (FPR = α).10,14 However, 
in an fMRI experiment one can never know the true intrin-
sic correlation structure of noise,12 so an accurate estimate 
of V is critical for the prewhitening approach.10 Since the 
raw autocorrelations estimated with the cross-correlation 
method (Equations 8, 9 in Supporting Information Text S1)  
are noisy at large lags, the serial correlations cannot be 
effectively suppressed if the raw autocorrelations are di-
rectly used to construct V. The aim of modeling the noise 
with AR(p) is to more accurately estimate the noise ACF. 
Since the ACF calculated from the AR model varies with 
the model order and the corresponding coefficients,12 it 
is necessary to select the optimal AR order to achieve the 
best accuracy in the estimation of ACF. AR models with 
lower (underfitting) or higher (overfitting) orders than the 
optimal value can produce larger deviations between the 
estimated V and the true V. Obviously, it is impossible to 
preselect the true model orders for individual image voxels 
because their intrinsic noise structures are unknown. Based 
on different assumptions about the statistical characteris-
tics of noise, many different criteria have been proposed for 
the prediction of true AR order,44,45 and the AICc is widely 
used one. According to the assumed noise properties, the 
AICc determines the optimal choice of model order by bal-
ancing the fitting error and overfitting. The present study 
shows that the AR(p) model selected the AICc provides 
high SC correction accuracy. This implies that the AICc 
method is able to accurately estimate the noise autocorrela-
tion matrix V in fast fMRI data.

Due to the prediction errors, the selected AR models are 
not always the true noise models. Suboptimal order selec-
tions may occur in some cases when applying the criterion to 
a large number of time series, even in simulated realizations 
generated with known AR(p) models.21 The human brain 
usually includes more than 100 000 image voxels in a fast 
fMRI scan, so the AICc or other criteria could select lower or 
higher orders than the true values at some voxels. However, it 
is important to note that the occurrence of suboptimal mod-
els is conceptually different from the multiple comparison 
(multiple testing) problem in fMRI data analysis. The aim of 
AR model selection is to enable noise after the prewhitening 
to approximately obey the assumed distribution (ie, i.i.d.). 
Although a suboptimal model results in imperfect prewhiten-
ing at a voxel, the estimated t-value will only slightly deviate 
from its true value if the discrepancy between the selected 
and true AR models is small. In such a case, suboptimal order 
selection will not produce a false activation at this voxel. The 
results from this study illustrate that the FPR after the ARAICc 
correction agrees well with the theoretical value. This sug-
gests that the selected AR models are enough close to the 
true fMRI noise structures and the occurrence of suboptimal 

order selection does not significantly affect the accuracy of 
SC correction.

In Worsley’s study,18 spatial smoothing is applied to reg-
ularize the sample autocorrelations at individual voxels. The 
aim of autocorrelation regularization is to reduce the vari-
ability of sample autocorrelation in conventional fMRI scans 
with ~100 time frames (N ~ 100).18 However, the results from 
this study suggest that the regularization step can degrade the 
accuracy of SC correction. Note that a typical fast fMRI scan 
usually includes more than 600 image volumes (N > 600). 
The standard deviation of the sample autocorrelation from its 
true value is about 1∕

√

N,18 so the variability of sample auto-
correlation in fast fMRI is negligible compared to that in the 
conventional fMRI. In addition, although the regularization 
can decrease the variation of autocorrelation, it may lead to 
an increase in bias if the noise ACF varies substantially in the 
neighboring voxels, especially in the boundary areas between 
different tissue types or brain regions. Due to the inhomo-
geneous coil sensitivity, the SMS-EPI acquisition technique 
used in fast fMRI can further augment the nonuniformity in 
the spatial distribution of noise. As shown in Figure 9, large 
differnces may exist in the ACF of adjacent voxels, so the 
autocorrelation smoothing can decrease the accuracy of ACF 
estimation and SC correction. Our analysis results indicate 
that the AR(p) algorithm can produce enough accurate sta-
tistical maps without smoothing the sample autocorrelations. 
Hence, the autocorrelation regularization step should be 
avoided in fast fMRI.

In this study, the performance of AR(p) model was 
separately evaluated in the fMRI images with and with-
out spatial smoothing. For the unsmoothed data, the FPC 
curves were calculated from the t-maps and compared to 
the theoretical FPC. The quality of SC correction in the 
smoothed data was assessed with an empirical method, 
which inspected whether false positives were present in 

F I G U R E  9  Autocorrelation curves in four neighboring voxels in 
the gray matter of one subject



   | 1303LUO et aL.

the activation maps of individual subjects. Both the un-
smoothed10,14 and smoothed5,13 data based criteria have 
been employed in the studies on SC correction. Compared 
to the visual inspection of false positives, the FPC can 
provide more quantitative information about the perfor-
mance of an SC correction algorithm. However, the FPC 
criterion cannot be directly applied to smoothed fMRI data 
because the image smoothing leads to high correlations be-
tween the time courses of neighbor voxels. This violates 
the assumption of FPC criterion about the independence 
between voxels.14 In addition, the familywise error (FWE) 
at a p-threshold corrected for the multiple-comparison has 
been used to evaluate the accuracy of statistical inference in 
smoothed data.46 Theoretically the FWE method can also be 
used in this study to examine the performance of prewhiten-
ing in smoothed data. Nonetheless, the FWE is defined as 
the ratio of the number of datasets showing false positives 
to the total number of datasets, so a large number of fMRI 
datasets (~ 1000) is required to calculate the FWE.46 Thus, 
the FWE method is inappropriate for our study due to the 
limited number of subjects and datasets (six datasets at each 
TR). In other words, we have chosen the the two best cri-
teria available for evaluating the accuracy of prewhitening, 
and the ARAICc algorithm showed high performance under 
the both criteria. Therefore, ARAICc is a robust SC removal 
method for fast fMRI data analysis.

In addition to the AR(p) model, other advanced algorithms 
have also been implemented in some fMRI data analysis soft-
ware to remove noise serial correlations. For example, SPM 
and AFNI provide prewhitening algorithms respectively based 
on the “FAST” and ARMA(1,1) models, and these SC correc-
tion methods have been applied in fast fMRI studies.16,17,47 
We conducted the statistical analysis on the same datasets 
using SPM and AFNI. In SPM’s FAST model, a dictionary 

of covariance components of length 3q is constructed with 
q different exponential time constants.16 We separately set  
q = 2, 4, 6 (default value), 8, 10 (maximum allowed value) in 
SPM to cover the range of selections of q. The FPC curves in 
individual subjects when using the FAST model with the dif-
ferent q values are shown in Figure 10A (default q value) and 
Supporting Information Figure S1 (the other q values), and 
Figure 10B illustrates the results from the ARMA(1,1) model. 
It can be seen that the deviations of FPC from the theoretical 
curve are larger in the FAST and ARMA(1,1) models than in 
the fixed AR(p) model (with the optimal order) (Figure 2C) 
and in the ARAICc (Figure 2D). Thus, the AR(p)-based pre-
whitening algorithm provides higher performance.

In conclusion, the AR(p)-based prewhitening framework 
provides an accurate method for correcting serial correlations 
in fMRI images acquired with a TR < 1 s. The fixed AR(p) 
algorithm18 with the optimal model order and the improved 
algorithm (ARAICc) provide comparable SC correction ac-
curacies on average, but the ARAICc shows less inter-subject 
variations in the performance. Thus, we recommend using 
the ARAICc algorithm in the data analysis of fast fMRI, con-
sidering its convenience and higher reliability. The fixed 
AR(p) method could be the favorable choice only if the opti-
mal order is known and the computation efficiency is a cru-
cial factor to be considered in a study.
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F I G U R E  1 0  FPC curves of individual subjects when using the prewhitening algorithms in SPM based on the “FAST” model (A) and the 
ARMA(1, 1) model in AFNI (B). The default setting on the q value (q = 6) in SPM was used to construct the FAST model. The FPC curves were 
measured with the assumed block task design from the data of TR = 500 ms
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FIGURE S1 FPC curves in individual subjects obtained with 
SPM’s FAST model. (A), (B), (C), and (D) illustrate the re-
sults when respectively setting the q value = 2, 4, 8, and 10
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