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� Abstract
Fluorescence lifetime measurements provide information about the fluorescence relaxa-
tion, or intensity decay, of organic fluorophores, fluorescent proteins, and other inor-
ganic molecules that fluoresce. The fluorescence lifetime is emerging in flow cytometry
and is helpful in a variety of multiparametric, single cell measurements because it is not
impacted by nonlinearity that can occur with fluorescence intensity measurements. Yet
time-resolved cytometry systems rely on major hardware modifications making the
methodology difficult to reproduce. The motivation of this work is, by taking advant-
age of the dynamic nature of flow cytometry sample detection and applying digital sig-
nal processing methods, to measure fluorescence lifetimes using an unmodified flow
cytometer. We collect a new lifetime-dependent parameter, referred to herein as the
fluorescence-pulse-delay (FPD), and prove it is a valid representation of the average flu-
orescence lifetime. To verify we generated cytometric pulses in simulation, with light
emitting diode (LED) pulsation, and with true fluorescence measurements of cells and
microspheres. Each pulse is digitized and used in algorithms to extract an average fluo-
rescence lifetime inherent in the signal. A range of fluorescence lifetimes is measurable
with this approach including standard organic fluorophore lifetimes (�1 to 22 ns) as
well as small, simulated shifts (0.1 ns) under standard conditions (reported herein).
This contribution demonstrates how digital data acquisition and signal processing can
reveal time-dependent information foreshadowing the exploitation of full waveform
analysis for quantification of similar photo-physical events within single cells. VC 2014

The Authors. Published by Wiley Periodicals, Inc.
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FLUORESCENCE lifetime detection continues to emerge as a quantitative methodol-

ogy for reporting the state and behavior of various organic fluorophores, particularly

when expressed within intracellular environments. The fluorescence lifetime, or aver-

age time a fluorophore resides in its excited state, is known to fluctuate with molecu-

lar composition and changing microenvironments in which any given fluorophore

resides (1). The excited state lifetime of a molecule can be considered as a state func-

tion because it does not depend on initial perturbation conditions. For example, it is

not affected by the magnitude and exposure time of the excitation source on the flu-

orescent species nor the inherent and periodic photo bleaching of the fluorophore

itself (2,3). In addition, the fluorescence lifetime is independent of the total emission

output for a range of fluorophore concentrations when intermolecular chemical and

photonic interactions are absent (4,5). These properties of fluorescence decay

kinetics (i.e. environmental sensitivity and parametric independence) render the flu-

orescence lifetime a complementary quantitative method to traditional fluorescence

intensity measurements.
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The fluorescence lifetime has been used in single cell

analysis quite extensively, and in more recent studies, it is

used to confirm FRET efficiency and intermolecular distances

between FRET partners. The fluorescence lifetime is a power-

ful metric of FRET, which enables the validation of protein

function and signaling events that occur inside mammalian

cells. Some examples of these include understanding the

dynamics of conformational changes of epidermal growth fac-

tor receptor (4), the occurrence of protein-protein interac-

tions (5), the visualization of intracellular signaling dynamics

(6), and the presence of matrix metalloproteinase-2 in tumor

cells (7). These examples of recent studies exploit the fluores-

cence lifetime to confirm if and when FRET occurs. In addi-

tion to FRET applications, the fluorescence lifetime of

fluorescent proteins, intrinsic, and extrinsic fluorophores has

recently been measured in order to track intracellular move-

ment of proteins during autophagy (8), to localize groups of

nanoparticles inside the cells (9), to visualize intracellular

delivery of doxorubicin (10) and to track metabolic changes

in viable cells that are label-free (11). Measuring the fluores-

cence lifetime of organic and inorganic molecules in these

contexts is important to alleviate spectral overlap issues and

leverage the autofluorescence background in cells and tissue

for optical-based diagnostics and theranostics. In addition to

recent applications, historic uses of the fluorescence lifetime

in single cells include characterizing cellular microenviron-

ments indirectly by measuring how the de-excitation times of

molecular probes are altered when the biochemistry sur-

rounding the chromophore changes. These changes might

include pH, temperature, recruitment of quenchers, levels of

oxygen or atoms with net charges, organelle alteration, and

nearby proteins associating and de-associating from each

other (2,9–13). Therefore singular changes in these factors

(e.g. rise vs. fall, presence vs. absence, increase vs. decrease)

are “reported” by fluorescence lifetime differences.

Fluorescence lifetime measurements can be quite powerful

when combined with flow cytometry where cell-by-cell tracking

of conserved intracellular events and high-throughput cell-sur-

face phenotype discrimination with multiple fluorescent tags

are necessary. Time-resolved cytometry studies began to rise in

the late 1990s whereby experimentation with lifetime-

dependent cytometry began to demonstrate utility in situations

where the estimation of receptor site saturation on cell surfaces

was important yet difficult with intensity-based measurements

that suffer from nonlinearity owing to fluorophore self-

quenching (6). It was also noted as useful for microsphere-

based multiplexing and cell cycle studies (12). A number of

applications with DNA intercalating dyes were particularly

popular because of the natural change in the fluorescence life-

time of ethidium bromide and propidium iodide when bound

to nucleic acids. For example, fluorescence lifetime analysis

enabled extraction of total DNA content in the presence of

RNA (13), and reported apoptotic from nonapoptotic cell pop-

ulations using deuterium oxide treatments, which enhanced

lifetime shifts for fluorophores bound to fragmented DNA (2).

Average fluorescence lifetimes of organic molecules range

from about 100 ps to 20 ns and are measured with a flow

cytometer by changing how the cells are excited by laser light.

The two main approaches that have been implemented in

cytometry are “frequency-domain” and “time-domain” meth-

ods. With frequency-domain systems, the excitation laser is

sinusoidally modulated at high frequencies, which results in

oscillatory fluorescence at the same frequency as the incident

light, yet the modulated fluorescence light is phase shifted and

amplitude attenuated relative to the excitation source. The

phase shift (14–16) /, and demodulation,(17) m, are propor-

tional to fluorescence lifetime, s, as shown by Eq. (1) when

assuming single exponential decay kinetics.

xs/5tan /; m5
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

11ðxsmÞ2
q (1)

With time-domain methods, the excitation source is typi-

cally pulsed at a femtosecond rate and directed onto the sam-

ple or cell. Assuming single exponential decay kinetics the

intensity function after pulse excitation can be expressed as:

IðtÞ5I0exp ð2t=sÞ (2)

where I0 is the intensity at time, t 5 0. The fluorescence life-

time is then resolved by observing the fluorescence decay over

time (picoseconds to nanoseconds) with a gated photodetec-

tor and fitting the data to an appropriate exponential decay

model such as that shown by Eq. (2) (18).

Both time- and frequency-domain approaches signifi-

cantly increase the cost and complexity of a traditional flow

cytometer. The limited numbers of time-domain flow cytome-

try systems that have been tested require precise timing of the

detectors, yet can be useful for rare event detection (6,8), char-

acterization of long-lived lanthanide species (19), biological

process monitoring (20), and environment sensing (21). Alter-

natively frequency-domain theory has made phase sensitive

flow cytometry (PSFC) a more practical approach, most impor-

tantly for cell sorting (22). However, several high-frequency

hardware components must be added to a simple flow system

to perform PSFC (15,23). These modifications include high fre-

quency mixing and filtering steps when the data acquisition

system employed is unable to sample the high-frequency sig-

nals. Additionally, digital phase sensitive flow cytometry

(dPSFC) approaches have been demonstrated (24,25) owing to

the dramatic increase in processing speeds of computers and

data acquisition electronics. dPSFC replaces the complex analog

hardware with a high speed analog-to-digital converter (26)

(ADC) and flexible digital signal processing (27) (DSP) algo-

rithms. A dPSFC system simplifies the hardware required yet

still relies on modulated lasers and high-speed detection elec-

tronics to preserve the modulated optical signals.

In this contribution, we present a paradigm shift from

laser pulsed time-domain and laser modulated frequency-

domain flow cytometry. We introduce a new method to detect

fluorescence decay using information that can be extracted

directly from traditional flow cytometry waveforms. This

approach avoids modulating the laser at different frequencies

(pulsed or modulation) and effectively presents a platform for

lifetime detection that could more practically be implemented

on any standard flow cytometer. The new “non-modulated”

Original Article

1000 Digital Data Acquisition and Signal Processing



lifetime parameter is taken directly from amplified cytometry

waveforms after digitization on an event-by-event basis. In the

following sections we describe the process of non-modulated

fluorescence lifetime cytometry (nFLIC), evaluate by simula-

tions and experimentation, and suggest three possible signal-

processing algorithms that can be used to extract the average

fluorescence lifetime.

MATERIALS AND METHODS

Theory

The methodology of nFLIC involves approximating the

average fluorescence lifetime by performing signal processing

on standard photodetector-based, correlated, and digitized

fluorescence and scattering signals. These signals are often

referred to as “cytometric pulses” or “waveforms” because

they are the result of a fluorescently labeled cell’s rapid transit

through a tightly focused laser beam with a Gaussian profile

(28). The Gaussian profile is mathematically expressed as:

f ðtÞ5ae
2ðt2bÞ2

2c2 (3)

where the values a, b, and c in Eq. (3) are constants represent-

ing the height of the curve’s peak, the center position of the

peak, and the width of the curve, respectively. During this

transit, fluorescence emission light and Rayleigh scattered

light increase, reach a peak, and then decrease when the cell

leaves the excitation spot thus forming the prototypical

Gaussian-like shape (Fig. 1A). When compared closely, the

correlated fluorescence and Rayleigh scattered Gaussian wave-

forms are delayed in time relative to each other owing to the

inherent fluorescence decay kinetics of fluorophores in or on a

given cell. Thus the nFLIC approach observes pairs of nonmo-

dulated waveforms (i.e. correlated light scatter and fluores-

cence) and extracts through signal processing the differences

in delay times between each pair. Conceptually this is similar

to PSFC because the increase and decrease in fluorescence and

Rayleigh scattered light intensity is similar in shape to one

cycle of a sinusoidally modulated signal (Fig. 1B). Applying

nFLIC theory also relies on the notion that scattered light

waveforms adequately represent the behavior, timing, and

profile of the excitation source. In order to compare the time-

shift between pairs of waveforms a singular “time value,” that

is characteristic of each correlated waveforms is required; this

value can be thought of as the “pulse-time” of any given wave-

form. After validating and determining pulse-times for each

pair of fluorescence and scattering waveform a simple subtrac-

tion is made to identify the average time-delay. The subtracted

value is referred to throughout our analyses as the fluores-

cence pulse delay (FPD).

Based on the Taylor expansion series, a standard tangen-

tial function tan/ in Eq. (1) is approximated by:

tan /5/1
/3

3
1

2/5

15
1

17/7

315
1 . . . for / < 1 (4)

With traditional frequency-domain theory [see Eq. (1)],

as the modulation frequency, x, becomes lower, the tan/ and

/ also reduce given a constant lifetime s, [see Eq. (4)]. Thus,

the value of tan/ and / begin to converge to the same value.

When the / is small enough (<5 angular degrees) at low

modulation frequencies, the small-angle approximation

(tan /5/) is applied and Eq. (1) can be rewritten as:

/5xs (5)

Rearranging results in:

s5
/
x

5
/

2pf
5

/
2p

T (6)

where f is the modulation frequency in Hz, T is the period of

the sinusoid modulation function, and / is the phase shift in

radians. The ratio, /
2p, represents the percentage of the phase

shift compared with one cycle, while /
2p T represents the time

delay between a fluorescence signal and excitation signal in

Figure 1. Illustration showing the theory behind the nFLIC approach. A: Image depicting the transit of a fluorescently labeled microsphere

(red circles) through a focused laser, and a Gaussian-like trace reflecting the resulting signal. The fluorescence emission begins to

increase at position 1, peaks at position 2, and decreases as the microsphere moves from position 2 to position 3. B: Traces of sinusoidal

waveforms demonstrating how the fluorescence lifetime can be measured using frequency-domain analysis as well as the nFLIC

approach. The lag D/ in the emission signal (blue line) relative to the excitation signal (red line) is revealed in a phase shift that is propor-

tional to the fluorescence lifetime [see Eq. (1)]. Compared with the frequency-domain approach, only one “modulation cycle” is present

using nFLIC. The purple trace indicates a time-delayed fluorescence signal, Dt, relative to the green line, a side or forward scatter signal.

[Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
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seconds. By following this rationale [Eqs. (4–6)], we establish

a valid representation of the fluorescence lifetime’s propor-

tionality to the time delay between the fluorescence and side

scattering signals (i.e. FPD values).

Signal Processing

Three signal processing algorithms were developed to

extract a pulse-time and FPD parameter from pairs of corre-

lated side scatter and fluorescence waveforms. For all

approaches, MATLAB (MathWorksVR , Natick, MA) was used

to process the digitized waveforms in order to extract the

pulse-time for each waveform. The pulse-times for correlated

waveform pairs (from scatter and fluorescence detectors) were

then subtracted from each other to calculate the FPD values

for each event. The approaches include a ‘direct’ method, a

Gaussian-fitting method, and a half-area method.

Direct method. Calculation of pulse-times “directly”

involves selecting the time-location for the maximum value of

each waveform. This simple approach will be limited by the

time between samples, since it simply selects the maximum

sample value and determines at what time that sample was

captured.

Gaussian-fitting method. A regression technique was also

implemented which involves fitting the digitized waveforms

to a standard Gaussian function. Equation (3) represents this

function where the values a, b, and c represent the height of

the curve’s peak, the center position of the peak, and the

width of the curve, respectively. Standard nonlinear regression

provides the parameters a, b, and c after initial guesses are

provided. The advantage of this approach is the ability to

determine a pulse-time with high temporal accuracy. The fit-

ting method is then evaluated using the sum of squared

errors.

Half-area method. The half area method is an approach

that calculates the centroid of each pulse and uses that as the

pulse-time. This is implemented by sequentially summing the

digitized values starting at the beginning of the waveform, and

extrapolating when the sum reaches exactly half of the total

area (the sum of all of the samples).

The calculated FPD parameters were converted to list-

mode form to ultimately display and analyze using standard

cytometric histograms. All data were imported into FCS

Express (DeNovoTM Software, Los Angeles, CA) for plot gen-

eration and statistical analyses.

Modeling, Simulations, and Experimentation

The nFLIC method is evaluated in four ways: (1) by mod-

eling of cytometric waveforms in MATLAB; (2) by generating

simulated flow cytometry signals using an arbitrary function

generator and delay lines; (3) by generating noise-free optical

signals through a light-emitting diode (LED); and (4) by meas-

uring real fluorescence lifetime values from true fluorescence

and side-scatter waveforms with a standard flow cytometer.

The signals for each step were collected with a high-speed data

acquisition system and analyzed by the three aforementioned

mathematic methods. Below is a description of the modeling

approach, simulation, and experimental set up.

Modeling. Fluorescence signals are modeled with MATLAB

by Eq. (7), which is a convolution of the fluorescence impulse

response function [Eq. (2)] and a Gaussian function [Eq. (3)].

The side scatter signals can be modeled by Eq. (3), which is

the Gaussian function that directly represents the excitation

profile.

FðtÞ5f ðtÞ � IðtÞ (7)

The analog convolution [Eq. (7)] of the fluorescence

pulse response function and the Gaussian functions generated

from the laser profile is an error function. We purposely mod-

eled the convolution digitally with computational methods to

circumvent this issue for the first phase of our evaluation of

nFLIC. The fluorescence signals modeled with MATLAB had

pulse widths of 5 to 20 ms, delays from 0 to 30 ns, and discrete

step sizes of 0.01 ns.

Delay-line system. The next evaluation was accomplished

with simulated signals using standard function generators and

delay lines. We collected Gaussian waveforms generated by a

dual channel arbitrary function generator (Tektronix Inc.,

Beaverton, model AFG3120). Thus, true Gaussian-shaped

pulses were artificially created having an average peak voltage

of 5-V and average pulse full width at half maximum

(FWHM) ranging from 1 to 3 ms. The peak voltage was con-

trolled to optimize signals into the digital data system. For the

nFLIC study, we synchronously generated two Gaussian pulses

and delayed them in time (i.e. imparting a simulated FPD) by

adding delay lines. Then the signals were routed to the two

inputs of a high-speed data acquisition system (DAQ). The

digitization rate of the DAQ system was 50 mega samples per

second (MSPS), which is equivalent to a 20 ns interval

between any two adjacent points. Figure 2A, is an illustration

of the delay line instrumentation. In order to simulate actual

cytometric transit times we tested different pulse widths and

verified with an oscilloscope (Tektronix, Fort Worth, Texas,

TDS 2004B) according to visible tail-to-tail widths. The

FWHM observed was 1, 2, and 3 ms. Additionally, a range of

fluorescence pulse delays between the “scattering” and

“fluorescence” waveforms was tested by artificially dialing in

seven delay times with delay lines to range from 0, 0.7, 3, 5.5,

10.5, 21 to 44.5 ns. The time delays between two Gaussian

waveforms were also verified by oscilloscope (Tektronix, Fort

Worth, Texas, TDS 2004B). Results presented herein are for 2

ms transit times. For each single delay time, 1000 events were

collected and processed.

LED hybrid system. A cross between simulated waveforms

and real cytometry waveforms were established with a hybrid

system. This compact system was constructed so that standard

photomultiplier tubes (PMTs) could be used and allow us to

evaluate real pulses from real photodetectors, while still per-

mitting very clean Gaussian-like signals. Therefore, two PMTs

were configured to collect light signals from light emitting
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diodes (LEDs) that were repetitively pulsed yet delayed in

time by amounts typical of real fluorescence decays (i.e. nano-

seconds). The LED-based hybrid system is shown in Figure

2B. Two LEDs (Optek, Carrollton, TX, OVLGY0C9B9) were

pulsed with a dual channel arbitrary function generator (Tek-

tronix Inc., Beaverton, model AFG3120) and each focused

onto a separate PMT (Hamamatsu, Bridgewater, NJ, H6780-

20). The signals from the two PMTs were preamplified by

custom-built transimpedance amplifiers with 80 k gain. The

signals were routed to the two inputs of the same high-speed

data system. The waveforms collected from two PMTs were

inspected with an oscilloscope and were found to have an

approximate “transit time” of 10 ms. In order to verify the

three processing methods, a series of five artificial fluorescence

delays were introduced by setting the FPD values between the

LED pulses to be 0, 5, 10, 50, and 100 ns. For each group of

delays, 1,000 events were collected and processed.

Real flow cytometry samples. All three processing methods

were finally evaluated with true cytometric waveforms using a

modified FACSVantageTM SE flow cytometer (Becton Dickin-

son, CA) with an updated DAQ, with a sampling rate of

250 MSPS. A 488-nm, 150 mW solid state OBISTM laser

(Coherent, Inc., Santa Clara, CA, 1220123) was focused to a

�30 mm spot size onto the sample stream. Sheath was pressur-

ized at 6 psi for standard laminar velocities and hydrodynamic

focusing. The transit times for each event were found to be

approximately 8 ms. Fluorescence and side scatter detection

were collected with a 496-nm long pass filter and 488-nm

band pass filter in microsphere experiments, and forward scat-

ter signals were collected as opposed to side scatter signals for

the fluorescently labeled cell experiments. All cytometry com-

ponents (i.e. fluidics, PMTs, CellQuestTM Pro analysis soft-

ware) were standard to the FACSVantage (Becton Dickinson,

CA). On this instrument are also high frequency preamplifiers

(60 dB, DC-100, Advanced Research Instruments, CO). Dur-

ing sample measurement both the side scattering (or forward

scatter) and correlated fluorescence signals from each PMT

were preamplified then directed into respective input channels

of the high speed DAQ system. The PMT voltages were kept

constant between experiments. As with the simulation and

hybrid instrument studies, a total of 1,000 events were digi-

tized, saved, and collected for off line signal processing. Figure

2C is an abbreviated illustration of the cytometry system.

Calibration

Calibration is necessary for each mathematical method

for two reasons: (1) to correct for inherent time delays

Figure 2. A simple diagram of the nFLIC instrumentation. A: Gaussian-like waveforms are generated digitally using a function generator

(Tektronix Inc., Beaverton, model AFG3120). Two waveforms are passed through separate delay lines (Allen Avionics Inc., Mineola) to

introduce FPDs between the artificial signals. The waveforms are digitized at a sampling rate of 50 MSPS and input into two separate

channels on the data system. A fire-wire connected computer is used for offline analysis using MATLAB (The MathWorksVR ). B: Identical

LEDs are pulsed using a function generator (Tektronix Inc., Beaverton, model AFG3120). Each LED is pulsed at exact repetition rates; a

delay between both is introduced. LED light output from each source is focused (diffusely) onto two separate but identical PMT (Hama-

matsu, San Diego, Model R636-10) windows. No light attenuation was performed. C: A 488-nm OBISTM laser (Coherent Inc.) at 150 mW

excites microspheres driven by a pressurized fluidic system. The yellow and green colored circles and ovals represent injected micro-

spheres, although for a given experiment only one type of microspheres was measured at a time. The laser was focused with two crossed

cylindrical lenses onto the core of the flow stream. At 90-degrees fluorescence (PMT 1) and side scattering signals (PMT 2) are focused

onto the side of two similar PMTs (Hamamatsu, San Diego, Model R928). Both signals are digitized and collected with the same 250 MSPS

high-speed data acquisition system. After collection of the full waveforms by a fire-wire connected PC, MATLAB was used for offline anal-

yses. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
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introduced by hardware variables such as differences in cable

length, and (2) to determine unknown FPD values based on

known fluorescence lifetime reference values. The calibration

steps for the simulation and LED experiments involved calcu-

lating with all models an FPD value between two waveforms

for scenarios when no actual delay was introduced into the

measurement (i.e. 0 ns). One might expect to obtain a zero

FPD-value under these conditions, however, a non-zero delay

times do occur owing to the reasons listed above. Therefore,

the FPD values we calculated using all three mathematic

methods, during the 0 ns experiments, were used for calibra-

tion. The inherent delays were subtracted from all other exper-

imental FPD results using the respective mathematical

method from which they originated. For measurements using

fluorescent microspheres and fluorescently labeled cells, fluo-

rescein, which has a well-characterized fluorescence lifetime,

was chosen as a reference fluorophore standard. The mean of

the FPD values measured using any given fluorescence micro-

sphere was recorded and calibrated to the a priori fluorescence

lifetime of fluorescein. In other words, the difference between

the mean FPD value and known lifetime was found.

Fluorescence microspheres

Three fluorescently tagged microsphere samples (Bangs

Laboratories Inc., Fishers, IN) were selected for the fluorescence

lifetime measurements. The microspheres included fluorescein-

tagged (Catalog Code: 891), phycoerythrin-tagged (PE, Catalog

Code: 899), and propidium iodide-tagged (PI, Catalog Code:

892). Each of these fluorophores has high quantum efficiency

at the excitation wavelength (488 nm). All fluorescence micro-

sphere populations selected had the same diameter range of 7

to 9 mm. Additionally the fluorophores were chosen for their

known fluorescence lifetime values; fluorescein (29), phycoery-

thrin (30), and propidium iodide (8) have approximate life-

times of 4 6 0.2 ns, 2.5 6 0.6 ns, and 16 6 0.5 ns, respectively.

A small volume of the microspheres were diluted in DI water to

a concentration of 1 3 106/mL before use.

Cell Staining

Supporting Information data include measurements using

Chinese Hamster Ovary (CHO) cultures. For this work, we

demonstrate nFLIC in cells labeled with DNA intercalating fluo-

rophores. CHO cells were grown attached to the wall of T-25

flasks (Santa Cruz Biotechnology, Santa Cruz, CA) in DMEM/

F12 media (Life technologies, Grand Island, NY) supplemented

with 10% Fetal Bovine Serum. Standard mammalian cell culture

incubation was followed (i.e. 80% relative humidity, with 5%

CO2 at 37�C). At slightly under full confluence the cells were

detached, (1 mL of 0.25% Trypsin-EDTA, Life technologies,

Grand Island, NY), centrifuged, and resuspended in phosphate

buffered saline to obtain three volumes at a concentration of 106

cells/mL. After fixation with 95% ethanol solution the cells were

treated with RNase at 30 mL of 1 mg/mL and fluorescently

stained with ethidium bromide (EB, AnaSpec, Inc., Fremont,

CA) or propidium iodide (PI, AnaSpec, Inc., Fremont, CA). EB

and PI are DNA intercalating agents often used for cell viability

and cell cycle analyses (31–34). When excited with 488 nm,

both of the dyes fluoresce red. The fluorescence lifetime of EB

increases dramatically from 1.67 ns to 19 ns when bound to

DNA content (35), and the fluorescence lifetime of PI has been

reported as 16 ns (25,36).

RESULTS

Simulation

Figure 3 is a plot of fluorescence lifetime versus FPD using

computational MATLAB models on delays that range between

0 and 30 ns with a 10 ms transit time. The solid line in Figure 3

represents the correlation between FPD values calculated and

the fluorescence lifetimes simulated. The dashed line in Figure

3 is a diagonal reference line, which passes through the origin

with a slope of unity. If the FPD values perfectly predict the flu-

orescence lifetime, the solid line should coincide with the

dashed line. As shown in the plot, FPD values closely match the

fluorescence lifetimes. However, as the fluorescence lifetime

increases the FPD (solid line) values deviate (dashed line). This

is expected; when the fluorescence lifetime is longer, the delay is

also longer, and the corresponding phase shift / increases so

that the small-angle approximation becomes less accurate. As is

shown in Figure 3, we noticed for common transit times, the

fluorescence lifetime when under 20 ns (absolute error <0.7

ns) can be very well represented by FPD values, but becomes

inaccurate when the fluorescence lifetime is longer.

Delay Line Experiments

Figure 4 presents histograms obtained with the nFLIC

approach when the waveforms were simulated with a function

generator and delay lines. The figure displays results from all

three processing methods. The results are from correlated wave-

forms with 2 ms transit times, delayed in time from each other

by 3 ns. Figure 4A presents a histogram generated by the direct

method. Three markers drawn on this histogram (M1, M2, and

Figure 3. Relationship between fluorescence lifetime and FPD

values for a 10 ms transit time. The solid line represents the FPD

values calculated for a simulated range of fluorescence lifetimes.

The dashed line represents a diagonal reference line passing

through the origin with the slope of 1. The solid line will coincide

with the dashed line if the FPD values perfectly predict the fluo-

rescence lifetime. [Color figure can be viewed in the online issue,

which is available at wileyonlinelibrary.com.]
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M3, colored red) indicate that 26.3% of all artificially generated

events were 20 ns and 73.3% events were 0 ns when resolved

with the direct method approach. The remaining FPD events

were 40 ns. The standard deviation of all populations was 0 ns,

illustrating the discrete distribution properties of the direct

method. That is, of all one thousand events with an artificially

introduced lifetime of 3 ns only FPD values of 0, 20, and 40 ns

resulted. These are far from 3 ns because the sampling interval

rate of the DAQ system was 20 ns. When all populations are

grouped and averaged the mean is 5.42 ns (20.11 ns after cali-

bration), with a standard deviation of 9.07 ns. Figure 4B is a his-

togram of the FPD values for all events calculated using a

Gaussian function regression. Of all events measured, 98% pro-

duced similar FPDs (see statistics within the lower and upper

bound of Marker 4) with a mean of 6.057 ns (2.9 ns after calibra-

tion) and standard deviation of 0.35 ns. The histogram in Figure

4C provides the half area processing method results where 98.2%

of all events within Marker 5 have a mean FPD value of 5.697 ns

and 2.87 ns after calibration with standard deviation of 0.36 ns.

All statistics for these data are provided in Table 1.

Figure 5 provides three x–y plots of the seven calculated

mean FPD values versus seven generated delay values obtained

by the three FPD processing methods. Again, these results per-

tain only to data collected with function generator-generated

waveforms. A linear fit is also applied to evaluate the accuracy

of each method. As these delays are not actual fluorescence

lifetimes, the regression should yield near-perfect fits. The

direct method (panel A) deviations are greater than the other

two methods (panel B and C), with adjusted r2 values of

0.84232, 0.99991, and 0.99988, respectively.

Figure 4. Example results from the delay line experiments. In the three panels, A–C: different FPD values are compared for each signal

processing approach implemented. The statistical values for each of these panels are shown in the Table 1. For this example, the simula-

tion results chosen were for a “transit time” of 2 ms and a simulated FPD of 3 ns, as measured by an oscilloscope (Tektronix, Fort Worth,

TX, TDS 2004B). A: Histogram of the FPD values calculated using the direct method with red markers labeled M1, M2, and M3 placed on

the histogram to indicate the statistical outcomes in the population after the FPD calculation. B: Histogram of FPD values calculated from

the Gaussian regression method with a red marker labeled M4. C: Histogram of FPD values calculated from the half-area interpolation

method with a red marker labeled M5. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
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LED Experiments

The different “fluorescence lifetimes” that were collected

after artificially introducing delays using the LED-dependent

hybrid cytometer are provided in Figure 6. The results in

Figure 6 are for a 100 ns lifetime yet the variability in the data

are representative of the several other delays generated

between the hypothetical “scatter” and “fluorescence” wave-

forms. The direct approach (Fig. 6A) yielded a mean of 184.48

ns (102.48 ns after calibration) for 100% of all events (shown

with the red M3 marker) and a standard deviation of 8.49 ns.

The mean values under Markers 1 and 2 are 180 and 200 ns,

respectively—again showing the discrete distribution proper-

ties of the direct method with a DAQ resolution of 20 ns. Fig-

ures 6B and 6C provide the Gaussian-fitting and half-area

method results. The Gaussian fitting resulted in a mean FPD

of 183.67 ns (100.05 ns after calibration) with a standard devi-

ation of 0.62 ns, and the half-area method resulted in a mean

FPD of 179.02 ns (97.33 ns after calibration) with a standard

deviation of 1.16 ns. All statistics are provided in Table 2.

The LED experiments were also evaluated by creating

x-y plots of the estimated mean FPD calculated versus the

true input delay (Fig. 7). As with the function-generator

study, these delays are not actual fluorescence lifetimes

therefore linear regression should yield near-perfect fits.

Five different delays were introduced and the mean FPDs

with their respective standard deviations are plotted. A

linear regression is shown to evaluate the accuracy of

each method. The direct method (panel A) has larger

standard deviations compared with the other two

methods (panels B, C). In addition, the linear fit for the

direct method deviates greatly from a linear function

(r2 5 20.11073 intercept 5 8.088, slope 5 0.345). Com-

pared with the direct method, the Gaussian-fitting and

half-area results (panels B, C) predict the true FPD values

Table 1. Comparison of FPD values determined by the direct, Gaussian-fitting and the half-area methods

METHOD MARKER NO. EVENTS NO. GATED EVENTS ARITHMETIC MEAN (ns) STANDARD DEVIATION (ns)

Direct M1 263 26.3 0 0

M2 733 73.3 20 0

M3 1000 100 5.42 9.07

GaussFit M4 980 98 6.057 0.35

Half-area M5 982 98.2 5.697 0.36

The example data are when delay lines are used with a 3.0 ns delay imposed.

Figure 5. x–y scatter plot of FPD estimates versus artificial delays (red lines are linear regression, black bars represent standard deviations).

A–C present FPD values calculated from the direct, Gaussian-fitting, and half-area methods, respectively. Inset tables provide parameter

results for each of the mathematic methods. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
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quite accurately (Gaussian-fitting: r25 0.99968, inter-

cept 5 1.012, slope 5 0.993. Half-area: r2 5 0.99969, inter-

cept 5 0.994, slope 5 0.966).

FACSVantageTM SE Cytometry Experiments Using

Fluorescence Microspheres

The FPD results computed after collection of waveforms

from the FACSVantage SE system using the fluorescein-, PE-,

and PI-labeled microspheres are provided in Figure 8. The his-

tograms provide results from the Gaussian-fitting and half-

area methods. Three markers, M1, M2, and M3, provide a ref-

erence framework for all reported statistics. Figure 8A shows

the FPD histogram extracted from the Gaussian-fitting

method. The mean FPD values of fluorescein, PE and PI were

7.51, 5.67, and 21.86 ns, respectively. After calibration based

on the known fluorescence lifetime of fluorescein (4 ns), the

Figure 6. Example results from the hybrid-LED cytometry nFLIC experiments. In the four panels, A, B, and C different FPD values are com-

pared for each signal processing approach implemented. Also, the statistical values for each of these panels are shown in the Table 2. For

this example, the simulation results chosen were for a transit time of 10 ms and a simulated FPD of 100 ns, as measured by an oscilloscope

(Tektronix, Fort Worth, TX, TDS 2004B). A: Histogram of the FPD values calculated using the direct method with red markers labeled M1,

M2, and M3 placed on the histogram to indicate the statistical outcomes in the population after the FPD calculation. B: Histogram of FPD

values calculated from the Gaussian regression method with a red marker labeled M4. C: Histogram of FPD values calculated from the

half-area interpolation method with a red marker labeled M5. [Color figure can be viewed in the online issue, which is available at wileyon-

linelibrary.com.]

Table 2. Comparison of FPD data determined by the direct, Gaussian fitting, and half-area methods

METHOD MARKER NO. EVENTS % OF GATED EVENTS ARITHMETIC MEAN (ns) STANDARD DEVIATION (ns)

Direct M1 159 77 180 0

M2 266 22.7 200 0

M3 1,000 100 184.48 8.49

GaussFit M4 1,000 100 183.67 0.62

Half-area M5 1,000 100 179.02 1.16

The example data are taken from LED experiments using 100 ns imposed delay.
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mean FPD values of fluorescein, PE and PI were 4.0, 2.16, and

18.35 ns with standard deviations of 1.82, 1.91, and 1.78 ns,

respectively. Figure 8B is a FPD histogram of the half-area

algorithm results. The mean FPD values of fluorescein, PE,

and PI calculated from half-area method were 8.11, 5.82, and

21.10 ns, respectively. After calibration based on the known

fluorescence lifetime of fluorescein (4 ns), the mean FPD val-

ues of fluorescein, PE and PI were shifted to 4.0, 1.71, and

16.99 ns with standard deviations of 1.83, 2.02, and 1.81 ns,

respectively. Table 3 provides a summary.

Figure 7. Evaluation of FPD value measurements by direct, Gaussian-fitting and half-area methods for LED experiments. A–C present FPD

values calculated from the direct, Gaussian-fitting, and half-area methods, respectively. The red lines are the linear function best fit to the

mean of PFD values for different calculated FPD values. Black bars represent the standard deviation for each of the delay experiments.

Tables in each panel provide fitting parameters for each method. [Color figure can be viewed in the online issue, which is available at

wileyonlinelibrary.com.]

Figure 8. Histograms of FPD values for fluorescein, PE and PI microsphere data using the Gaussian-fitting (A) and half-area (B) methods.

Three markers (M1, M2, and M3) were used to calculate the mean FPD values and other statistical parameters. [Color figure can be viewed

in the online issue, which is available at wileyonlinelibrary.com.]
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FACSVantageTM SE Cytometry Experiments Using

Labeled Cells

FPD results computed after collection of waveforms of

the EB and PI labeled cells are provided in Supporting Infor-

mation Figure S1. The histograms are of the Gaussian-fitting

and half-area methods. Two markers, M1 and M2, provide a

reference framework for all reported statistics. After calibra-

tion based on the known fluorescence lifetime of fluorescein

(4 ns) microspheres, the mean FPD values of EB and PI deter-

mined using Gaussian fitting were found to be 18.51 ns and

15.93 ns with standard deviations of 1.74 ns and 1.37 ns,

respectively. The calibrated mean FPD values using the half-

area method were 23.69 ns and 15.45 ns with standard devia-

tion of 1.79 ns and 1.44 ns, respectively. Table S1 provides a

Supporting Information data summary.

DISCUSSION

This application expands the use of standard flow cytom-

etry so that a new time-resolved parameter can be measurable

and used for histogram formation, cytometric analysis, and in

the future, cell sorting. The time parameter we introduce,

FPD, can be rapidly calculated from fluorescence and scatter-

ing waveforms from any past or presently marketed bench-

top instrument. We show that the FPD, which represents the

average fluorescence lifetime of fluorophores at any given

detection bandwidth, is inherent to all cytometry systems and

proved this by simulation and evaluation with different algo-

rithms. As the FPD only represents the average fluorescence

lifetime, it is limited to the approximation of single-

exponential fluorescence decay theory. Despite this fact, if

developed as a list-mode parameter, as we demonstrate herein,

it can be used for gating, multiplexing, and cytometric analy-

ses that include multiparametric data. The FPD can be deter-

mined quite rapidly and therefore the possibly of sorting

based on this value is an important future direction.

We demonstrate FPD parameter extraction using three

methods: a direct, Gaussian fitting, and half-area approach.

When the computed FPDs are compared with previously

reported fluorescence lifetimes of fluorescein (4 ns), PE (2–3

ns), and PI (16 ns) (8,29,30), the values are found to be quite

consistent (Table 3). Additionally we found that with the pulse

widths of our standard FACSVantageTM SE, fluorescence life-

times that are under �30 ns can be measured. The digitiza-

tion, or sampling, rate of 50 MHz permitted this resolution;

the waveforms collected had an interval step size between each

discrete sample equivalent to 4 ns. A typical cytometry wave-

form can be as long or longer than 10 ms; therefore if a 20-ms

detection window is achieved then 5,000 samples or “time

bins” are collected for one full waveform.

Our error analysis revealed a reasonable variability in

each FPD value with regard to the length of the delay imposed

and the algorithm employed. The fluorescence lifetimes meas-

ured from fluorescently labeled cells (Supporting Information

data) were found to align well with previously measured life-

times of EB and PI, when intercalated into DNA (2,37) and

when measured with traditional frequency-domain flow

cytometry.

It is important to note that the nFLIC method has chal-

lenges as well as benefits that are both directly related to the

fundamental aspects a flow cytometer’s architecture. For

example, all three algorithms are impacted by waveforms that

are not perfectly Gaussian-shaped. Doublets, coincidences,

aggregates, gradient changes in the fluorescent labels across a

given cell or microsphere, rapid photo bleaching and photo

saturation (38,39) for any given fluorophore, imbalanced

ratios of the sample diameter relative to the beam height, and

the alignment of the flow cytometer can each alter the wave-

form shape making it skewed in height. Additionally, the side

scattering signals can become quite complex owing to subcel-

lular morphology/granularity. We have demonstrated that this

can be mitigated by using the forward scattering signal to cal-

culate the FPD values, as is shown by our Supporting Infor-

mation cell data.

A variety of electrical and instrumental components may

also impact noise distributed through each waveform. Exam-

ples of these components include photodetector dark noise

and rise times, imperfect amplification, trigger levels, wave-

form rise times, baseline levels, and imperfections in the laser

output and the spot size relative to the interrogation zone.

The spot size of the laser is of particular importance because if

the sample diameter is larger than the laser height, slit-

scanning (only illuminating a small piece of the sample at a

time) scenarios ensue and the comparison of correlated scatter

and fluorescence signals results in localized changes across the

particle. When manifested in measurement noise, each of the

abovementioned factors decreases the accuracy of the FPD

values. When the raw digitized data deviates from Gaussian

shapes then it limits the use of Gaussian-fitting. Likewise

when the waveforms are distorted or asymmetric the location

of the centroid of the waveform is difficult to accurately

Table 3. Comparison of FPD data determined with the Gaussian-fitting and half-area methods

MICROSPHERES METHODS MEAN (ns) CALIBRATED MEAN (ns) STANDARD DEVIATION (ns)

Fluorescein GaussFit 7.51 4.0 1.82

Half-area 8.11 4.0 1.83

Phycoerythrin GaussFit 5.67 2.16 1.91

Half-area 5.82 1.71 2.02

Propidium iodide GaussFit 21.86 18.35 1.78

Half-area 21.10 16.99 1.81

Data are from measurements of fluorescence microspheres.
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predict using the half-area method. However, the advantage of

digital signal processing is that most of these issues can be cor-

rected either with digital filters or pre-antialiasing filters

before digitization. Similarly some of the algorithms have

advantages such as the half-area approach; it is based on the

area under the waveform, thus, the integration of the noise is

low-to-zero rendering this method very useful in high noise

scenarios.

CONCLUSION

In this study, a new parameter, the fluorescence-pulse-

delay (FPD), is introduced for fluorescence lifetime extraction

and to simplify the ways in which fluorescence lifetime detec-

tion in flow cytometry are accomplished. Observing an overall

shift in time between scatter and fluorescence is a basic con-

cept; it does not require modulation of a laser source or other

complex mixing and detection steps (40). Therefore, it maxi-

mizes the potential of any bench-top flow cytometer by simply

processing the same waveform data that are obtained from

simple analyzers and sorters (i.e., two-color, PMT based). In

an intuitive way, this idea introduces a combination of time

and frequency-domain analyses, yet without the complex laser

pulsation. We demonstrate processing algorithms, introduce a

time-resolved parameter, and implement this approach using

fluorescently labeled cells. Future work will involve measuring

the fluorescence dynamics with multiple fluorophores,

expanding to cell sorting systems, and using the approach to

alleviate intensity-related problems such as spectral overlap,

autofluorescence noise, and quantification of FRET events. We

project that the FPD parameter we introduce is the first of

many dynamic, informative, and correction-based parameters

that might be extracted from entire waveforms signals from

any given flow cytometer; the premise here is that each wave-

form contains and can reveal more information than the tra-

ditional data obtained by peak-area-width list mode data.

LITERATURE CITED

1. Lakowicz JR. Principles of Fluorescence Spectroscopy. New York: Springer; 2009.

2. Sailer BL, Nastasi AJ, Valdez JG, Steinkamp JA, Crissman HA. Interactions of inter-
calating fluorochromes with DNA analyzed by conventional and fluorescence life-
time flow cytometry utilizing deuterium oxide. Cytometry 1996;25:164–172.

3. Chen Y, Periasamy A. Characterization of two-photon excitation fluorescence life-
time imaging microscopy for protein localization. Microsc Res Tech 2004;63:72–80.

4. Ziomkiewicz I, Loman A, Klement R, Fritsch C, Klymchenko AS, Bunt G, Jovin TM,
Arndt-Jovin DJ. Dynamic conformational transitions of the EGF receptor in living
mammalian cells determined by FRET and fluorescence lifetime imaging microscopy.
Cytometry Part A J Int Soc Anal Cytol 2013;83A:794–805.

5. Leavesley SJ, Britain AL, Cichon LK, Nikolaev VO, Rich TC. Assessing FRET using
spectral techniques. Cytometry Part A J Int Soc Anal Cytol 2013;83A:898–912.

6. Yasuda R. Imaging intracellular signaling using two-photon fluorescent lifetime
imaging microscopy. Cold Spring Harbor Protoc 2012;2012:pdb.top072090.

7. Li X, Deng D, Xue J, Qu L, Achilefu S, Gu Y. Quantum dots based molecular beacons
for in vitro and in vivo detection of MMP-2 on tumor. Biosens Bioelectron 2014;61:
512–518.

8. Gohar AV, Cao R, Jenkins P, Li W, Houston JP, Houston KD. Subcellular
localization-dependent changes in EGFP fluorescence lifetime measured by time-
resolved flow cytometry. Biomed Optics Express 2013;4:1390–1400.

9. Hoffmann K, Behnke T, Grabolle M, Resch-Genger U. Nanoparticle-encapsulated
vis- and NIR-emissive fluorophores with different fluorescence decay kinetics for
lifetime multiplexing. Anal Bioanal Chem 2014;406:3315–3322.

10. Romero G, Qiu Y, Murray RA, Moya SE. Study of intracellular delivery of doxorubi-
cin from poly(lactide-co-glycolide) nanoparticles by means of fluorescence lifetime
imaging and confocal Raman microscopy. Macromol Biosci 2013;13:234–241.

11. Buryakina TY, Su P-T, Syu W Jr, Allen Chang C, Fan H-F, Kao F-J. Metabolism of
HeLa cells revealed through autofluorescence lifetime upon infection with enterohe-
morrhagic Escherichia coli. J Biomed Optics 2012;17:1015031–1015038.

12. Keij JF, Steinkamp JA. Flow cytometric characterization and classification of multiple
dual-color fluorescent microspheres using fluorescence lifetime. Cytometry 1998;33:
318–323.

13. Periasamy A, Clegg RM. FLIM Microscopy in Biology and Medicine. Boca Raton:
CRC Press; 2009.

14. Pinsky BG, Ladasky JJ, Lakowicz JR, Berndt K, Hoffman RA. Phase-resolved fluores-
cence lifetime measurements for flow cytometry. Cytometry 1993;14:123–135.

15. Steinkamp JA, Yoshida TM, Martin JC. Flow cytometer for resolving signals from
heterogeneous fluorescence emissions and quantifying lifetime in fluorochrome-
labeled cells/particles by phase-sensitive detection. Rev Scientific Instrum 1993;64:
3440–3450.

16. Steinkamp JA, Crissman HA. Resolution of fluorescence signals from cells labeled
with fluorochromes having different lifetimes by phase-sensitive flow cytometry.
Cytometry 1993;14:210–216.

17. Deka C, Sklar LA, Steinkamp JA. Fluorescence lifetime measurements in a flow
cytometer by amplitude demodulation using digital data acquisition technique.
Cytometry 1994;17:94–101.

18. Deka C, Steinkamp JA. Time-resolved fluorescence-decay measurement and analysis
on single cells by flow cytometry. Appl Optics 1996;35:4481–4489.

19. Lu Y, Lu J, Zhao J, Cusido J, Raymo FM, Yuan J, Yang S, Leif RC, Huo Y, Piper JA.
On-the-fly decoding luminescence lifetimes in the microsecond region for
lanthanide-encoded suspension arrays. Nat Commun 2014;5:3741.

20. Gohar AV, Cao R, Jenkins P, Li W, Houston JP, Houston KD. Subcellular
localization-dependent changes in EGFP fluorescence lifetime measured by time-
resolved flow cytometry. Biomed Opt Express 2013;4:1390–1400.

21. Lakowicz JR, Szmacinski H. Fluorescence lifetime-based sensing of pH, Ca21, K1
and glucose. Sens Actuators B 1993;11:133–143.

22. Cao R, Pankayatselvan V, Houston JP. Cytometric sorting based on the fluorescence
lifetime of spectrally overlapping signals. Optics Express 2013;21:14816–14831.

23. Szmacinski H, Lakowicz JR, Johnson ML. Fluorescence lifetime imaging microscopy:
Homodyne technique using high-speed gated image intensifier. In: Michael L. Johnson
LB, editors. Methods in Enzymology, Vol. 240. San Diego: Academic Press; 1994. pp
723–748.

24. Houston JP, Naivar MA, Freyer JP. Current Protocols in Cytometry. Capture of Fluo-
rescence Decay Times by Flow Cytometry. Hoboken: Wiley; 2012.

25. Houston JP, Naivar MA, Freyer JP. Digital analysis and sorting of fluorescence life-
time by flow cytometry. Cytometry Part A 2010;77A:861–872.

26. Naivar MA, Parson JD, Wilder ME, Habbersett RC, Edwards BS, Sklar L, Nolan JP,
Graves SW, Martin JC, Jett JH, et al. Open, reconfigurable cytometric acquisition sys-
tem: ORCAS. Cytometry Part A J Int Soc Anal Cytol 2007;71A:915–924.

27. Zilmer NA, Godavarti M, Rodriguez JJ, Yopp TA, Lambert GM, Galbraith DW. Flow
cytometric analysis using digital signal processing. Cytometry 1995;20:102–117.

28. Shapiro HM. Practical Flow Cytometry. New York: Liss; 1985.

29. Martin H, Dietrich S, Sandra R, Ekkehart K. Sodium fluorescein as a retinal pH indi-
cator? Physiol Meas 2005;26:N9.

30. Macdowall F, Walker M. Fluorescence lifetime of phycoerythrin*. Photochem Photo-
biol 1968;7:109–111.

31. Jones KH, Senft JA. An improved method to determine cell viability by simultaneous
staining with fluorescein diacetate-propidium iodide. J Histochem Cytochem 1985;
33:77–79.

32. Krishan A. Rapid flow cytofluorometric analysis of mammalian cell cycle by propi-
dium iodide staining. J Cell Biol 1975;66:188–193.

33. Bohmer RM, Ellwart J. Cell cycle analysis by combining the 5-bromodeoxyuridine/
33258 Hoechst technique with DNA-specific ethidium bromide staining. Cytometry
1981;2:31–34.

34. Larsen JK, Munch-Petersen B, Christiansen J, Jorgensen K. Flow cytometric discrimi-
nation of mitotic cells: resolution of M, as well as G1, S, and G2 phase nuclei with
mithramycin, propidium iodide, and ethidium bromide after fixation with formal-
dehyde. Cytometry 1986;7:54–63.

35. Heller DP, Greenstock CL. Fluorescence lifetime analysis of DNA intercalated ethi-
dium bromide and quenching by free dye. Biophys Chem 1994;50:305–312.

36. Steinkamp JA, Keij JF. Fluorescence intensity and lifetime measurement of free and
particle-bound fluorophore in a sample stream by phase-sensitive flow cytometry.
Rev Scientific Instrum 1999;70:4682–4688.

37. Sailer B, Steinkamp J, Crissman H. Flow cytometric fluorescence lifetime analysis of
DNA-binding probes. Eur J Histochem 1997;42:19–27.

38. Doornbos RMP, Grooth BGD, Greve J. Experimental and model investigations of
bleaching and saturation of fluorescence in flow cytometry. Cytometry 1997;29:204–214.

39. van den Engh G, Farmer C. Photo-bleaching and photon saturation in flow cytome-
try. Cytometry 1992;13:669–677.

40. Steinkamp JA, Crissman HA. Resolution of fluorescence signals from cells labeled
with fluorochromes having different lifetimes by phase-sensitive flow cytometry.
Cytometry 1993;14:210–216.

Original Article

1010 Digital Data Acquisition and Signal Processing


	l
	l
	l

