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Summary
Background Inpatient glucose management can be challenging due to evolving factors that influence a patient’s
blood glucose (BG) throughout hospital admission. The purpose of our study was to predict the category of a
patient’s next BG measurement based on electronic medical record (EMR) data.

Methods EMR data from 184,361 admissions containing 4,538,418 BG measurements from five hospitals in the
Johns Hopkins Health System were collected from patients who were discharged between January 1, 2015 and May
31, 2019. Index BGs used for prediction included the 5th to penultimate BGmeasurements (N = 2,740,539). The out-
come was category of next BG measurement: hypoglycemic (BG � 70 mg/dl), controlled (BG 71−180 mg/dl), or
hyperglycemic (BG > 180 mg/dl). A random forest algorithm that included a broad range of clinical covariates pre-
dicted the outcome and was validated internally and externally.

Findings In our internal validation test set, 72¢8%, 25¢7%, and 1¢5% of BG measurements occurring after the index
BG were controlled, hyperglycemic, and hypoglycemic respectively. The sensitivity/specificity for prediction of con-
trolled, hyperglycemic, and hypoglycemic were 0¢77/0¢81, 0¢77/0¢89, and 0¢73/0¢91, respectively. On external vali-
dation in four hospitals, the ranges of sensitivity/specificity for prediction of controlled, hyperglycemic, and
hypoglycemic were 0¢64−0¢70/0¢80−0¢87, 0¢75−0¢80/0¢82−0¢84, and 0¢76−0¢78/0¢87−0¢90, respectively.

Interpretation A machine learning algorithm using EMR data can accurately predict the category of a hospitalized
patient’s next BG measurement. Further studies should determine the effectiveness of integration of this model
into the EMR in reducing rates of hypoglycemia and hyperglycemia.

Copyright � 2022 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
Introduction
Diabetes mellitus (DM) is highly prevalent within the
general U.S. population, as over 10% of Americans
carry this diagnosis.1 Within the hospital, DM is even
more prevalent, as a diagnosis of DM increases the rate
of hospitalization by two-to-six fold, and nearly one in
four hospitalized patients has diabetes.2−4 Glycemic
control may be especially hard to maintain in the
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hospital setting owing to the presence of multiple evolv-
ing clinical parameters that exert varying influences on
glucose homeostasis. For example, nil per os (NPO) sta-
tus, use of steroid tapers, surgical procedures, varying
antihyperglycemic regimens and doses, underlying
infection, and changing renal function throughout the
course of a patient’s hospital stay can each influence the
direction of blood glucose, and it can be difficult for a
clinician to assess the combined impact of multiple fac-
tors in predicting whether the next glucose measure-
ment will be in the desired range.5−8

Given the challenges in reconciling multiple clinical
factors when making daily insulin dose adjustments in
the hospital, it is not surprising that rates of hypoglyce-
mia and hyperglycemia remain high in this setting.9

Hypoglycemia during a hospital admission has been
linked to an increased risk of mortality, longer length-
of-stay, increased complications, and increased
costs.10,11 While there are commercially available
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Research in context

Evidence before this study

We searched PubMed and Google Scholar for any study
using the search terms “machine learning” or “predic-
tion” or “artificial intelligence” and “blood glucose” or
“hospital diabetes” or “hypoglycemia” between January
1, 1997 and September 1, 2021. We found that there
has been research on clinical decision support tools
that attempt to predict when a patient’s blood glucose
(BG) will be hypoglycemic within a certain time interval.
To our knowledge, no study has validated a model that
predicts a patient’s next blood glucose reading in a gen-
eral hospital population using three-level classification
of hyperglycemic, controlled, and hypoglycemic.

Added value of this study

We derived a random forest prediction model to iden-
tify both short-term hypoglycemia and hyperglycemia
in a general hospitalized population that was internally
and externally validated. We used a dataset that
included demographic variables, diabetes diagnosis,
diabetes-related medications, glucose measurements,
diet, in-hospital insulin and steroid regimen, labs, and
vital signs. The model has higher detection of hypergly-
cemia and hypoglycemia compared to a model that
attempts to predict a patient’s next blood glucose read-
ing based solely on the patient’s current glucose mea-
surement (“null model”).

Implications of all available evidence

Our random forest model had high sensitivity and speci-
ficity in detecting dysglycemia based on a broad range
of clinical predictors. This algorithm has the potential to
give provider’s warning about a patient’s blood glucose
trend to prevent dysglycemia in the hospital setting.
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glycemic management software for use in the hospital
(Glucommander�, EndoTool�, Glucotab�, etc.), these
tools are costly, less accurate in the hypoglycemic range,
have not been evaluated in critically ill patients, cannot
be used to predict glucose values several hours later,
and are not used by most health systems.12−14

Considering the lack of published prediction models
for glucose in the hospital setting and the negative
implications of dysglycemia, there is a compelling need
for prediction models that can help clinicians gage the
trajectory of glucose for a given patient in a short-term
horizon. Since insulin dose adjustments usually occur
daily in the hospital,15 prediction of the next glucose
classification needs to occur at the time of each glucose
observation to be most useful to clinicians. Previously
published models have focused predominantly on pre-
diction of hypoglycemia, rather than a more clinically-
relevant classification of hypoglycemia, controlled, and
hyperglycemia.16 Thus, we sought to develop and
validate a prediction model that predicted the class of
next glucose observation, which could be potentially
embedded in the EMR to increase usability and improve
outcomes.
Methods

Dataset
This was a retrospective cohort study derived from EMR
data obtained from five hospitals within the Johns Hop-
kins Health System in Maryland and the District of
Columbia. Across the five hospitals, there were
4538,510 blood glucose (BG) measurements for 118,734
hospitalized patients discharged between January 1,
2015 and May 31, 2019 who received at least one unit of
insulin (either subcutaneous or intravenous) and had at
least four BG measurements during the admission.
Details surrounding the data extraction and data proc-
essing for our dataset have been previously described.17

We found no change in model performance when
restricting our study population to patients with a docu-
mented diagnosis of diabetes mellitus, so we decided to
include patients regardless of diabetes diagnosis as long
as they fulfilled the inclusion criteria. Our population
included both non-ICU and ICU patients, as we antici-
pate that translation of a prediction model for glucose
in the hospital setting using EMR-based clinical deci-
sion support would have greater adoption if imple-
mented broadly in the hospital rather than limited to
certain units.

All BG measurements were included in calculations
of summary measures used in the lookback windows
for our prediction model. However, we limited the BG
measurements used for prediction (i.e. index BG meas-
urements) to the 5th to penultimate BG measurements
throughout admission (Figure 2). Furthermore, we lim-
ited index BG measurements to those which were fol-
lowed by another BG measurement within our defined
prediction horizon of 5 min to 10 h. The rationale for
these criteria for our index unit of observation is as fol-
lows: (a) to provide sufficient data for prediction, we did
not begin predictions until at least 4 past BG measure-
ments were available (typical number of BG measure-
ments per day in non-critically ill patients); (b) we
excluded BG measurements that were followed by a BG
in 5 min as repeated values in this short window could
reflect either clinical concern for a spurious BG reading
or may reflect the same hypoglycemic or hyperglycemic
episode18; (c) we selected 10 h as the upper limit of our
prediction horizon, since this is typically the longest
window of time between BG checks in hospitalized
patients on medical/surgical floors (interval between
bedtime and morning BG check); (d) the penultimate
BG measurement was included as this was the last BG
measurement that was proceeded by another BG mea-
surement for prediction. In the process of including
www.thelancet.com Vol 44 Month February, 2022



Figure 1. Study flowchart. *These BG readings were included as historical glucose data in the admission, but not as index observa-
tions.
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only BG measurements with the next BG measurement
between five minutes and ten hours, the final BG mea-
surement was automatically excluded (as this BG mea-
surement had no time to next BG measurement). Of
note, although the first four BG measurements of the
admission were not included as index BGs for predic-
tion, these measurements were included in summary
measures that fell within in the lookback windows for
other exposure variables (e.g. average glucose over previ-
ous 24 h or average glucose since admission) relative to
index BG measurements. Finally, since glucose and
insulin dosing are associated with weight, we excluded
1391 admissions (1¢2% of all admissions) in which
weight or body mass index (BMI) data were not avail-
able.

Based on the above criteria, 2740,539 BG measure-
ments from 48,370 patients across all five hospitals
www.thelancet.com Vol 44 Month February, 2022
were included as index observations in our prediction
model. Figure 1 describes how the analytical dataset was
created from the raw EMR data. The study protocol was
approved by the Institutional Review Board of the Johns
Hopkins School of Medicine with a waiver of informed
consent.
Outcome
The outcome of interest was a three-level category of the
next BG (i.e. following each index BG): hypoglycemic
(≤70 mg/dL), controlled (71−180 mg/dL), or hypergly-
cemic (>180 mg/dL). We selected the cut-off of 70 mg/
dL for hypoglycemia to align with our hospitals’ hypo-
glycemia treatment policies. While we did consider the
outcome of clinically significant hypoglycemia (BG
<54 mg/dL), the event rate for this outcome was
3
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exceedingly low and makes prediction challenging. We
believe that using a higher threshold for hypoglycemia
prediction would allow hospital-based clinicians more
time to react and adjust. We considered treating BG as a
continuous variable, but our modeling resulted in right-
skewed error distributions with mean average errors in
the 20−40 mg/dL ranges, causing poor predictive per-
formance when attempting to further classify by thresh-
old to treat for hyperglycemia and hypoglycemia.
Predictors
Predictors were selected based on clinical knowledge
and findings from previous studies that support the
inclusion of demographic variables, diabetes diagnosis,
diabetes-related medications, BG measurements, diet,
in-hospital insulin and steroid regimen, labs, and vital
signs.19−21 Supplemental Table 1 gives definitions of
variables included in the model. We included both static
(e.g. age) and time-varying predictors (e.g. lab results,
vital signs). While hemoglobin A1C would be an obvious
candidate for a predictor of glucose, since a majority of
patients (»65%) did not have an A1C obtained during
admission, this variable was not included as a predictor.
Time-varying predictors were defined in time frames
that were relevant in relation to the index BG observa-
tion. For example, insulin doses and steroid doses on
board at the time of the index BG observation were
defined based on the pharmacologic duration of action
of the given medication. Supplemental Table 2 summa-
rizes each predictor variable by hospital.
Missing data and imputation
Most of the missing data were in the laboratory meas-
urements and vital signs. We used the following
approach to impute missing values: if the value was
missing, we imputed the laboratory or vital sign value
as equal to the mean value for that patient’s admission;
if the mean admission value could not be calculated due
to absent data at the admission level, we imputed the
laboratory or vital sign value as equal to the median of
that hospital’s value. Supplemental Table 3 lists each
hospital’s median for each laboratory and vital sign
value and the proportion of patients in the full dataset
(prior to any exclusion) with a missing value. To deter-
mine if missing data were missing at random, we com-
pared the sample characteristics of samples in which a
given laboratory value or vital sign was present in the
EMR to those that required imputation for that predic-
tor (Supplemental Table 4).
Model selection and development
We screened 14 different machine learning methods
using five-fold cross validation on a subsample of
14,000 observations to determine which models to pur-
sue further based on overall model accuracy and
computational efficiency. A summary of our machine
learning screening results are reported in Supplemental
Table 5 by Cohen’s kappa (level of agreement).22 Among
the screened machine learning methods, we found that
the LogitBoost algorithm, random forest, stochastic gra-
dient boosting, and C5.0 had the highest level of agree-
ment. Despite the relatively high model performance,
they were relatively insensitive to the rarest event (hypo-
glycemia). We tested the re-sampling techniques of up-
sampling, down-sampling, and SMOTE on a subset of
our dataset in the LogitBoost, random forest, stochastic
gradient boosting, and C5.0 methods. These sampling
techniques mildly improved the predictive accuracy of
hypoglycemia.

Thus, we decided to derive a machine learning algo-
rithm in which we could tune the predictions based on
the probability outputs. Previous research by Elbaz et al.
demonstrated that stratification by class probability
derived from P-values from a logistic regression output
could improve model performance in predicting hypo-
glycemia.23 The highest performing model was a ran-
dom forest classification model with 35 random
variables in each node. We used the cutpointr package in
R to maximize the sum of sensitivity and specificity for
each class to determine probability cutoffs.24

We conducted sensitivity analyses in which we lim-
ited the study population to patients with type 1 diabetes
(T1DM) or type 2 diabetes who had basal insulin on
board (T2DM) at the time of the BG reading and short-
ened the prediction horizon to five minutes to two
hours. We used all exclusion and inclusion criteria as
described above for the training and internal validation
set, created the model, and used cutpointr to determine
cut-points for each class in each model.
Model validation
Hospital 1 is the largest hospital in our health system, so
data from this hospital were used to train the random
forest model. We chronologically split observations
from Hospital 1 into a training and validation set.
Patients discharged prior to January 1, 2018 had all
observations included in the training set and those dis-
charged on or after January 1, 2018 had all observations
included in the validation set (52%/48% training/valida-
tion split in Hospital 1). We used a chronological
approach for validation to simulate how a developed
machine learning method will perform when applied to
future observations and minimize the influence of secu-
lar trends on predictive accuracy.

Internal validation was performed by using the model
from the training set for Hospital 1 for prediction in the
validation set for Hospital 1. External validation was per-
formed by using the Hospital 1 training for prediction in
Hospitals 2, 3, 4, and 5 separately. Although our five hos-
pitals are part of a health system, the hospital size, demo-
graphics, and inpatient glucose management protocols
www.thelancet.com Vol 44 Month February, 2022



Figure 2. Lookback window, index observation, and prediction horizon. Top: Starting with the 5th blood glucose (BG) measurement,
our machine learning algorithm begins to make predictions about a patient’s next BG measurement in an expected prediction hori-
zon of five minutes-ten hours. Data preceding the 5th BG measurement are included in summary statistics over the previous 24 h
and admission as applicable.

Bottom: As a patient’s admission becomes longer, BG measurements that were earlier in the admission may no longer be
included in the 24 h summary statistics but will continue to be included in the admission summary statistics. The five minute to ten
hour prediction horizon continues to roll with each new BG measurement.
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differ to such an extent that we consider validation of data
from Hospital 1 to other hospitals in our system to reflect
external validation. Observations in the external valida-
tion sets were limited to patients who were discharged
on or after January 1, 2018 for the same rationale as
described above. We also evaluated the model by predict-
ing the class of next BG reading based only on the index
BG reading (“null model”).
Statistical analysis
All statistical analyses were performed using R statistical
software version 3.6.2 (R Foundation for Statistical Com-
puting)25 and Stata software, version 15.1 (StataCorp
LLC).26 Machine learning algorithms were developed
www.thelancet.com Vol 44 Month February, 2022
using the ‘Caret’ R package.27 The random forest algo-
rithm originated from the ‘parRF’ function in ‘Caret’.

Descriptive statistics were used to summarize the
patient population at the admission level and at the
index BG observation level by hospital. For continuous
measures, normality was assessed using tests of skew-
ness. All continuous variables were non-normally dis-
tributed and thus reported as medians and interquartile
ranges. Categorical variables were reported as counts
and frequencies. Differences in continuous measures
across the five hospitals were evaluated using the Krus-
kal-Wallis test, and categorical measures were compared
with the chi-square test. Differences between two data-
sets (internal or external validation sets) were evaluated
using the Wilcoxon rank-sum test and chi-square test.
5



Training Validation

Internal External
Hospital 1 Hospital 1 Hospital 2 Hospital 3 Hospital 4 Hospital 5

Number of Admissions 38,470 35,257 14,874 9296 4905 9630

Age, years, median (IQR) 59¢0 (46¢0, 69¢0) 59¢0 (46¢0, 69¢0) 63¢0 (52¢0, 74¢0)*** 71¢0 (59¢0, 81¢0)*** 71¢0 (58¢0, 82¢0)*** 74¢0 (62¢0, 84¢0)***
Sex

Female 18,785 (48¢8%) 17,159 (48¢7%) 7472 (50¢2%)** 4775 (51¢4%)*** 2661 (54¢3%)*** 4834 (50¢2%)*

Male 19,685 (51¢2%) 18,098 (51¢3%) 7402 (49¢8%) 4521 (48¢6%) 2244 (45¢7%) 4796 (49¢8%)

Race

Black 14,581 (37¢9%) 13,343 (37¢8%)*** 4361 (29¢3%)*** 2723 (29¢3%)*** 1277 (26¢0%)*** 1742 (18¢1%)***

White 20,521 (53¢3%) 18,419 (52¢2%) 9599 (64¢5%) 5278 (56¢8%) 3114 (63¢5%) 6105 (63¢4%)

Other 3368 (8¢8%) 3495 (9¢9%) 914 (6¢1%) 1295 (13¢9%) 514 (10¢5%) 1783 (18¢5%)

BMI, kg/m, median (IQR) 26¢8 (22¢7, 31¢9) 26¢8 (22¢8, 31¢9) 28¢1 (23¢4, 34¢0)*** 27¢4 (23¢2, 32¢8)*** 25¢8 (22¢3, 30¢5)*** 26¢3 (22¢7, 30¢7)***
Weight, pounds, median (IQR) 171¢0 (141¢0, 206¢0) 171¢0 (141¢0, 206¢0) 177¢0 (145¢0, 216¢0)*** 173¢0 (142¢0, 211¢0)*** 164¢0 (136¢0, 197¢0)*** 164¢0 (137¢0, 197¢0)***
Diabetes diagnosis

None 30,793 (80¢0%) 27,714 (78¢6%)*** 10,354 (69¢6%)*** 6557 (70¢5%)*** 4044 (82¢4%)*** 6872 (71¢4%)***

T1DM 558 (1¢5%) 528 (1¢5%) 320 (2¢2%) 254 (2¢7%) 62 (1¢3%) 229 (2¢4%)

T2DM 6788 (17¢6%) 6636 (18¢8%) 4137 (27¢8%) 2430 (26¢1%) 768 (15¢7%) 2453 (25¢5%)

Other DM 331 (0¢9%) 379 (1¢1%) 63 (0¢4%) 55 (0¢6%) 31 (0¢6%) 76 (0¢8%)

Home insulin 2914 (7¢6%) 2350 (6¢7%)*** 1241 (8¢3%)** 1348 (14¢5%)*** 431 (8¢8%)** 1115 (11¢6%)***

Home steroid 2156 (5¢6%) 1801 (5¢1%)** 466 (3¢1%)*** 555 (6¢0%) 339 (6¢9%)*** 656 (6¢8%)***

Average BG, median (IQR) 122¢2 (106¢6, 148¢7) 121¢4 (106¢2, 148¢0)** 119¢7 (102¢9, 158¢4)*** 129¢0 (109¢0, 167¢5)*** 114¢8 (101¢6, 143¢2)*** 124¢2 (106¢8, 157¢5)***
Number of BG

measurements, median (IQR)

15¢0 (7¢0, 35¢0) 15¢0 (7¢0, 36¢0)* 12¢0 (6¢0, 26¢0)*** 11¢0 (6¢0, 23¢0)*** 7¢0 (5¢0, 16¢0)*** 10¢0 (5¢0, 22¢0)***

Length of stay, days, median (IQR) 5¢5 (3¢4, 9¢4) 5¢8 (3¢7, 9¢9)*** 4¢9 (3¢1, 8¢0)*** 4¢9 (3¢2, 7¢5)*** 5¢1 (3¢4, 8¢0)*** 4¢9 (3¢3, 7¢4)***

Table 1: Baseline Characteristics of Study Population at Admission Level Comparing Each Validation Set to the Training Set.
IQR = interquartile range; BMI = body mass index; T1DM = type 1 diabetes; T2DM = type 2 diabetes; BG = blood glucose.

* P-value < 0¢05.
** P-value < 0¢01.
*** P-value < 0¢001.
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Figure 3. Time to next blood glucose reading in test set of Hospital 1. Red lines mark the middle 90% (5th percentile-95th percen-
tile) and blue lines mark the middle 50% (25th percentile−75th percentile).
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To report performance measures in a three-level clas-
sification problem, each class is considered individually
and the summary statistics of all three classes are
reported. Model performance measures were calculated
by creating two-by-two contingency tables for the out-
come of interest vs. all others (e.g. controlled vs. hypergly-
cemia or hypoglycemia; hyperglycemic vs. controlled or
hypoglycemic; hypoglycemic vs. controlled or hyperglyce-
mic). These contingency tables were used to calculate
area under the receiver operating characteristic curve
(AUC), sensitivity, specificity, positive and negative pre-
dictive value, and positive and negative likelihood ratio.
Role of the funding source
The funders had no role in the design and conduct of
the study; collection, management, analysis, and inter-
pretation of the data; preparation, review, or approval
of the manuscript; and decision to submit the manu-
script for publication. The corresponding author (NM),
ADZ, MSA, and JM had full access to all data in the
study and they took the decision to submit the manu-
script for publication.
Results

Cohort characteristics
Table 1 shows the baseline characteristics of the study
population, comparing each hospital’s validation set to
the training set. There were statistically significant dif-
ferences with respect to nearly all covariates for individ-
ual comparisons of each hospital to the training set. The
training set population was younger (median age 59
years), majority male (19,685 admissions; 51¢2%; P-
value < 0¢001 for all comparisons), and had a lower
www.thelancet.com Vol 44 Month February, 2022
proportion of White patients (20,521 admissions; 53¢3%;
P-value < 0¢001 for all comparisons). The external vali-
dation sets had a median age of 63 to 74 years, were pre-
dominantly female (7472/14,874 [50¢2%] to 2661/4905
[54¢3%] admissions) and had a higher proportion of
White patients (5278/9296 [56¢8%] to 9599/14,874
[64¢5%] admissions;). A lower proportion of training set
patients were on insulin at home (2914 admissions;
7¢6%; P-value < 0¢01 for all comparisons) than the
external validation set patients (1241/14,874 [8¢3%] to
1348/9296 [14¢5%] admissions; median range:). The
25th−75th and 5th−95th percentiles for time to next BG
reading were 1¢63−4¢37 h and 0¢42−6¢83 h, respec-
tively, in the test set of Hospital 1 (Figure 3).

When comparing the hospital 1 validation set (inter-
nal validation) to the training set, there were demo-
graphic differences with respect to age and race, but not
sex. The groups had similar weight and BMI; however,
the populations differed in regard to diabetes diagnosis,
home insulin use, home steroid use, average admission
BG, number of BG measurements, and length of stay.
Of note, global comparison showed that the hospitals
differed statistically with respect to all characteristics,
both at the admission level (Supplemental Table 6) and
the index BG level (Supplemental Table 2).
Model specification
The most important variables in the random forest
model were index BG value, 24 h minimum BG, 24 h
average BG, 24 h peak BG, and previous BG. Notably,
insulin doses and home medications were not among
the top 20 most important variables (Figure 4). Figure 5
shows an algorithm to convert an observation’s random
forest probabilities for each glucose outcome to achieve
a final class prediction. If a BG value had a probability
7



Figure 4. Variable Importance Plot of Top 20 Predictors. Variable importance plot based on the mean decrease in Gini, which is a
measure of how much heterogeneity (i.e. misclassification) is lost when a predictor is used in a random forest node.

Figure 5. Probability cutpoints to determine the predicted class of a patient’s next BG reading. This shows how probabilities for each
BG category are used in an algorithmic fashion to determine the final class of BG. Cutpoints were selected that maximized the sum
of sensitivity and specificity for each class.
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of controlled > 0¢36, that observation was predicted con-
trolled; if a BG value had a probability of
controlled ≤ 0¢36 and a probability of
hypoglycemic > 0¢384, that observation was predicted
hypoglycemic. If neither of these first two conditions
were met and the observation had a probability of
hyperglycemic > 0¢41, that observation was predicted
hyperglycemic. If all three probability thresholds were
not reached, then the observation defaulted to the con-
trolled classification.
Model performance
The training set prevalence for controlled, hyperglyce-
mic, and hypoglycemic were 0¢74, 0¢25 and 0¢01,
respectively. In the Hospital 1 test set, 0¢73, 0¢26 and
www.thelancet.com Vol 44 Month February, 2022



Null Model Random Forest Model

Controlled Hyper Hypo Controlled Hyper Hypo

Prevalence 0¢73 0¢26 0¢01 0¢73 0¢26 0¢01
AUROC − − − 0¢87 (0¢87, 0¢87) 0¢91 (0¢91, 0¢91) 0¢90 (0¢90, 0¢91)
Sensitivity 0¢87 (0¢87, 0¢87) 0¢70 (0¢70, 0¢70) 0¢25 (0¢25, 0¢26) 0¢77 (0¢77, 0¢77) 0¢77 (0¢77, 0¢77) 0¢73 (0¢72, 0¢74)
Specificity 0¢68 (0¢68, 0¢68) 0¢91 (0¢90, 0¢91) 0¢99 (0¢99, 0¢99) 0¢81 (0¢80, 0¢81) 0¢89 (0¢89, 0¢89) 0¢91 (0¢91, 0¢91)
PPV 0¢86 (0¢86, 0¢87) 0¢72 (0¢72, 0¢72) 0¢25 (0¢25, 0¢26) 0¢91 (0¢91, 0¢92) 0¢70 (0¢70, 0¢70) 0¢10 (0¢10, 0¢11)
NPV 0¢70 (0¢70, 0¢70) 0¢90 (0¢90, 0¢90) 0¢99 (0¢99, 0¢99) 0¢57 (0¢57, 0¢57) 0¢92 (0¢92, 0¢92) 1¢00 (1¢00, 1¢00)
PLR 2¢75 (2¢73, 2¢76) 7¢42 (7¢36, 7¢48) 22¢73 (21¢87, 23¢62) 3¢99 (3¢95, 4¢02) 6¢84 (6¢79, 6¢90) 7¢79 (7¢69, 7¢90)
NLR 0¢19 (0¢18, 0¢19) 0¢33 (0¢33, 0¢33) 0¢75 (0¢75, 0¢76) 0¢28 (0¢28, 0¢28) 0¢26 (0¢26, 0¢26) 0¢30 (0¢29, 0¢30)

Table 2: Null model and random forest model performance and 95% confidence intervals on internal chronologic validation.
AUC = area under the receiver operating characteristic curve; PPV = positive predictive value; NPV = negative predictive value; PLR = positive likelihood ratio;

NLR = negative likelihood ratio; hyper = hyperglycemia; hypo = hypoglycemia. 95% CI shown in parentheses.

Figure 6. AUC performance of each class of prediction by hospital. AUC curves were plotted for each class (controlled, hyperglyce-
mia, and hypoglycemia) by comparing the sensitivity and specificity at different cutpoints for each class individually (controlled vs.
not controlled, hyperglycemic vs. not hyperglycemic, and hypoglycemic vs. not hypoglycemic). The AUC curves of Hospital 1 are
the class-specific model performance in the test set and the AUC curves of Hospitals 2−5 are the class-specific model performances
in the external validation sets.
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0¢01 of BG measurements were controlled, hyperglyce-
mic, and hypoglycemic respectively (Table 2). The ran-
dom forest AUC for the classes of controlled,
hyperglycemic and hypoglycemic were 0¢87, 0¢91, and
0¢90, respectively (Figure 6). The sensitivity for a pre-
diction of controlled, hyperglycemic, and hypoglycemic
were 0¢77, 0¢77, and 0¢73, respectively. The specificity
for a prediction of controlled, hyperglycemic, and hypo-
glycemic were 0¢81, 0¢89, and 0¢91, respectively. On
external validation (Table 3), the random forest AUC for
the classes of controlled, hyperglycemic, and hypoglyce-
mic ranged between 0¢83−0¢91, 0¢87−0¢90, and 0¢85
−0¢90, respectively. The external validation sensitivity
for prediction of controlled, hyperglycemic, and hypo-
glycemic were 0¢64−0¢70, 0¢75−0¢80, and 0¢76−0¢78,
respectively. The specificity for prediction of controlled,
www.thelancet.com Vol 44 Month February, 2022
hyperglycemic, and hypoglycemic were 0¢80−0¢87,
0¢82−0¢84, and 0¢87−0¢90, respectively.

The presence of hyperglycemia and hypoglycemia
in the internal validation set patients with T1DM was
0¢50 and 0¢03 (Supplemental Table 7). In a parallel
random forest model trained and internally validated
on patients with only T1DM, sensitivity for a prediction
of controlled, hyperglycemic, and hypoglycemic were
0¢74, 0¢65, and 0¢53, respectively. The specificity for a
prediction of controlled, hyperglycemic, and hypogly-
cemic were 0¢71, 0¢88, and 0¢90, respectively. The
presence of hyperglycemia and hypoglycemia in the
internal validation set patients with T2D was 0¢51 and
0¢01. In a parallel random forest model trained and
internally validated on patients with only T2DM, sensi-
tivity for a prediction of controlled, hyperglycemic, and
9
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hypoglycemic were 0¢80, 0¢64, and 0¢35, respectively.
The specificity for a prediction of controlled, hypergly-
cemic, and hypoglycemic were 0¢67, 0¢85, and 0¢95,
respectively.

When limiting the prediction horizon to BG read-
ings between five minutes and two hours, the preva-
lence among the internal validation set of controlled,
hyperglycemic, and hypoglycemic BG readings were
0¢71, 0¢27, and 0¢02, respectively (Supplemental Table
8). In a parallel random forest model trained and inter-
nally validated on patients with BG readings in this pre-
diction horizon, the sensitivity for a prediction of
controlled, hyperglycemic, and hypoglycemic were
0¢82, 0¢82, and 0¢82, respectively. The specificity for a
prediction of controlled, hyperglycemic, and hypoglyce-
mic were 0¢83, 0¢93, and 0¢92, respectively.
Discussion
Exploring a broad panel of machine learning algo-
rithms, we identified the random forest function as a
modeling technique capable of predicting the next class
of a hospitalized patient’s BG measurement with a high
degree of detection for the two minority classes of
hyperglycemia and hypoglycemia. To our knowledge,
our prediction model is the first inpatient-based model
to use the short-term prediction horizon of next BG
measurement without the use of continuous glucose
monitoring. Unlike other inpatient-based glucose pre-
diction models, which tend to focus only on the out-
come of hypoglycemia and limit the prediction horizon
to any time during the admission, the short-term predic-
tion horizon and three-factor level classification of the
present model could be translated into a clinical deci-
sion support tool to influence glycemic management in
near real-time.

Unlike previous models published in this area, we
found that few clinical predictors besides glycemic
measures were informative. These findings support the
notion described by Kovatchev et al. that there are mea-
surable disturbances in blood glucose in the 48 h pre-
ceding a hypoglycemic event.28−30 Since changes in
insulin doses are ultimately reflected by changes in glu-
cose trends, it is not surprising that glycemic summary
measures confer the most information about the next
glucose measurement. From an implementation stand-
point, the fact that glycemic data are readily available in
EMR systems and easily extractable means that a model
that is primarily derived from glycemic measures could
be more easily adopted by outside hospital systems.
Moreover, despite our broader inclusion criteria, our
model performed as well as models based on more
restrictive criteria, which may increase the generalizabil-
ity and clinical application of the model. A meta-analysis
of the performance of hypoglycemic prediction tools
that did not use CGM data calculated pooled estimates
for sensitivity, specificity, PLR and NLR of 0¢76 (0¢66
www.thelancet.com Vol 44 Month February, 2022
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−0¢84), 0¢92 (0¢88−0¢95), 10¢14 (6¢13−16¢77), and
0¢26 (0¢17−0¢38), respectively.31 Furthermore, our
model performs well with high discrimination of a
given class based on the class-specific AUCs.

Among 19 published hypoglycemia prediction mod-
els, only six were developed using blood glucose data
rather than CGM data.31 Mueller et al. used a hypothesis
free, Bayesian machine learning analytics platform to
create ensembles of linear models.32 Their AUC in a
hold-out model for hypoglycemia in the next 12 months
was 0¢77. Ruan et al. analyzed how accurately 18 differ-
ent machine learning methods predicted whether an
admission would have at least one event of hypoglyce-
mia.19 Their XGBoost model had an AUC of 0¢96 with
a precision of 0¢88 and recall of 0¢70. Jensen et al. pre-
dicted nocturnal hypoglycemia with an AUC of 0¢79,
sensitivity of 0¢75, and specificity of 0¢70; however, two
of the four components in their linear discriminant
analysis involved glucose measurements from CGM.
Sudharsan et al. utilized self-monitored blood glucose
checked once or twice daily to predict hypoglycemia in
the next 24 h.33 Their sensitivity was 0¢92 and specific-
ity was 0¢70, and their model’s specificity rose to 0¢90
when they added medication information. Compared to
these previously published models, our random forest
model was able to discern hypoglycemia and hypergly-
cemia from controlled in a broader inpatient population
within a narrower prediction horizon.

We recently published findings using a stochastic
gradient boosting machine learning model for predic-
tion of iatrogenic hypoglycemia using a similar EMR
dataset;17 while our previous model had greater sensitiv-
ity for prediction of hypoglycemia, the present random
forest model had a higher PLR and positive predictive
value for hypoglycemia, which may be more impactful
in modifying end user behavior by minimizing false
positives. Of note, in our previous model, the prediction
horizon for hypoglycemia was 24 h from the index BG
measurement, whereas in the present study, it was the
next BG measurement (variable time interval). In addi-
tion, the three-level outcome prediction of the present
study has broader clinical applicability than one focused
solely on hypoglycemia.

Artificial intelligence tools have been linked to
improved diagnostic confidence.34 Our machine learning
model can support or refute a physician’s belief about
what the patient’s glucose status will be at the next BG
measurement. PLRs and NLRs express how much the
probability of a diagnosis increases or decreases from the
pre-test probability based on the model’s prediction16,19,35

Likelihood ratios between 5 and 10 and 0¢1 to 0¢2 repre-
sent moderate shifts in pretest to posttest probability;
likelihood ratios between 2 and 5 and 0¢5 to 0¢2 generate
small, but sometimes important, changes in probabil-
ity.36 In this study, the relatively small PLR for controlled
glucose means that being predicted as controlled should
not change a provider’s expectations because the pre-test
www.thelancet.com Vol 44 Month February, 2022
probability of controlled would be relatively high in most
cases. On the other hand, for rare outcomes, like hypogly-
cemia, the PLR is higher. Thus, if our model alerts the
clinician to hypoglycemia, providers should have a low
threshold to modify the antihyperglycemic regimen to
avoid an adverse outcome.

Our sensitivity analyses highlight the importance of
key considerations when selecting exclusion criteria for
the development of a machine learning model. When
comparing the general patient population model to
patients with known diagnoses of T1DM or T2DM, the
general patient population model has a similar PLR to
that of the T2DM model; the T1DM has the lowest PLR
for the prediction of hypoglycemia. The sensitivity in
the general patient population model is much higher,
compared to a higher specificity in the T1DM and
T2DM models. Interestingly, choosing a more homoge-
nous patient population did not increase sensitivity for
hypoglycemia. When using the shorter prediction hori-
zon of 5 min to 2 h, there was a global improvement in
model performance measures, especially in the PLR of
hyperglycemia and hypoglycemia. This result is not
unsurprising because limiting the prediction horizons
allows for less time between BG readings. Therefore,
we suspect that the index BG reading has a higher corre-
lation to the next BG reading when limited to a smaller
prediction horizon. In terms of clinical utility, however,
the generalizability of this model is limited since most
patients in the hospital do not receive BG measure-
ments every two hours.

Our study has several strengths. Notably, we pre-
dicted the class of a patient’s next BG measurement,
which is a much narrower time frame than previously
published studies and allows for potential integration in
the EMR as a decision support tool. We also included as
many glycemic parameters as possible. We took a naÿve
approach to variable and model selection so that we
could select the most accurate model regardless of tech-
nique and included variables. The sample size and
number of predictor variables were large. Furthermore,
we demonstrated that our external validation sets were
each different from our training set and externally vali-
dated our model on four other hospitals in our health
system. Our external validation sets performed well in
detecting hypoglycemia and hyperglycemia in hospital-
ized patients. Of note, while there are commercially
available software for glycemic prediction/insulin dos-
ing support that have been evaluated in multiple health-
care settings (e.g. Glucommander), the model
specifications for these algorithms have not been pub-
lished due to proprietary considerations.

There are some limitations to the present study. We
were unable to extract all pertinent information from a
patient’s admission such as dextrose dose, insulin doses
from total parenteral nutrition formulations, and carbo-
hydrates actually consumed during meals. Further-
more, some measures like A1C were excluded since
11
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most patients did not have this lab test during their
admission. We limited our model to start making pre-
dictions on the fifth BG measurement during the
admission to guarantee a minimum amount of histori-
cal glucose data from which to make predictions. Like-
wise, we limited our training and validation sets to
include BG observations that were followed by a BG
observation within a five minute to ten-hour window.
Since our goal was to create a general machine learning
model that is agnostic to the time between BG observa-
tions (which cannot be necessarily predicted in a hospi-
tal setting), we believe that this prediction horizon
allows for a clinically useful prediction horizon. Our
missing data analysis showed that for most patient char-
acteristics, there was a statistically significant difference
between the BG readings that had laboratory values and
vital signs compared to those BG readings that required
imputation for that given predictor. However, most of
these statistically significant differences (expected given
large dataset) are small in magnitude and we are unsure
about how to interpret the clinical significance of the
non-randomness in missing laboratory values or vital
signs. Nevertheless, these findings highlight a limita-
tion to using EMR data that is incomplete based on the
variable data ordered by different providers.

Additionally, when training our model, we discov-
ered that our modeling techniques outperformed in the
general hospitalized patient population compared to
patients with documented diagnoses of T1DM or T2DM
with basal insulin on board. We do recognize that this is
an important clinical limitation since these patients are
considered at high risk for dysglycemia. We hypothesize
that some of this is related to coding practices in our
EMR, as we are entirely reliant on ICD-10 codes for dia-
betes diagnosis. Moreover, we found that only 1.3% of
readings in patients with T2DM were hypoglycemic,
compared to 3.1% of readings in patients with T1DM
and 1.4% of patients with no known diagnosis of diabe-
tes. We believe that since our population included any
patient who received insulin, this insulin exposure
poses the greatest risk for hypoglycemia, even without a
known diagnosis of diabetes. Our hypoglycemic model
suffers from PPV of 0¢10, driven by a specificity of the
controlled (majority) class of 0¢81. This limitation is
similar to previous findings that demonstrated a high
false alarm rates despite high sensitivity and specificity
due to class imbalance.37 In previous research, the high
hypoglycemic false alarm rate was reduced by increas-
ing specificity by excluding any hypoglycemic event that
was transient. Since we did not use CGM data, we were
unable to analyze the effects of transient hypoglycemic
events on model performance. Finally, our model per-
formance was lower among patients with coded type 1
and type 2 diabetes compared to the overall cohort; since
these patients are often the most challenging to manage
in the hospital, further research is needed to identify
additional predictor variables for this population.
To our knowledge, this is the first machine learning
model that can predict the 3-level outcome of glycemic
control for the next glucose measurement throughout a
patient’s admission. Our model does not rely on data
from continuous glucose monitors and can be applied
to any hospitalized patient, regardless of insulin use or
ICU status. Our next step will be to adapt and integrate
our model into the EMR. Further studies will be needed
to evaluate whether information about the predicted
level of glycemic control based on this machine learning
model has the potential to improve glycemic control and
related clinical sequalae.
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