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Abstract: Guanine-adenine (GA) base pairs play important roles in determining the structure,
dynamics, and stability of RNA. In RNA internal loops, GA base pairs often occur in tandem
arrangements and their structure is context and sequence dependent. Calculations reported here
test the thermodynamic integration (TI) approach with the amber99 force field by comparing
computational predictions of free energy differences with the free energy differences expected on
the basis of NMR determined structures of the RNA motifs (5′-GCGGACGC-3′)2, (5′-GCiGGAiCGC-
3′)2, (5′-GGCGAGCC-3′)2, and (5′-GGiCGAiGCC-3′)2. Here, iG and iC denote isoguanosine and
isocytidine, which have amino and carbonyl groups transposed relative to guanosine and cytidine.
The NMR structures show that the GA base pairs adopt either imino (cis Watson-Crick/
Watson-Crick A-G) or sheared (trans Hoogsteen/Sugar edge A-G) conformations depending on
the identity and orientation of the adjacent base pair. A new mixing function for the TI method is
developed that allows alchemical transitions in which atoms can disappear in both the initial and
final states. Unrestrained calculations gave ∆G° values 2-4 kcal/mol different from expectations
based on NMR data. Restraining the structures with hydrogen bond restraints did not improve the
predictions. Agreement with NMR data was improved by 0.7 to 1.5 kcal/mol, however, when structures
were restrained with weak positional restraints to sample around the experimentally determined
NMR structures. The amber99 force field was modified to partially include pyramidalization effects
of the unpaired amino group of guanosine in imino GA base pairs. This provided little or no
improvement in comparisons with experiment. The marginal improvement is observed when the
structure has potential cross-strand out-of-plane hydrogen bonding with the G amino group. The
calculations using positional restraints and a nonplanar amino group reproduce the signs of ∆G°
from the experimental results and are, thus, capable of providing useful qualitative insights
complementing the NMR experiments. Decomposition of the terms in the calculations reveals that
the dominant terms are from electrostatic and interstrand interactions other than hydrogen bonds
in the base pairs. The results suggest that a better description of the backbone is key to reproducing
the experimental free energy results with computational free energy predictions.

1. Introduction
Agreement between experiments and computational predic-
tions is a test of our understanding of intermolecular

interactions. Molecular dynamics (MD) calculations are
commonly used to provide insights into biological processes,
including folding and dynamics of RNA.1-4 It is now
possible to calculate MD trajectories with durations ap-
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proaching the millisecond time scale.5-9 These simulations,
however, use approximate molecular mechanics (MM)
potential energy functions or force fields,10-12 which are not
expected to reproduce the true potential energy surface as
well as quantum mechanical (QM) methods.

Nucleic acid structures are stabilized by a range of
molecular interactions such as base stacking, base pairing,
solvation, and ionic effects, but the balance of these
interactions is complex and poorly understood.13 The struc-
tures and energetics of GA pairs in RNA oligonucleotides
provide a particularly interesting case for testing computa-
tional methods. GA pairs occur in many RNAs.14-17 They
have roles in tertiary interactions,18-22 metal binding,18 and
protein recognition.23 Often, GA pairs occur in tandem.14,24

NMR experiments25,26 reveal that these tandem GA pairs
have either imino (cis Watson-Crick/Watson-Crick A-G)
or sheared (trans Hoogsteen/Sugar edge A-G) conformations
(Figure 1) depending on the adjacent base pairs, and this
has a dramatic effect on global 3D structure (Figure 2). The
interactions responsible for this sequence dependence are not
fully understood.27,28 Thus, the sequence dependence of GA
structures provides a benchmark for testing computational
approaches.

Here, the sequence dependence of hydrogen-bonding
patterns in GA pairs flanked by GC, CG, iGiC, or iCiG pairs
is investigated with thermodynamic integration (TI)29 cal-

culations, which may be used to estimate free energy
differences. NMR structures25,26,30 show that the hydrogen-
bonding patterns in tandem GA pairs change when the amino
and carbonyl groups on flanking GC pairs are transposed to
give flanking iGiC pairs (Figures 1and 2). We use explicit
solvent MD combined with TI to calculate ∆G°2 and ∆G°3

for the alchemical steps in the thermodynamic cycles shown
in Figures 3 and 4. In both cycles

The right-hand side of eq 1b, ∆G°1 - ∆G°4, is either
positive (Figure 3) or negative (Figure 4) on the basis of
structures determined by NMR.25,26,30 For example, in Figure
3, ∆G°1 and ∆G°4 are positive and negative, respectively,
because the NMR structures have imino and sheared GA
pairs, respectively.26,30 Thus, the sign calculated by TI for
∆G°3 - ∆G°2 in eq 1b can be compared to the positive sign
determined by experiment for ∆G°1 - ∆G°4 in eq 1b. When
the standard TI procedure with standard amber99 force field
was applied, the free energy calculations did not reproduce
the expected sign for ∆G°3 - ∆G°2 in the cycle of Figure
3. Thus, the protocol was modified to test two hypotheses
to explain this lack of agreement: (1) the amino group of G

Figure 1. Structures of (a) Watson-Crick GC, (b) Watson-Crick iGiC, (c) Imino GA (cis Watson-Crick/Watson-Crick A-G),
and (d) sheared GA (trans Hoogsteen/Sugar edge A-G). The difference of iG and iC from G and C, respectively, is that the
amino and carbonyl groups are transposed. The amino group of G in an imino GA base pair is nonplanar,31,32 and it has the
potential to form an extra cross-strand out-of-plane hydrogen bond.

∆G°1 + ∆G°2 ) ∆G°3 + ∆G°4 (1a)

∆G°3 - ∆G°2 ) ∆G°1 - ∆G°4 (1b)
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in an imino GA pair can be nonplanar,31-33 which is not
considered by the force field, and (2) the conformational
space sampled by MD simulations may include unrealistic
conformations due to approximations in the force field.

The idea that the imino GA base pairs are involved in
stabilizing out-of-plane molecular interactions via partial sp3

hybridization was suggested by QM studies. High-level QM
electronic structure calculations predict that GA base pairs

are intrinsically nonplanar in isolation, in contrast to canoni-
cal base pairs.31-33 Most striking is the nonplanarity of the
cis Watson-Crick/Watson-Crick GA base pair (Figure 1c).
In this base pair, the amino group of guanine is unpaired. In
a planar base pair arrangement, it would face the H2
hydrogen of adenine, creating a repulsive contact. Instead,
the guanine amino group adopts a substantially nonplanar
(pyramidal) geometry due to partial sp3 hybridization (see
Supporting Information). This nonplanarity enables formation
of weak out-of-plane hydrogen bonds by imino GA pairs.
The nonplanarity is prevented by standard force fields. To
test possible contributions of nonplanarity to determining
structures of GA pairs, the intramolecular parameters for the
amino group of the force field for guanine were modified
and the effects of such modification were compared with
results obtained with the standard force field.10,34 With this
modification applied exclusively to those guanines involved
in GA base pairs, the calculated sign of ∆G°3 - ∆G°2 is
consistent with the NMR experiments to within experimental
error. Consideration of the nonplanar amino group suggests
that the switch between imino and sheared GA base pairs is
associated with the formation of an out-of-plane hydrogen
bond between the G amino group and the flanking base pair.

The lack of agreement between computations and experi-
ment could also reflect unphysical sampling of conforma-
tional space due to approximations in the force field. Thus,
weak positional restraints were applied to limit the sampling
to conformations resembling the NMR structures. The
combination of positional restraints along with a nonplanar
amino group of G in GA pairs provided the closest agreement
between computational and experimental results.

2. Methods

2.1. Theory. The Helmholtz free energy difference be-
tween two systems, A and B, represented by Hamiltonians
HA and HB, respectively, is given by

Here ∆H ) HB - HA, T is temperature in kelvins, kB is
Boltzmann’s constant, and <...>A denotes the canonical
ensemble average for system A.29 One way to calculate this
free energy difference, ∆G, is to use the TI approach.29 This
approach can be applied to unphysical alchemical transfor-
mations, such as changing a GC pair to an iGiC pair.

In the TI approach, a hybrid Hamiltonian H(λ), which is
a mix of both states A and B, is defined as

Here, f1(λ) and f2(λ) are mixing functions that depend on
a mixing parameter, λ. The mixing parameter varies from 0
to 1 such that the hybrid Hamiltonian H(λ) ) HA when λ )
0, and H(λ) ) HB when λ ) 1. For an effective calculation,
it is desirable to use mixing functions that provide a smooth
transformation from state A to state B.

With this approach, eq 2 can be rewritten as follows:

Figure 2. Comparison of structural motifs (a) (5′iGGAiC3′)2 with
(b) (5′GGAC3′)2 and (c) (5′iCGAiG3′)2 with (d) (5′CGAG3′)2.
Colored nucleotides in a-d are the loop regions of NMR
structures of 2O81, 1MIS, 2O83, and 1YFV, respectively, from
the PDB.25,26,30 Dramatic changes in the backbone are seen
when the adjacent canonical base pairs of GC in (5′GGAC3′)2

and CG in (5′CGAG3′)2 are replaced with iGiC (bf a) and iCiG
(df c), respectively.

Figure 3. Thermodynamic cycle for GGAC f iGGAiC trans-
formation. Structures in red are observed by NMR26,30 so that
∆G1 - ∆G4 is positive. PDB IDs of (5′GCGGACGC3′)2 and
(5′GCiGGAiCGC3′)2 are 1MIS and 2O81, respectively.

Figure 4. Thermodynamic cycle for CGAG f iCGAiG
transformation. Structures in red are observed by NMR25,30

so that ∆G1 - ∆G4 is negative. PDB IDs of (5′GGC-
GAGCC3′)2 and (5′GGiCGAiGCC3′)2 are 1YFV and 2O83,
respectively.

∆G° ) GB - GA ) -kT ln〈e-∆H/kBT〉A (2)

H(λ) ) f1(λ)HA + f2(λ)HB (3)
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The transformation can be divided into discrete λ windows
so that the integration in eq 4 may be performed numerically.

One choice of mixing functions, which is implemented in
AMBER version 9,35 is

where k is an integer satisfying k > 0.35 With these mixing
functions, however, “dummy” atoms can only be used in
the final state, B.35 With this mixing rule, if dummy atoms
are used in the initial state, A, then there is a convergence
problem around λ ) 0,35 which does not allow a smooth
transformation from A to B, thus precluding numerical
integration to calculate ∆G in eq 4.36-38

A new mixing rule was derived to allow dummy atoms in
both the initial and final states. Let the mixing functions,
f1(λ,k) and f2(λ,k), be defined as follows:

satisfying the following conditions:

Here k is a positive integer (k > 0), f (n) is the nth derivative
of the mixing function f(λ,k), and n < k. Assuming that f(λ,k)
is a (2k - 1)th-order polynomial in λ, the following mixing
function can be derived with the help of Mathematica:39

This new mixing rule makes it possible to smoothly
transform an initial state, A, to a final state, B, when dummy
atoms are present in initial, final, or both states (Figure 5).
We implemented this new mixing function in AMBER
version 9.35 Other methods have been proposed to deal with
convergence problems arising from alchemical transforma-
tions involving the appearance or disappearance of atoms
with hard-core Lennard-Jones potentials.40,41

At each step of the simulation, the derivative of the hybrid
Hamiltonian, H(λ), with respect to the mixing parameter, λ,
is calculated

The derivatives of the old and new mixing functions are
shown in Figure 5. The new mixing function improves
convergence around λ ) 0.

2.2. RESP Charge Calculation for iG, iC, G, A, C,
and U. The systems in Figures 3 and 4 contain the unnatural
nucleotides iC and iG. In order to be consistent and complete,
the restrained electrostatic potential (RESP) charges were

derived for iG, iC, G, A, C, and U following the RESP
protocol.10,42-44 These RESP charges were used in all the
simulations. The charges for G, A, C, and U are similar to
those in amber99.10

Dimethylphosphate (DMP) and the nucleosides of iG, iC,
G, A, C, and U with C3′-endo sugar pucker were created
with the xleap program in the AMBER package.35 The
molecules were optimized and the electrostatic potential at
a set of gridpoints were calculated at the HF level using the
6-31G* basis set. These calculations were performed with
Gaussian03.45 RESP charges for these nucleosides were then
calculated with the RESP program.44 The only difference
between these RESP calculations and those of Cornell et al.
(1995)10 is that the sugar atoms were not made equivalent.
That is, each of the nucleosides has different charges for
the same sugar atoms.

Except for the RESP charges, the missing parameters for
iG and iC were taken from the amber99 parameter set by
analogy. The only difference of iG and iC from G and C is
the transposition of the carbonyl and amino groups. In
AMBER, this transposition does not change the type of
carbonyl and amino group. Therefore, the missing bonded
parameters of both the carbonyl and amino groups of iG and
iC were taken to be identical to the parameters of G and C.
As a result, this choice should not impact the final results.

A library of 18 residues was created (RX, RX3, and RX5
where X ) A, U, G, C, iG, and iC, and 3 and 5 denote the
3′ and 5′ end version of residue RX, respectively). Dummy
atom residues for G, C, iG, and iC (RGD, RCD, IGD, ICD)
were also created to allow alchemical transformations from
G to iG and C to iC. The order of the atoms of either RGD
and IGD or RCD and ICD were kept the same, which is
mandatory for the TI approach in AMBER version 9 (see
Supporting Information).

2.3. Explicit Solvent Simulations. For each A f B
alchemical transformation (Figures 3 and 4), the NMR
structures25,26,30 were used as the starting structures. These
NMR structures are highlighted in red in Figures 3 and 4,
and the 3D structures are shown in Figure 2. The structures
were solvated with TIP3P water molecules46 in an octahedral
box with a buffer of 10 Å, which gave more than 3100 water
molecules around the duplex. In each A f B alchemical
transformation, states A and B had the same number of water
molecules and box sizes. The system was neutralized with
14 Na+ ions. The parameter/topology files for the A f B
transformations were created with the xleap module.35

2.4. Force Fields. Two parameter sets were tested for each
thermodynamic cycle: (1) the amber99 force field and (2)
the amber99 force field with a modified frcmod file35 (see
Supporting Information), which allows nonplanarity of the
amino group of G of the tandem GA base pairs.

Note that the modified force field does not fully capture
the true energetics associated with amino group pyramidal-
ization. Thus, the energies associated with amino group
nonplanarity are most likely underestimated in this paper.
Note also that when mimicking the pyramidalization effects
for the purpose of condensed phase nucleic acid simulations,
it is not advisible to fit the force field tightly to the gas-
phase quantum chemical data (see Supporting Information).47

∆G° ) ∫
0

1

〈∂H
∂λ 〉λ

dλ (4)

f1(λ, k) ) (1 - λ)k

f2(λ, k) ) 1 - (1 - λ)k (5)

f1(λ, k) ) f(λ, k)
f2(λ, k) ) 1 - f(λ, k) (6)

f(λ ) 0, k) ) 1
f(λ ) 1, k) ) 0

f (n)(λ ) 0, k) ) f (n)(λ ) 1, k) ) 0
(7)

f(λ, k) ) (1 - λ)k ∑
i)0

k-1
(k - 1 + i)!

i!(k - 1)!
λi (8)

∂H(λ)
∂λ

) ∂f(λ)
∂λ

(HA - HB) (9)
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We also do not suggest using this modification for canonical
base pairs where the amino group is planarized by planar
hydrogen bonds.

2.5. Minimization. The structures were minimized in two
steps. For each system, the same protocol was used: (1) With
the RNA held fixed with a restraint force of 500 kcal/mol-
Å2, steepest descent minimization of 1000 steps was followed
by a conjugate gradient minimization of 1500 steps. (2) With
all restraints removed, steepest descent minimization of 1000
steps was followed by a conjugate gradient minimization of
1500 steps. During the minimization, an 8.0 Å long-range
cutoff for nonbonded interactions was chosen.

2.6. Pressure Regulation. After the minimization, two
steps of pressure equilibration were done on each system:
(1) RNA structures were held fixed with a restraint force of
10 kcal/mol-Å2. Constant volume dynamics with a long-range
cutoff of 8.0 Å for nonbonded interactions was used.

SHAKE48 was turned on for bonds involving hydrogen
atoms, except for the amino hydrogen and dummy atoms of
GC and iGiC base pairs flanking the tandem GA base pairs.
The temperature was raised from 0 to 300 K in 20 ps.
Langevin dynamics with a collision frequency of 1 ps-1 was
used. A total of 20 ps of MD were run with a 2 fs time step.
(2) The same conditions as above were chosen, except that
constant pressure dynamics with isotropic position scaling
was turned on. Reference pressure was set to 1 atm with a
pressure relaxation time of 2 ps. A total of 100 ps of MD
were run with a 2 fs time step. The particle mesh Ewald
(PME) method was on for all calculations (see Supporting
Information).

Pressure relaxation decreases the box size of the system
to bring the pressure to about 1 atm. The final restart file
was used as the initial coordinate file for the λ simulations.

Figure 5. (a) Old (green) and new (red) mixing functions and (b) the derivatives of the old (green) and new (red) mixing functions
for k ) 6. In a simulation, eq 9 is calculated at each step, which depends on the derivative of the mixing function with respect
to λ, ∂f(λ,k)/∂λ. When dummy atoms are present in the initial state, there is a convergence problem around λ ) 0 according to
the old mixing rule, seen in (b).35 The new mixing rule improves the convergence around λ ) 0 by having a symmetric ∂f(λ,k)/∂λ,
as seen in (b). The plot was created with gnuplot (http://www.gnuplot.info/).
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2.7. λ Simulations. A total of 19 λ values were used, λ
) 0.05 to λ ) 0.95, with an increment of 0.05. The new
mixing rule (with k ) 6) was used in all λ simulations. For
each λ simulation, the last structure of pressure regulation
was taken as the initial structure. First, the structures were
minimized following the minimization protocol described
above. The production run was similar to the first step of
the pressure equilibration described above. Constant volume
dynamics was chosen with a long-range cutoff of 8.0 Å for
nonbonded interactions. SHAKE was turned on for bonds
involving hydrogen atoms, except the amino hydrogen and
dummy atoms of GC and iGiC flanking the tandem GA base
pairs. A total of 1 ns of MD was run at 300 K with a 1 fs
time step. Another 1× 106 time steps for λ ) 0.2 to 0.8
values were run with a 1 fs time step, yielding a total of 2
ns of MD for these particular λ values. Because the TI
calculations are done at constant volume, the calculated free
energy changes are Helmholtz free energy changes. Because
the PV contribution is small in the condensed phase, the
difference between Helmholtz and Gibbs free energy dif-
ferences is expected to be small.

2.8. Explicit Solvent Simulations with Positional
Restraints. The same methodology described above was
used with positional restraints to calculate each A f B
alchemical transformation (Figures 3 and 4) for both the
original amber99 and modified amber99 force fields. Har-
monic restraints35 with a force constant of 0.1 kcal/ mol ·Å2

were applied to the backbone heavy atoms and to all atoms
of the first two and last two base pairs of the structures. A
total of 500 ps of MD was run with a 1 fs time step for all
λ simulations. Another 5 × 105 time steps for λ ) 0.15 to
0.85 of CGAG f iCGAiG (∆G°3, imino) transformations
were run with a 1 fs time step to attain better convergence,
which yielded a total of 1 ns of MD for these particular λ
values (see Supporting Information).

2.9. Explicit Solvent Simulations with Hydrogen
Bond Restraints. The same methodology described above
was used with distance restraints on hydrogen bonds to

calculate each A f B alchemical transformation (Figures
3 and 4) using both the original amber99 and modified
amber99 force fields. Distance restraints of 25 kcal/mol ·Å2

were applied to all base pair hydrogen bonds (see
Supporting Information). A total of 1 ns of MD was run
with a 1 fs time step for all λ simulations. Another 5 ×
105 MD steps for λ ) 0.15 to 0.85 of CGAG f iCGAiG
(∆G°2, sheared, amber99), CGAG f iCGAiG (∆G°3,
imino, modified amber99), and GGAC f iGGAiC (∆G°3,
imino, modified amber99) transformations were run with
a 1 fs time step to attain better convergence, which yielded
a total of 1.5 ns of MD for these particular λ values (see
Supporting Information).

2.10. Analysis. The first 250 ps of each λ simulation were
omitted from the calculations to allow equilibration. For each
λ simulation, <∂E/∂λ>λ was calculated, where E is potential
energy. The group-averaging method was used for error
estimates by dividing each λ simulation into three parts. Error
estimates are the standard error of the mean.

The trapezoidal rule was used to numerically integrate ∆G°
in eq 4. A typical λ vs <∂E/∂λ>λ plot is shown in Figure 6.
For calculation of the error in ∆G°, <∂E/∂λ>λ values were
assumed to be independent.

Rmsd calculations were done with the ptraj module of
AMBER 9.35 Water molecules and Na+ ions were stripped
out of the trajectory files, and all atoms of the RNA were
included in the rmsd calculations. Each snapshot in the
trajectory file was aligned with the initial starting structure
(see Supporting Information for a typical time vs rmsd plot).
For unrestrained simulations, the rmsd typically fluctuates
between 1 and 2 Å, which implies that the simulation is
sampling configurations close to the initial structure. For one
or two unrestrained λ simulations, however, configurations
with rmsd values greater than 3 Å are sampled. For the λ
simulations with positional restraints, rmsd values are around
0.7 Å, which implies that only configurations very close to
the initial structure are sampled. For the λ simulations with

Figure 6. <∂E/∂λ>λ as a function of λ for the CGAGf iCGAiG (sheared GA) transformation (unrestrained). For each λ simulation,
the group-averaging method was used for error estimates by dividing each simulation into three parts. The plotted error bars,
which are standard error of the mean, are enlarged 30-fold. The plot was created with GRACE (http://plasma-gate.weizmann.ac.il/
Grace/).
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distance restraints on hydrogen bonds, rmsd values are
around 1.5-2.0 Å.

2.11. Energy Decomposition. Free energy, ∆G°, can be
decomposed into contributions resulting from bond, angle,
dihedral, electrostatic, and van der Waals interactions:

where

etc.
Another way of decomposing the free energy is

where ∆G°RNA-env, ∆G°HB, ∆G°cross, and ∆G°ss represent the
RNA-environment, hydrogen bonds within base pairs, cross-
strand stacking, and single-strand stacking, respectively.
∆G°other includes the alchemical transformations of the
individual bases. Both types of free energy decompositions
were done on the alchemical transformations with positional
restraints, ∆G°2 and ∆G°3 in Figures 3 and 4, to examine
qualitatively the dominant factors in the TI calculations.

For decompositions, the trajectory files of each restrained
λ simulation were used. The first 250 ps of the trajectories
were omitted. The remaining structures generated every 1
ps were used to calculate the individual terms in eqs 10a
and 11 using the TI approach. Details of the decompositions
are described in Supporting Information.

Because the decompositions were done on alchemical
transformations, they do not have a direct physical meaning.
Comparisons of (∆G°3 - ∆G°2) values, however, give an
idea of the contributions of individual terms.

3. Results

Two thermodynamic cycles are analyzed, (GCGGACGC)2

f (GCiGGAiCGC)2 (Figure 3) and (GGCGAGCC)2 f
(GGiCGAiGCC)2 (Figure 4). The TI approach was used to
calculate ∆G°2 and ∆G°3 in eq 1a to see if the amber99 force
field or its modified version, that allows a nonplanar amino
group of G in GA pairs, is consistent with the experimental

results for ∆G°1 - ∆G°4 (see eq 1b). For both unrestrained
and restrained simulations, convergence analysis shows that
the free energies are well converged (see Supporting
Information).

3.1. GGAC f iGGAiC Transformation (Unrestrained
Simulations). NMR structures (Figure 2a and b) show that
tandem GA base pairs flanked by GC have primarily imino
GA base pairs,26 while when flanked by iGiC, they have
primarily sheared GA base pairs (Figure 3).30 On the basis
of the NMR spectra,26,30 there could be as much as 5%
sheared GA for (GCGGACGC)2 and 10% imino GA for
(GCiGGAiCGC)2. At 300 K, these limits amount to ∆G°1

≈-R(300) ln(1/19))1.8kcal/moland∆G°4≈-R(300) ln(9)
) -1.3 kcal/mol. Smaller populations of the minor species
would increase the magnitude of each ∆G°. Thus eq 1b
becomes

Table 1 shows the results of the TI calculations for the
GGAC f iGGAiC transformation when unrestrained (see
also Supporting Information). The amber99 force field gives
a free energy difference of -0.7 ( 0.1 kcal/mol for ∆G°3

- ∆G°2, while the modified amber99 force field yields a
free energy difference of -0.1 ( 0.2 kcal/mol. Neither force
field predicts the experimental result of g3.1 kcal/mol, but
modified amber99 improves the predictions by 0.6 kcal/mol.

In an imino GA base pair, the amino group of G is not
hydrogen bonded with adenosine (Figure 1). As a result, this
amino group favors a conformation32 where it can form an
out-of-plane hydrogen bond.49 When GA base pairs are in
an imino conformation in the GGAC system, there are two
potential cross-strand out-of-plane hydrogen bonds between
the amino groups of G of GA base pairs with the carbonyl
groups of C of the flanking Watson-Crick GC base pairs.
The inclusion of nonplanarity of the amino group of G in
an imino GA base pair strengthens the effects of this cross-
strand interaction. Figure 7 shows the cross-strand distance
of H21-O2 after minimization with (a) amber99 and (b)
modified amber99. This distance is around 3.0 Å in amber99,
while it is around 1.8 Å in modified amber99. As a result,
this out-of-plane hydrogen bond is strengthened with modi-
fied amber99. The nonplanar amino group of G in an imino
GA base pair is a quantum mechanical effect31,32 that
improves the free energy prediction, but not by enough to

Table 1. TI Method with Unrestrained and Restrained Molecular Dynamics with (or in parentheses without) Nonplanar G
Amino Group in GA Base Pairsa,b

alchemical transformation ∆G°2 ∆G°3 ∆G°3 - ∆G°2 ∆G°1 - ∆G°4 (experimental)

No Restraints
GGAC f iGGAiC 111.227 ( 0.100 111.155 ( 0.110 -0.1 ( 0.2 (-0.7 ( 0.1) g3.1
CGAG f iCGAiG 111.306 ( 0.086 110.755 ( 0.073 -0.6 ( 0.1 (-0.6 ( 0.1) e-2.2

Positional Restraints
GGAC f iGGAiC 109.96 ( 0.16 110.45 ( 0.15 0.5 ( 0.2 (0.0 ( 0.2) g3.1
CGAG f iCGAiG 112.23 ( 0.18 110.41 ( 0.11 -1.8 ( 0.2 (-2.1 ( 0.2) e-2.2

Hydrogen Bond Restraints
GGAC f iGGAiC 111.31 ( 0.10 111.30 ( 0.07 0.0 ( 0.1 (-1.0 ( 0.2) g3.1
CGAG f iCGAiG 111.15 ( 0.10 111.12 ( 0.09 0.0 ( 0.1 (-0.6 ( 0.1) e-2.2

a Results in kcal/mol. b See Supporting Information for details.

∆G° ) ∆G°bond + ∆G°angle + ∆G°dihedral + ∆G°es +
∆G°vdw (10a)

∆G°bond ) ∫
0

1 〈∂Ebond

∂λ 〉
λ
dλ (10b)

∆G° ) ∆G°RNA-env + ∆G°HB + ∆G°cross + ∆G°ss +
∆G°other (11)

∆G°3 - ∆G°2 ) ∆G°1 - ∆G°4 g 3.1 kcal/mol
(12)
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be consistent with the experimental results. Evidently, neither
amber99 nor the modified amber99 force fields accurately
take into account all the interactions responsible for the
observed structures.

3.2. CGAG f iCGAiG Transformation (Unrestrained
Simulations). NMR structures (Figure 2c and d) show that
tandem GA base pairs flanked by CG have primarily sheared
GA base pairs,25 while when flanked by iCiG, they have
primarily imino GA base pairs (Figure 4).30 On the basis of
the NMR spectra, minor species are possible at roughly 5 and
33%, respectively, for (GGCGAGCC)2 and (GGiCGAiGCC)2,
so ∆G°1 ≈ -R(300) ln(19/1) ) -1.8 kcal/mol and ∆G°4 ≈
-R(300) ln(1/2) ) 0.4 kcal/mol. Thus eq 1b becomes

Both the amber99 and modified amber99 force fields give
a free energy difference of -0.6 ( 0.1 kcal/mol for ∆G°3

- ∆G°2 (Table 1). In the iCGAiG system, the cross-strand
distance between the amino group (H21) of G of the GA
base pair and the carbonyl group (O4) of iC of the iCiG
base pair is longer than in iGGAiC (compare Figures 7 and
8). As a result, the prediction of modified amber99 is similar
to the prediction of amber99. The magnitude of ∆G°3 -
∆G°2 is smaller than suggested by experiments. Again,
neither amber99 nor the modified amber99 force fields
accurately take into account all the interactions responsible
for the observed structures.

3.3. GGAC f iGGAiC Transformation (Simulations
with Positional Restraints). Table 1 shows the results of the
TI calculations with positional restraints. The amber99 and
modified amber99 force fields, respectively, give free energy

differences, ∆G°3 - ∆G°2, of 0.0 ( 0.2 and 0.5 ( 0.2 kcal/
mol for the GGACf iGGAiC transformation. Thus, restraining
the backbone gives a value about 0.6 kcal/mol closer to the
lower limit of 3.1 kcal/mol for the experimental free energy
difference (eq 12 and Table 1). The λ simulations are unphysical
with hybrid Hamiltonians defined in eq 3. Some of the λ
simulations of unrestrained TI calculations have rmsd values
greater than 3 Å for more than half the time, meaning that most
configurations sampled do not resemble the NMR structures.
The largest rmsd values are reduced to about 0.7 Å when
restraints are applied, which reduces sampling of conformations
that do not resemble the NMR structures and, most likely,
provides a smoother transformation from state A to state B.
Evidently, forcing sampling around the experimentally deter-
mined structures gives better results.

Free energy decompositions of the TI calculations with
positional restraints according to eq 10a show that the
dominant contributions to the ∆G° for the alchemical
transformations are due to electrostatics (Table 2). De-
compositions according to eq 11 (Table 3) show that the
cross-strand interactions, excluding the base pair hydrogen
bonding, provide the largest contributions toward a free
energy difference consistent with the experimental results.
For calculations using both the original amber99 and
modified amber99 force fields, (∆G°3 - ∆G°2)cross for
GGAC f iGGAiC is positive, 44.9 ( 0.3 and 51.7 ( 0.3
kcal/mol, respectively (Table 3). Thus, inclusion of
nonplanar amino groups of G in GA base pairs gives a
result more in line with experiment (∆G°3 - ∆G°2 ) ∆G°3

- ∆G°2 g 3.1 kcal/mol), which is expected due to the
improved cross-strand interaction of the amino group of
G of the GA base pair with the adjacent base pair’s
carbonyl group.

It is noteworthy that the RNA-environment interaction,
(∆G°3 - ∆G°2)RNA-env, which includes the RNA-solvent
and RNA-counterion interactions, has almost no effect on
the free energy differences for GGAC f iGGAiC both in
amber99 and modified amber99 force fields.

One interesting result of the decomposition of GGAC f
iGGAiC transformations is that the base pair hydrogen bond
interactions of ∆G°3,HB and ∆G°2,HB (Table 3) always favor
the structures with tandem GA base pairs closed by iGiC
base pairs (by -1.1 and -3.0 kcal/mol in amber99 force
field and by -1.3 and -2.7 kcal/mol in modified amber99

Figure 7. 5′GG3′/3′CA_5′, imino GA stacked on GC in
5′GCGGACGC3′/3′CGCAGGCG5′ (1MIS) after minimization
with (a) amber99 force field and (b) modified amber99 force
field. The cross-strand hydrogen bond of H2-O2 distance is
reduced from 3.01 to 1.84 Å when nonplanarity on amino
group of G in a GA base pair is imposed on the structure.
The figures were created with VMD.56

∆G°3 - ∆G°2 ) ∆G°1 - ∆G°4 e -2.2 kcal/mol
(13)

Figure 8. 5′iCG3′/3′iGA5′, imino GA stacked on iCiG in
5′GGiCGAiGCC3′/3′CCiGAGiCGG5′ (2O83) after minimiza-
tion with amber99 force field. The distance between the cross-
strand hydrogen bond of H21-O6 is 4.01 Å. With the modified
amber99 force field, this distance is 2.60 Å. The figure was
created with VMD.56

Computational Studies on Tandem GA Base Pairs J. Chem. Theory Comput., Vol. 5, No. 8, 2009 2095



force field). The results of an Individual Nearest-Neighbor
Hydrogen-Bonding (INN-HB) model analysis of thermody-
namic data for duplexes with GC and iGiC base pairs predict
that the hydrogen bonding in two iGiC pairs should favor
duplex formation by 4(-0.24) ) -0.96 kcal/mol at 300 K
relative to that from two GC pairs.50 Here, -0.24 kcal/mol
is the favorable free energy increment at 300 K “per terminal
iG-iC”, which is half the increment per internal iG-iC.

3.4. CGAG f iCGAiG Transformation (Simulations
with Positional Restraints). Restrained simulations for the
CGAGf iCGAiG transformation with positional restraints
give free energy differences of -2.1 ( 0.2 and -1.8 ( 0.2
kcal/mol for ∆G°3 - ∆G°2 with the amber99 and modified
amber99 force fields, respectively (Table 1). Both results are
consistent with NMR experiments because ∆G°3 - ∆G°2 e
-2.2 kcal/mol (eq 13 and Table 1). Rmsd values in the λ
simulations are around 0.7 Å, similar to those obtained in
the restrained GGAC f iGGAiC transformation with
positional restraints. Evidently, imposing restraints restricts
sampling to conformations resembling the NMR structures
in the TI calculations. Compared to the unrestrained TI
calculation results for the CGAGf iCGAiG transformation,
the free energy value is closer to that expected from NMR

experiments by around 1 kcal/mol for both the original
amber99 and modified amber99 force fields.

Similar to the GGAC f iGGAiC transformation, the
dominant terms contributing to the free energy differences
for the CGAG f iCGAiG transformation are due to
electrostatics (Table 2) and cross-strand interactions (Table
3). Values for (∆G°3 - ∆G°2)cross for amber99 and modified
amber99 are -30.3 ( 0.2 and -37.1 ( 0.2 kcal/mol,
respectively (Table 3), which provide the largest contribution
toward a free energy difference consistent with the experi-
mental results. Again, inclusion of nonplanar amino groups
of G in GA base pairs results in cross-strand interactions
more in line with experiment (∆G°3 - ∆G°2 ) ∆G°1 - ∆G°4

e -2.2 kcal/mol).
The contributions of the RNA-environment interaction,

(∆G°3 - ∆G°2)RNA-env, are 8.6 ( 0.5 and 6.4 ( 0.4 kcal/
mol in amber99 and modified amber99 force fields, respec-
tively (Table 3). This result is different from that obtained
for the GGAC f iGGAiC transformation. The result
suggests that the freeenergycontributionof theRNA-environ-
ment interaction disfavors the experimental results. Most of
this contribution is due to the CGAG f iCGAiG sheared
GA transformation. The values of ∆G°2,RNA-env from am-

Table 2. Decomposition of Free Energy Differences (kcal/mol) to Bond, Angle, Dihedral, Electrostatic, and van der Waals
Terms from TI Method using Molecular Dynamics with Positional Restraintsa

alchemical transformation ∆G° ∆G°bond ∆G°angle ∆G°dihedral ∆G°es ∆G°vdw

amber99
GGAC f iGGAiC (∆G°3, imino GA) 110.2 ( 0.2 -5.0 ( 0.1 0.4 ( 0.0 0.2 ( 0.0 113.4 ( 0.2 1.0 ( 0.0
GGAC f iGGAiC (∆G°2, sheared GA) 110.0 ( 0.3 -4.7 ( 0.1 0.3 ( 0.0 0.2 ( 0.0 112.7 ( 0.3 1.4 ( 0.0
(∆G°3 - ∆G°2) 0.2 ( 0.4 -0.3 ( 0.1 0.1 ( 0.0 0.0 ( 0.0 0.7 ( 0.4 -0.4 ( 0.0
CGAG f iCGAiG (∆G°3, imino GA) 110.6 ( 0.1 -5.2 ( 0.1 0.6 ( 0.0 0.2 ( 0.0 114.3 ( 0.1 0.7 ( 0.0
CGAG f iCGAiG (∆G°2, sheared GA) 112.5 ( 0.3 -5.4 ( 0.2 0.4 ( 0.0 0.2 ( 0.0 115.9 ( 0.3 1.4 ( 0.0
(∆G°3 - ∆G°2) -1.9 ( 0.3 0.2 ( 0.2 0.2 ( 0.0 0.0 ( 0.0 -1.6 ( 0.3 -0.7 ( 0.0

amber99 with nonplanar G amino group in GA base pairs
GGAC f iGGAiC (∆G°3, imino GA) 110.6 ( 0.3 -4.7 ( 0.2 0.3 ( 0.0 0.2 ( 0.0 113.5 ( 0.2 1.2 ( 0.0
GGAC f iGGAiC (∆G°2, sheared GA) 110.0 ( 0.3 -4.8 ( 0.1 0.3 ( 0.0 0.2 ( 0.0 112.9 ( 0.2 1.3 ( 0.0
(∆G°3 - ∆G°2) 0.6 ( 0.4 0.1 ( 0.2 0.0 ( 0.0 0.0 ( 0.0 0.6 ( 0.3 -0.1 ( 0.0
CGAG f iCGAiG (∆G°3, imino GA) 110.8 ( 0.1 -5.0 ( 0.0 0.6 ( 0.0 0.3 ( 0.0 114.1 ( 0.1 0.8 ( 0.0
CGAG f iCGAiG (∆G°2, sheared GA) 111.9 ( 0.2 -5.7 ( 0.2 0.5 ( 0.0 0.2 ( 0.0 115.6 ( 0.3 1.4 ( 0.0
(∆G°3 - ∆G°2) -1.1 ( 0.2 0.7 ( 0.2 0.1 ( 0.0 0.1 ( 0.0 -1.5 ( 0.3 -0.6 ( 0.0

a The values for ∆G° differ somewhat from those in Table 1 because the data set for the table includes structures generated every 50 fs,
while the data set for this table contained only structures generated every 1 ps.

Table 3. Decomposition of Free Energy Differences (kcal/mol) to RNA Environment, Hydrogen Bond, Cross-Strand
Stacking, Single-Strand Stacking, and Other Interactionsa,b

alchemical transformation ∆G° ∆G°RNA-env ∆G°HB ∆G°cross ∆G°ss ∆G°other
c

amber99
GGAC f iGGAiC (∆G°3, imino GA) 109.5 ( 0.5 1.7 ( 0.3 -1.1 ( 0.1 -10.5 ( 0.2 -18.2 ( 0.2 137.6 ( 0.3
GGAC f iGGAiC (∆G°2, sheared GA) 109.6 ( 0.6 1.7 ( 0.4 -3.0 ( 0.1 -55.4 ( 0.2 27.1 ( 0.3 139.2 ( 0.3
(∆G°3 - ∆G°2) -0.1 ( 0.8 0.0 ( 0.5 1.9 ( 0.1 44.9 ( 0.3 -45.3 ( 0.4 -1.6 ( 0.4
CGAG f iCGAiG (∆G°3, imino GA) 111.4 ( 0.3 0.3 ( 0.1 -1.8 ( 0.1 -13.8 ( 0.1 -9.6 ( 0.1 136.3 ( 0.2
CGAG f iCGAiG (∆G°2, sheared GA) 113.0 ( 0.6 -8.3 ( 0.4 0.2 ( 0.1 16.5 ( 0.2 -30.6 ( 0.2 135.2 ( 0.3
(∆G°3 - ∆G°2) -1.6 ( 0.7 8.6 ( 0.4 -2.0 ( 0.1 -30.3 ( 0.2 21.0 ( 0.2 1.1 ( 0.4

amber99 with nonplanar G amino group in GA base pairs
GGAC f iGGAiC (∆G°3, imino GA) 110.0 ( 0.6 0.9 ( 0.3 -1.3 ( 0.1 -6.6 ( 0.2 -20.8 ( 0.1 137.9 ( 0.4
GGAC f iGGAiC (∆G°2, sheared GA) 109.7 ( 0.6 1.3 ( 0.3 -2.7 ( 0.1 -58.3 ( 0.2 30.7 ( 0.3 138.7 ( 0.4
(∆G°3 - ∆G°2) 0.3 ( 0.8 -0.4 ( 0.4 1.4 ( 0.1 51.7 ( 0.3 -51.5 ( 0.3 -0.8 ( 0.6
CGAG f iCGAiG (∆G°3, imino GA) 111.7 ( 0.3 -1.2 ( 0.2 -2.1 ( 0.1 -23.7 ( 0.1 1.7 ( 0.1 137.0 ( 0.2
CGAG f iCGAiG (∆G°2, sheared GA) 112.6 ( 0.5 -7.6 ( 0.3 -0.2 ( 0.1 13.4 ( 0.2 -30.1 ( 0.2 137.1 ( 0.3
(∆G°3 - ∆G°2) -0.9 ( 0.6 6.4 ( 0.4 -1.9 ( 0.1 -37.1 ( 0.2 31.8 ( 0.2 -0.1 ( 0.4

a Other interactions include alchemical transformations of the individual bases from the TI method with MD using positional restraints.
b The sum of the ∆G°’s for each transformation differ from those in Table 2 even though the same structures were used because the
interactions are decomposed in a totally different way as described in Supporting Information. c See Supporting Information.
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ber99 and modified amber99 calculations for the CGAG f
iCGAiG alchemical transformations are -8.3 ( 0.4 and -7.6
( 0.3 kcal/mol, respectively. Even though this quantity does
not have any physical meaning, it implies that replacing the
adjacent GC base pairs of the tandem sheared GA base pairs
in (5′-GGCGAGCC-3′)2 with iGiC base pairs results in a
more favorable RNA-environment interaction. This is
probably due to the different electronic structures of GC and
iGiC base pairs, which will interact with water and coun-
terions differently.

Similar to the GGAC f iGGAiC transformation, the
hydrogen-bonding interactions of ∆G°3,HB favor the structures
with tandem GA base pairs closed by iCiG base pairs by
-1.8 and -2.1 kcal/mol in amber99 and modified amber99
force fields, respectively, (Table 3) which is consistent with
the INN-HB analysis of Chen et al. (2001).50 Values of
∆G°2,HB from amber99 and modified amber99 force fields,
however, are almost zero. The eight calculations give an
average predicted enhancement of 1.5 kcal/mol in stability
from substituting two GC pairs with iGiC pairs. This value
is similar to the enhancement of 0.96 kcal/mol at 300 K
expected on the basis of the INN-HB model.50

3.5. GGAC f iGGAiC and CGAG f iCGAiG Trans-
formation (Simulations with Hydrogen Bond Restraints).
Table 1 shows the results of the restrained TI calculations
with hydrogen bond restraints. The amber99 and modified
amber99 force fields, respectively, give free energy differ-
ences, ∆G°3 - ∆G°2, of -1.0 ( 0.2 and 0.0 ( 0.1 kcal/mol
for the GGAC f iGGAiC transformation and -0.6 ( 0.1
and 0.0 ( 0.1 kcal/mol for the CGAG f iCGAiG transfor-
mation. Compared to the unrestrained simulations, there is
no improvement in the free energy predictions. Yet, inclusion
of nonplanarity in the amino groups of G in GA base pairs
gives a free energy difference for the GGAC f iGGAiC
transformation that is closer to the experimental value by 1
kcal/mol. TI calculations with hydrogen bond restraints imply
that the sampling problem is due to the improper description
of the backbone torsions.

4. Discussion

Non-Watson-Crick base pairs are common in RNA and each
has more than one possible conformation.51 Predicting the
dependence of these conformations on sequence context
provides a test of force fields.28 A new mixing function
allows TI calculations that can be compared with NMR
results for the structural change of GA base pairs associated
with replacing adjacent GC pairs with iGiC pairs. Allowing
nonplanar G amino groups in GA pairs and applying weak
positional restraints to sample around NMR determined
structures improves agreement with experiment by 1.2 kcal/
mol for both systems studied and provides the same signs
for the experimental and computational free energy results
(Table 1). Distance restraints on hydrogen bonds alone or
in combination with nonplanar G amino groups do not result
in agreement between experiment and computations. This
result suggests that the backbone torsions in the amber99
force field may allow sampling of unphysical conformations.
The amber99 force field provides good predictions for
structures of canonical base pairs.34 The backbone torsions

of noncanonical base pairs (e.g., Figure 2), however, can be
different from canonical base pairs. A better description of
backbone torsions to include the characteristics of nonca-
nonical base pairs might improve sampling.

While TI calculations give values for ∆G°3 - ∆G°2 with
the same sign as experimental values, they do not reproduce
the magnitudes expected from experimental results (Table
1). The error estimates in Table 1 reflect the statistical
uncertainties of the individual TI runs but do not include
systematic errors resulting from choosing starting structures,
structural rearrangements, substates, and relaxations that
occur on time scales longer than the simulation runs. Also,
they do not include errors due to the force field approxima-
tions (see Supporting Information). Given these uncertainties
and the number and magnitudes of individual terms (Tables
1-3), even agreement between the calculated and experi-
mental signs of free energy differences is notable (Table 1).

The inclusion of a nonplanar amino group of G in GA
base pairs improves the predictions of free energy differences
between sheared and imino GA pair conformations if there
are potential out-of-plane hydrogen-bonding sites for the free
amino group of G in an imino GA pair (Table 1 and Figures
7 and 8). The nonplanarity can strengthen this hydrogen bond
by reducing the distance between the partial positive charge
on the amino hydrogen and the partial negative charge on other
atoms. Allowing nonplanarity has little effect on the free energy
predictions of systems that have sheared GA base pairs because
the amino group of G in a sheared GA base pair already forms
a hydrogen bond with adenosine (Figure 1). A force field
cannot fully capture the true electronic structure effects
associated with the amino group’s delicate sp2-sp3 balance
(see Supporting Information). The force field with its few
parameters and constant atom-centered point charges merely
allow the amino group to be sufficiently flexible to allow
for nonplanarity. It cannot reflect the true flexibility of the
amino group electronic structure upon continually changing
the amino group geometry and environment, charge redis-
tributions, lone pair formation, etc. Thus, the free energy
effects of the nonplanarity are most likely underestimated.
Even so, the force field with nonplanarity leads to a local
structure consistent with expectations from crystal structures
and sequence comparisons.32 Note that the modified force
field was applied only for guanines involved in GA base
pairs (see Supporting Information). For all other amino
groups, standard parameters assuming purely planar amino
groups were used, as amino groups in canonical base pairs
exhibit sp2 hybridization.

Additional interactions may also be important for ac-
curately describing the sequence dependence of structures
of GA pairs. For example, the current force fields use fixed
atom-centered charges to mimic the electronic environment
of the molecules. Polarizable force fields,52-55 when com-
pletely developed for nucleic acid simulations, with geometry-
dependent electrostatics, including flexible lone pairs, might
improve the free energy predictions for the types of alchemi-
cal transformations presented in this paper. Nevertheless, the
calculations come close to reproducing the conformational
trends revealed by NMR structures. Thus, such computations
can provide qualitative insights to complement experiments.
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Qualitative insights into the effects of different interactions
are provided by the energy decompositions in Tables 2 and
3. The results in Table 2 show that the largest free energy
term is due to electrostatic interactions. The second decom-
position method (Table 3) shows that all the cross-strand
interactions favor the NMR results. Moreover, replacement
of GC with iGiC base pairs enhanced hydrogen bonding in
the base pairs, consistent with the interpretation of experi-
mental thermodynamic results.50
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