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Abstract

The brain has large-scale modular structure in the form of brain regions, which are thought
to arise from constraints on connectivity and the physical geometry of the cortical sheet. In
contrast, experimental and theoretical work has argued both for and against the existence
of specialized sub-populations of neurons (modules) within single brain regions. By studying
artificial neural networks, we show that this local modularity emerges to support context-
dependent behavior, but only when the input is low-dimensional. No anatomical constraints are
required. We also show when modular specialization emerges at the population level (different
modules correspond to orthogonal subspaces). Modularity yields abstract representations,
allows for rapid learning and generalization on novel tasks, and facilitates the rapid learning
of related contexts. Non-modular representations facilitate the rapid learning of unrelated
contexts. Our findings reconcile conflicting experimental results and make predictions for
future experiments.

1 Introduction

The organizational principles of neural activity within single brain regions are still largely unknown.
Recent work has shown that representations in a particular brain region tend to have both low-
and high-dimensional components[1}-5]. Some work argues for the existence of specialized subpop-
ulations of neurons that represent specific variables|6, 7] (but see [§]) or that are active in specific
contexts|9, [L0] — however, the experimental conditions in which these specialized subpopulations
emerge are not well understood. In contrast, anatomical modularity in the brain (i.e., brain re-
gions) is well established|11H13|; yet, it is primarily understood as arising from constraints on the
connectivity and physical arrangement of neural systems[14-16]. Elucidation of the computational
constraints that give rise to modularity, even in the absence of anatomical constraints, is still needed.

Here, we show that context-dependent behavior naturally leads to the emergence of local modularity
(i.e., specialized subpopulations of neurons within a brain region) in some conditions. These neural
modules reflect the structure of the contextual tasks. Contextual behavior has been studied in
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neuroscience for decades[4], 5|, [17-20]. In these studies, one or more features of the experimental
setup or stimuli (e.g., the color of a fixation point, the reward contingency, or the shape of a stimulus)
define the context, and the animal must apply a context-dependent rule to the other features of
the stimulus to determine the correct response (e.g., to select or avoid a particular stimulus). For
example, when shopping for fruit in a grocery store, a shopper must keep in mind whether they
want to eat their purchase now or later this week (i.e., their context) when selecting fruit with
the appropriate ripeness. Yet, how the brain supports contextual behavior is not well understood.
Previous work outlined a specialized role for frontal regions in selecting only information that is
relevant in a particular context[18, 20, |21]. However, other work has shown context-dependent
changes in representations in numerous sensory|[22-24] and motor-planning|25] brain regions.

One hypothesis — which is broadly consistent with a variety of experimental and theoretical find-
ings|2-4, 26, 27] — is that context-dependent behavior is enabled by unstructured neural repre-
sentations, where neural activity is high-dimensional with many nonlinear interactions between
context- and decision-related variables. Such high-dimensional representations enable a linear de-
coder to learn any binary classification of the stimuli, including those related to the different task
contexts. However, an alternative hypothesis, which also has experimental[6], |7, |9} {10} [20, 28-31]
and theoretical|3237] support is that neural representations in brain regions essential to context-
dependent behavior will be locally structured according to that behavior. Under this hypothesis,
context-dependent behavior would rely on functional modularity in neural populations, where neu-
ral activity in a particular context is confined to either a specific subpopulation of neurons (i.e.,
explicit modularity)[6l, 7, 9, |10, 31, 37] or subspace of neural population activity (i.e., implicit
modularity)[20, 2830, |38]. Explicit modularity implies implicit modularity.

To understand the computational constraints that give rise to these different solutions, we use the
framework of representational geometry|[4, 39-41]. This approach views neural representations as
existing in high-dimensional population space, where each individual neuron is an axis in the space.
Further, it links the arrangement of stimulus representations in this high-dimensional space to spe-
cific behavioral affordances through an assumed decoding approach — in this case, linear decoding|4,
26, 27, |41]. In particular, a representational geometry that disentangles different variables allows
rapid learning of tasks that are linearly related to those variables[42] as well as generalization of a
given decision rule across contexts|4, 5|, 42]. However, in contextual behavior, the animal does not
want to generalize their decision rule across contexts — instead, they must learn context-dependent
decision rules. Disentangled representations do not allow a linear decoder to learn such context-
dependent decision rules|26, [27]. To allow the learning of this kind of task, the representational
geometry must nonlinearly “mix” the relevant variables and expand the embedding dimensional-
ity of the corresponding neural representation (high-dimensional in this manuscript always means
high embedding dimensionality, rather than high intrinsic dimensionality). Contextual behaviors
are nonlinear with respect to the decision and context variables; thus, they require one of these
high-dimensional representational geometries. In experimental work, different studies of contex-
tual behavior have given rise to the distinct high-dimensional representational geometries described
above[4, 9, 10, |20].

Here, we study the emergence of these different forms of representational geometry in artificial
neural networks trained to perform contextual tasks. We show that the learned representational
geometry depends strongly on both the geometry of the input representations and on the number of
tasks that the network must perform — or, labels that the network must identify — in each context. In
particular, we show that the strong explicit modularity observed in previous work[28| 134, |35] emerges
primarily for low-dimensional input representations, while high-dimensional input representations
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yield learned representations that are either unstructured or implicitly modular depending on the
number of trained tasks. We explain these results with reference to several theories of learning in
artificial neural networks, and we present a simple intuitive argument to understand how context
dependence can lead to modularity. Then, we characterize the computational benefits of the learned
representations and show that learning and generalization on new tasks within each context increases
with the number of tasks that the network was already trained to perform but does not strongly
depend on the input geometry, consistent with previous work[42]. However, zero-shot generalization
to stimuli that the network has never seen before increases for low-dimensional input geometry but
does not strongly depend on the number of tasks. Finally, we characterize how the learning of novel
contexts depends on these two factors. For novel contexts that are related to previously learned
contexts, we find that modular representations speed learning; while unstructured representations
speed the learning of unrelated, novel contexts. Together, our results provide a framework for
understanding diverse experimental findings. Further, they provide ways to go beyond predictions
for observed representational geometries and into predictions for the ability of animals to generalize
and learn novel contexts. We close by discussing these predictions in more detail.

2 Results

We want to understand how representations of stimuli described by multiple features are shaped by
specific task demands. While we study this in artificial neural networks, we will make predictions
for real neural data — and provide a theoretical understanding of the large-scale, behavioral and
computational constraints that shape neural population representations in the real brain.

To do this, we study stimuli described by a set of features (e.g., fruit can be described by color,
size, etc.; fig. ), which, for simplicity, we assume to be binary. Previous work has investigated
how representations of continuous stimuli in artificial neural networks are shaped by the learning
of multiple distinct classification tasks (fig. [Lb, top)[42]. This work found that the representation
reflected the structure of the underlying latent variables (an “abstract” representation; fig. ,
bottom), which enables generalization across different stimulus features and rapid learning|4, 42].
Here, we generalize this work to ask how representations in artificial neural networks change when
the network is trained to perform multiple contextual tasks (fig. , top). In this case, one of the
inputs to the network acts as a context variable. This could represent a change in the internal state
of the animal (e.g., searching for a snack versus planning for the future, fig. ) It could also be
an explicit context cue, like a change in the color or shape of the fixation point[20]. Importantly,
the same stimuli (and the same decision-related feature values) will appear in different contexts.
In each of these contexts, the network must learn to perform a set of linear classification tasks on
other stimulus features (e.g., color). In many situations (e.g., fig. [Ik), the abstract representations
from before do not allow learning of these tasks with a linear decoder (fig. [Ik, bottom left), even
when the task is linearly separable in each context. Instead, the network must learn a non-abstract,
higher-dimensional representation (fig. , bottom right).

However, the task structure alone does not dictate the representational geometry of a network
performing contextual tasks. There are three different representational schemes that allow a linear
decoder to perform these tasks. First, the representation could split into distinct subpopulations,
where units in each subpopulation are only active in a single context (fig. , left). This “explicitly
modular” pattern of responses has been observed experimentally[9, [10]. Second, the representation
could be active along specific dimensions of population space in each context, but without the single
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unit-level structure of explicit modularity (fig. , middle). This “implicitly modular” pattern of
responses has also been observed experimentally[20], and can be viewed as a rotated version of
the explicitly modular representations from before. Third, the representation could be totally
unstructured and high-dimensional, without context-specific subspaces or subpopulations (fig. ,
right). To our knowledge, this “unstructured” pattern of selectivity has not been directly tested for
in context-dependent tasks, though neural representations are often reported to have the maximum
dimensionality afforded by the experiment in which they were recorded|26, 27].

We will study when and how these three distinct representational geometries emerge in neural
networks trained to perform context-dependent behavior. We will vary the geometry of the input
representations provided to the neural network as well as the number of contextual tasks that the
network must learn to perform (fig. [If).

These different representational schemes are distinguished, in part, by their dimensionality (fig. )
While fully disentangled representations have dimensionality that scales linearly with the number
of latent variables, they cannot be used by a linear decoder to perform the task (fig. , “dis-
entangled”). In contrast, a maximally unstructured representation has dimensionality that scales
exponentially with the number of latent variables (fig. , “max unstructured”), and can be used
by a linear decoder to perform any task. So, such a representation is maximally flexible[26], but
also impractical for large numbers of latent variables as it can quickly require more dimensions than
there are neurons in the brain. The explicitly and implicitly modular solutions discussed above have
the same dimensionality, and we show that this dimensionality scales linearly with the number of
latent variables (fig. , “modular”). Thus, modular representations provide a solution for contex-
tual behavior while avoiding the primary drawback of the maximally unstructured representation.
However, the modular solution is also specialized and does not provide the same flexibility as the
maximally unstructured representation. Modular representations provide a solution to contextual
behavior through second-order interactions, where the context variable interacts with all of the
decision variables. An analogous unstructured solution would be a representation with all possible
second-order interactions between variables. Such a representation would not make it possible for a
linear classifier to learn any binary classifications of the stimuli, but does make it possible for a linear
classifier to learn all classifications that have similar structure to contextual tasks. This minimally
unstructured representation also has dimensionality that scales linearly with the number of latent
variables, but with a greater slope than the modular representation (fig. , “min unstructured”
and see [Dimensionality of unstructured solutions in Methods for details).

2.1 The representational geometry of the input

Our input always consists of several decision-related variables (typically, D = 3, several context
variables (typically, C' = 2), and several irrelevant variables (typically, I = 4; fig. , left, and
see |Input model in Methods). We hypothesize that the geometry of the input representations pro-
vided to the contextual multi-tasking model is one of the primary factors that shapes the learned
representations. To explore this idea, we develop an input model that interpolates between a low-
dimensional, disentangled input representation (fig. , top) and a high-dimensional, conjunctively
mixed, unstructured input representation (fig. , bottom). For the low-dimensional, fully disen-
tangled input, each input variable is provided along a separate dimension of the input space. In the
brain, the linear tuning for facial features in the inferotemporal cortex is consistent with a disen-
tangled representation[43, |44]. In the unstructured input, all of the input variables are nonlinearly
mixed together, such that each dimension in the input corresponds to a particular combination of
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Figure 1: Modular representations may emerge as a consequence of contextual behavior. a Stimuli are described
by a set of latent variables. b A linear task (that depends on either a single latent variable or a linear combination of
latent variables; top) can be learned by a linear decoder on a representation that directly reflects the latent variable
structure (bottom). This representation is also abstract, and allows for generalization of the decision boundary
when the decoder is trained on only a subset of stimuli (train and test). ¢ A contextual task, where the value of a
contextual feature determines the linear task performed in each context (top) cannot be solved by a linear decoder
given a representation reflecting the latent variables (bottom left). Instead, the variables related to the decision
must be nonlinearly mixed with the context variable (bottom right). d Explicitly modular (left), implicitly modular
(center), and unstructured (right) representations allow a linear decoder to learn linear contextual tasks. e The
modular representations are the lowest dimensional solution to contextual tasks. f A feedforward neural network
learns to perform different numbers of contextual tasks given different input geometries.
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values across all the features (for instance, where instead of having units that respond to color and
shape independently, as in the disentangled representation, there are units that respond only to
green squares while other units respond only to red circles, and so on). In the brain, many areas
of prefrontal cortex have been shown to have highly nonlinear representations|26], 27]. In between
these two extremes are representations with both disentangled and nonlinear representations super-
imposed on each other. Previous theoretical and empirical work has shown that such intermediate
representations can preserve the computational benefits of both disentangled and high-dimensional
representations|2, |4, |45, as well as shown that many brain regions in sensory and frontal cortex
exist in this middle ground [1-4] |45].

As the strength of the nonlinear mixing between the different variables is increased, the dimen-
sionality of the resulting representations also increases (fig. ) We develop two methods for
visualizing these representations that will reveal modular structure if it exists. We introduce these
visualizations now, since they are used to analyze the representations learned by the contextual
multi-tasking model later. First, we sample stimuli from each of the two contexts (fig. [2k, d, y-axis)
and sort the units in the input representation by the difference in average activity between the two
contexts (fig. , d, x-axis). A modular representation would have a clear block structure under
this analysis (fig. ) In the input, this sorting procedure does reveal a weak block structure in
the activity of each network, which could represent pre-existing modular structure within our input
model (fig. ) Next, we compute the average activity in each context for every unit in our input
model. Then, we cluster the units in this mean activity space, and color them according to their
cluster membership (fig. , f). We choose the number of clusters according to the Bayes informa-
tion criterion (see [Clustering analysis in Methods for details). In an explicitly modular network,
we expect to see a cluster of units that is active in each context, but inactive in the other context
(fig. ) In the input model, we find the points are best explained by a single cluster for each input
geometry (fig. ), indicating that there is no modular structure in any of our input models, despite
the apparent structure present in the earlier visualization (fig. ) The disentangled input models
show a negative correlation in average activity across the two contexts, this is because the contexts
themselves are negatively correlated: for each stimulus, one context variable will be one and the
other will be zero.

2.2 The contextual multi-tasking model

The contextual multi-tasking model (fig. ) receives the input representations produced by the
input model (fig.[3h) and is trained to perform P randomly chosen binary classification tasks fig. [3¢).
Within each context, all tasks are linearly separable with respect to the original latent variables
(and they are also linearly separable with respect to our input representations). However, in most
cases, the full task (combined across both contexts) will not be linearly separable (as discussed
above, fig. , bottom left). The readout layer of the network is effectively a set of linear classifiers.
So, we know that, if the network successfully solves all P tasks, then those P tasks must be made
linearly separable in the hidden layer. The explicitly modular, implicitly modular, and unstructured
solutions introduced above all satisfy this constraint.

We begin by visualizing the activity in four trained networks that vary in both the input geometry
and in the number of tasks that the contextual multi-tasking model is trained to perform. First, we
train a network to perform a single contextual task P = 1 across C' = 2 contexts, where the same
D = 3 latent variables are relevant in both contexts. We train this network with fully disentangled
input representations (fig. 7 top left). This network learns explicitly modular representations, in
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Figure 2: The input model is used to generate the representational geometry of the input. a There are decision-
relevant, contextual, and irrelevant latent variables (left). We explore the full spectrum between fully disentangled
and unstructured representational geometries (right). b The disentangled geometry is low-dimensional (left), while
the unstructured geometry is high-dimensional (right). ¢ A schematic of the expected activity pattern across contexts
in an explicitly modular representation. d A visualization of the activity pattern in the input model unit activations
for disentangled (left), moderately structured (middle), and unstructured models (right). The order of the units is
sorted according to their average activity in each of the C' = 2 contexts. 1000 samples are taken from each context.
The visualization is the same as the schematic in c. e A schematic of the expected average activity across units in
the two contexts for an explicitly modular representation. f The average activity of each unit in the two contexts for
the same three models as above, following the visualization in e. The points are colored according to their cluster
assignment, this assignment is used to sort the above plots.

which some units in the hidden layer are active in one of the two contexts but not the other. The
units in the hidden layer cluster into two broad groups: one subset of units are active in the first
context but relatively silent in the second (fig. , dark green); a distinct subset of units is active
in the second context but relatively silent in the first (fig. [3d, light green and gray). We quantify
modular structure by computing the fraction of units in the hidden layer that are active in one
context but nearly silent in the other (fig. [Bp, and see [Contextual fraction in Methodd for details).
This pattern of results holds when we increase the number of contextual tasks that the network is
trained to perform (P = 10, fig. , top right). The activity in these networks resembles neural
activity recorded from posterior parietal cortex in a mouse performing a contextual discrimination

taskﬂgﬂ.

Next, we train a network to perform one (P = 1, fig. , bottom left) and ten (P = 10, fig. ,
bottom right) contextual tasks with fully unstructured input representations. This eliminates the
explicitly modular structure from before: Neither network develops significant clustering in average
activity space. Next, we apply our metric for explicit modularity to networks trained on a full range
of input geometries and numbers of tasks (fig. [3f). This analysis reveals that explicit modularity
emerges as a function of the input geometry and does not depend on the number of tasks the
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network is trained to perform. A critical value of nonlinear mixing in the input geometry marks
a transition between modular and non-modular solutions to the contextual tasks. Below, we show
how this critical value depends on the features of the input, and link the emergence of modularity
to a competition between learning from the disentangled and unstructured components of the full
input representation (fig. [5).

However, there could be additional structure in the representations — that is, this fraction of con-
textual units only quantifies explicit modularity, but does not quantify implicit modular structure.
To quantify this, we develop a metric that we refer to as subspace specialization (fig. |3g). This
metric characterizes to what degree the activity from distinct contexts is confined to specialized
subspaces as well as to what degree this structure is unique to the context variables rather than
being generalized across all variables. For instance, in a fully unstructured representation, the ac-
tivity in each context would be in distinct subspaces (fig. , left, the dot product between the
green lines is approximately zero). However, any other latent variable would also split the activity
into distinct subspaces (for instance, by computing the subspace in which activity occurs when that
variable takes on one value and comparing it to the subspace when that variable takes on the other
value; fig. , left, the dot product between the cyan lines is approximately zero). The subspace
specialization metric is 0 when the subspace overlap across contexts is the same as the average
subspace overlap for all other variables (fig. , left bottom). Similarly, the subspace specialization
metric will be zero for disentangled representations (fig. 35, middle), where the context and latent
variable-conditioned vectors will all be parallel. However, subspace specialization will be positive
for representations that split into orthogonal subspaces when conditioned on a contextual variable
but not on a different latent variable (fig. , right, and see |Subspace specialization in Methods for
a full description of the metric).

Using subspace specialization, we quantify the emergence of implicitly modular representations as
a function of input geometry and the number of tasks the network is trained to perform (fig. ,
right). As expected, whenever a representation is explicitly modular, it also has positive subspace
specialization. However, implicit modularity also emerges for high-dimensional input geometries
once the network is trained to perform a sufficient number of tasks. Thus, the only regime with
truly unstructured representations is for contextual multi-tasking models trained to perform few
tasks on high-dimensional inputs. To illustrate these transitions, we focus on a reduced parameter
range where networks have relatively unstructured inputs and are trained on relatively few tasks
(fig. ,h, black box). Then, we binarize both measures used above, and show the transitions
between the three representational regimes (fig. [B).

This framework can help to explain the heterogeneous representations observed for contextual be-
havior in the brain. It reveals that the representational geometry learned by the network depends
strongly on the geometry of the input representations — or, alternatively, on the representational
geometry that exists prior to the start of training on the new task — as well as on the number of
distinct tasks that the network performs in each context.
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Figure 3: Modular representations emerge when the input is disentangled or the network is multi-tasking within each
context. a The input model, already described in Fig. 2] b The contextual multi-tasking model is a single hidden-
layer feedforward network trained to perform P tasks across C' = 2 contexts. ¢ Each task is a linear classification
task within each context (left). The linear boundary is randomly selected for each context, giving rise to a nonlinear
classification task across multiple contexts (right). d Hidden layer representational structure across several example
models. The hidden unit activations in both contexts, sorted by cluster membership (left). The average activity of
each unit in the two contexts, colored according to cluster membership (right). The models in the left column are
trained to perform P = 1 task in each context, while the models in the right column perform P = 10 tasks on the
same 3 latent variables in each context. The models in the top row are given disentangled inputs; the models in the
bottom row are given high-dimensional, unstructured inputs. e The fraction of units active in only a single context
given different choices for the number of tasks P and the input geometry. f The fraction of units specialized for a
single context (defined as in e) for the full parameter range. Specialized units are indicative of explicit modularity
(top). g The subspace specialization metric applied to three different cases (see [Subspace specialization in Methods
for more details). The measure is zero for both unstructured (left) and disentangled (center) representations of
the variables. It is positive for a modular representation (right). h The same as f except showing the subspace
specialization metric, a measure of implicit modularity. i The reduced parameter range indicated by the black box in
f and h. Blue shows where the fraction of specialized units is > .05, while orange shows where subspace specialization
is > .05 out of the remaining parameter choices. White has unstructured representations.
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2.3 Intuition about the computational advantage of modularity

Consider the examples in fig. [fa,b. We assume that there are two contexts with two decision-
relevant variables (so, 8 total stimuli), and we start by considering one task that separates the 8
stimuli into two groups of 4 stimuli each (e.g., fig. ) To further simplify the argument, each task
is constrained to be aligned with one of the relevant latent variables. While we assume that tasks
are linearly separable within each context, the full task across both contexts will not be linearly
separable in most cases — in fact, the full task will only be linearly separable if the task selected in
both contexts is exactly the same (see|Alternate decompositions in Methodd for details). This is the
problem that the task output unit has to solve (separate the 8 points into two groups according to
their color in fig. ,b).

The modular representation provides a simple solution to this problem: some of the units in the
intermediate layer could be active only in context 1 (unit 1 and 2 in fig. [4a), and the others in
context 2 (unit 3 and 4). This will always yield a representation that makes the full task linearly
separable, since we assumed that the task is linearly separable in each context. Then, in context 1,
the output unit tunes the weights between it and the active neurons. The weights from the other
units are irrelevant because these other units are inactive. The same procedure can be repeated in
context 2. In other words, by dividing the 8 points into two groups of four points, the network is
able to ‘handle’ each group with separate sets of units and yield a representation that makes the
full task linearly separable for the output unit.

This modular decomposition based on context is clearly a solution (fig. , b, “context decompo-
sition”), but it is typically not the only solution. Indeed, there are other ways of decomposing
the problem and dividing the 8 points into two groups (fig. ,b, “non-context decomposition” and
fig. ) However, we show that, when the number of tasks increases, the number of non-context
decompositions that make all tasks linearly separable shrinks rapidly (fig. , left, and see
|decompositions in Methods). In contrast, the context decomposition is guaranteed to make all tasks
linearly separable for any number of tasks. The modular solution then has a computational advan-
tage over these alternative decompositions. For simplicity we discussed a solution that is explicitly
modular, but the same arguments would apply to implicit modularity. Indeed, an implicitly mod-
ular solution is just an explicit one that is rotated, and the same logic of non-interference between
learning in different contexts applies in this rotated space as well.

If this understanding is correct, then we expect that networks performing only a single task may
have lower subspace specialization — and less modular structure — than networks performing multiple
tasks. To test this hypothesis, we calculate the average number of non-context decompositions that
yield a linearly separable representation as a function of both the number of tasks and the number
of relevant latent variables. To approach this, we view each task as eliminating certain decision-
related variables but not others as candidates for decomposition, depending on how the two linear
sub-tasks relate to each other (fig. [d, and see [Alternate decompositions in Methodd for details). We
find that more decision-related variables yield fewer possible non-context decompositions (fig. ,
left). Thus, we also expect more decision-related variables to be associated with greater subspace
specialization for the same number of tasks, and our simulations confirm both of these predictions

(fig. [, right).

However, we do not expect unstructured input geometries to be constrained in the same way. In
this case, the full contextual task is already linearly separable in the input — and therefore decompo-
sition into sub-tasks is not necessary. However, the contextual task is still lower-dimensional than
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the input geometry, so we expect our network to find a solution with dimensionality in between the
dimensionality of the input and of the required output (fig. [4)[46]. We expect this low-dimensional
solution to inherit its structure from the structure of the required output. Thus, we expect the
subspace specialization in the representation to follow the subspace specialization in the required
output. To test this, we calculate the subspace specialization for the output for different numbers
of decision-related variables (fig. [4f). Then, we show that this pattern of emergence matches the
pattern that we see in the representation layer of our trained networks (fig. ) Interestingly, this
pattern is the opposite of what we found for the disentangled inputs. For disentangled inputs,
subspace specialization emerges more quickly for more decision-related variables; in contrast, for
unstructured inputs, subspace specialization emerges more quickly for fewer decision-related vari-
ables. This further illustrates how changes to the input geometry alter learning dynamics in the
network. However, the overall cause of the emergence of subspace specialization remains the same:
The presence of low-dimensional structure within the tasks that the network exploits in different
ways for different input geometries.

2.4 Explicit modularity emerges when the disentangled component of
the input provides faster learning.

The input geometries used to train our models (fig. ) can be decomposed into two components:
a structured, disentangled component (fig. , brown) and an unstructured component (fig. ,
green). The input structure is varied by changing the relative strength of these two components
while keeping the overall strength of the full representation constant (see [Input model in Methods|
for details). So, an input geometry with high structure has a large disentangled component and
a relatively small unstructured component (fig. , top); in contrast, an input geometry with low
structure has a small disentangled component and a large unstructured component (fig. , bottom).

We hypothesize that, in most cases, learning is dominated by one of these of two components. This
follows from previous work that shows winner-take-all dynamics for learning in artificial neural
networks[35], where possible solutions with a small initial advantage in learning speed come to
dominate the learned solution. This prior work shows that for disentangled inputs and a network
trained to perform a single contextual task, the explicitly modular solution provides the fastest
learning — and dominates the resulting hidden layer representation|35]. Here, we hypothesize that
our networks have explicit modularity precisely when learning from this disentangled component
of the input is faster than learning from the unstructured component of the input. To test this,
we train models on the decomposed inputs, where one model is trained only on the disentangled
component of an input geometry with a given level of structure (fig. , yellow line) and a second
model is trained only on the unstructured component of the geometry (fig. , green line). We then
take the difference between the average loss of these models across training (fig. pf, “A learning” and
right) and repeat this procedure for many different input structures: for high input structure, the
disentangled component will be large in magnitude and the unstructured component small; and vice
versa for low input structure. As the input structure changes, the green and brown curves change
because the magnitude of the representation they are learning from changes in size. In particular,
for high input structure (fig. B, top), the brown curve reflects learning from a large disentangled
component and the green curve reflects learning from a small unstructured component.

Our hypothesis predicts that, once the network begins to learn more quickly (lower average loss)
from the unstructured component relative to the disentangled component (fig. , top, grey bar),
the modular structure in the learned representation will start to disappear since the unstructured
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Figure 4: Understanding the emergence of implicit modularity. a (top) An example contextual task in a D = 2-
dimensional latent variable space with a single context variable. (middle) The context decomposition for this task,
which makes both component tasks linearly separable. (bottom) An example non-context decomposition which
makes the component tasks linearly separable. b The same as a except the non-context decomposition does not yield
linearly separable tasks. Thus a network learning to perform both this task and the task in a would be forced to
use the context-decomposition. ¢ Schematic showing how each task eliminates different non-context decompositions,
while the context decomposition is guaranteed to not be eliminated. d (left) The expected number of surviving
non-context decompositions as a function of the number of tasks. (right) The emergence of implicit modularity (i.e.,
subspace specialization) as a function of the number of tasks for different numbers of decision-related variables. The
D = 2 case goes to zero because implicit modularity is not distinct from the unstructured representation (i.e., both
are tetrahedrons). e The dimensionality of the required output as a function of the number of tasks for different
numbers of latent variables. f The subspace specialization of the output itself as a function of the number of tasks. g
The subspace specialization in trained contextual multi-tasking models as a function of number of tasks for different
numbers of latent variables. The pattern of emergence is the same as in f.

component leads to unstructured representations. Our analysis shows that the points at which A
learning crosses zero (vertical lines) correspond to the start of a decrease in explicit modularity and
a transition to an unstructured or implicitly modular solution (fig. , bottom, grey bar).

We further hypothesize that the transition point at which the unstructured component begins to
provide faster learning will depend on the number of irrelevant latent variables. In particular, as
the number of irrelevant latent variables increases, we expect that learning from the unstructured
component will slow — since the learning problem itself becomes higher-dimensional and the error
gradient used in learning is distributed across more dimensions. In contrast, the disentangled
component of the representation will be unaffected or weakly affected, since the relevant part of
the representation has the same dimensionality regardless of the number of irrelevant variables.
Simulations with different numbers of irrelevant latent variables follow the expected pattern (fig. ,
different green lines). The amount of modularity begins decreasing for higher input structure in
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situations with fewer irrelevant latent variables, indicating that this increased learning speed in the
unstructured component is affecting the learned representation.

Finally, we visualize the structure of learned representations for three key points along the spectrum
of input geometries (fig. , circles along the curve) and two different numbers of irrelevant variables
(fig. , light and dark green lines). First, we show that modular structure emerges with high input
structure, when the disentangled component dominates learning (fig. , left). Second, we show that
this modular structure becomes less apparent as the input structure decreases and the unstructured
component begins to dominate learning (fig. , center). Third, in a highly unstructured case, the
modular structure is completely eliminated (fig. pf, right). These results provide an explanation
for when explicit modularity emerges as input structure becomes stronger, and indicate that other
elements of the input — i.e., the number of irrelevant variables — can affect this transition.

2.5 The model develops an abstract and high-dimensional representa-
tional geometry

Next, we study the geometry of representations developed by the contextual multi-tasking model
across the entire hidden layer for stimuli that are sampled from a single context. We begin by
visualizing the activity for the same range of parameters discussed above (fig. @ We show that
increasing the number of tasks that the network is trained to perform also increases the disentangled
structure of the representations, consistent with previous work[42]. In particular, when the network
is trained to perform a single task, the dimension relevant to that task dominates the within-
context representation (fig. @a, left). These task-specific representations emerge when animals
are overtrained on specific categorization tasks as well[47-49]. In contrast, when the network is
trained to perform multiple tasks within each context, the representation preserves information
about all of the relevant latent variables within each context (fig. @a, right), consistent with previous
work in artificial neural networks[42]. These variables are encoded in low dimensional disentangled
representation, which reconstructs the part of the latent space containing the relevant variables.

To quantify this change in structure, we adapt the cross-condition generalization performance used
in previous work[4, 42] to quantify disentangled or abstract structure in neural representations.
Within each context, we train a linear decoder to perform a random, linear classification that
depends on the relevant latent variables. However, we train this decoder only using a subset of
all stimulus conditions (fig. [6b, “train”), and then test whether or not it generalizes to the held-
out set of stimulus conditions (fig. [6b, “test”; see [Cross-condition generalization performance in|
for more details). We then quantify the average generalization performance in the same
parameter range as before (fig. @c) as well as compute the average D’ of the margin of the classifier
(fig. |§|d) This reveals that generalization performance primarily depends on the number of tasks
the network performs in each context and not on the geometry of the input — which is consistent
with previous work in artificial neural networks for non-contextual tasks[42|. The average margin
D', however, strongly reflects the input geometry (fig. [6l), with higher D’ for more structured input
representations — which indicates a greater robustness to noise. The high generalization performance
even for relatively unstructured learned representations (fig. @c, d, bottom left of parameter space)
indicates that task training still influences representations enough to impose abstract structure prior
to the emergence of context specialization.

Further, we quantify the strength of nonlinear perturbations to these low-dimensional abstract rep-
resentations that emerge as more tasks are learned. To quantify this structure, we use a previously
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Figure 5: Understanding the emergence of explicit modularity. a (top) We focus on the how the representation
changes with changes in input structure and contrast between input geometries with high (middle) and low (bottom)
structure. b All input geometries can be decomposed into distinct disentangled and unstructured components. We
decompose input geometries into these two components and train contextual multi-tasking models on only the isolated
component (right). ¢ We track the loss of models trained only on the disentangled and unstructured components
across training (left), and summarize the average difference (right) as a function of the input structure (top to
bottom). d As the input structure decreases, the unstructured component begins to yield faster learning than the
disentangled component (top). The modular structure learned by the full network starts to disappear (bottom) as the
unstructured component begins to provide faster learning (vertical line). e The same as d for networks with different
numbers of irrelevant variables. Fewer irrelevant variables leads to an earlier transition away from modularity. f
Example average activity in each context for networks with input structure indicated by the outlined points in d
and either 4 irrelevant variables (top) or 0 irrelevant variables (bottom). While distinct clusters exist for high input
structure (left), the transition to faster learning from the unstructured component of the representation is associated
with a loss of distinct clusters (center) and eventually with a fully unstructured representation (right).

developed measure of representational geometry referred to as the shattering dimensionality (fig. @3,
and see [Shattering dimensionality in Methods for details)[4} [26] 27]. A high shattering dimension-
ality (that is, close to 1) indicates that the representation has the maximum dimensionality for the
number of conditions. A high shattering dimensionality requires nonlinear interactions between the
representations of different decision-related variables[26]. We find a high shattering dimensionality
across the entire range of parameters explored here (fig. @f) as well as relatively large average mar-
gin D' (fig. ) This is surprising because the network does not require any nonlinear interactions
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between variables to perform tasks within a particular context. Instead, the network must either
inherit these nonlinear interactions from the input geometry, or — in the case where the input ge-
ometry has no nonlinear interactions — they must emerge when the input representation is through
the initially random weights leading to the nonlinear units in the hidden layer.
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Figure 6: The trained networks have representational geometries within each context that depend on their training.
a A grid of example models. The plot shows the geometry of representations within each context. The models trained
to perform only one task develop a highly specialized geometry for that task. The models trained to perform more
tasks represent the full set of latent variables relevant in that context. Each plot shows the representation within a
single context, for which three latent variables are relevant. Eight points are shown in each plot. b Quantification of
the level of abstraction in the representation within each context. Abstraction is measured with the cross-condition
generalization performance, where a linear classifier is trained to perform a linear classification when one irrelevant
feature is fixed at one value (“trained”) and then tested when the irrelevant feature has the opposite value (“tested”).
c The level of abstraction of models trained on different numbers of tasks and for different input geometries. For
a sufficiently large number of tasks, the representations are always abstract, no matter the level of entanglement
of the inputs. d The same as c¢ but showing the average D’ of the margin of the classifier for the generalization
analysis. The average D’ reflects both the input geometry and number of tasks. e The shattering dimensionality
of representations in each context, measured by quantifying the performance of a linear decoder trained on random,
often nonlinear categorizations of all the stimuli in the context. f The average performance of a classifier trained
on the random classification tasks shown in e (i.e., the shattering dimensionality) for models with different input
geometries and that were trained to perform different numbers of tasks. The shattering dimensionality is always
above chance. g The same as f but showing the average margin D’ of the classifier.

Finally, we investigate how the zero-shot generalization performance of our networks depends on
both the input geometry and the number of trained tasks. We train the network to perform contex-
tual tasks as before while holding the value of one irrelevant variable constant (fig. [T, left). Then,
we test the performance of the network when the value of that variable is changed (fig. , right).
First, we visualize the representational geometry of the learned configuration in a three-dimensional
subspace found by PCA applied only to the trained points (fig. , “trained”). Then, we project the
never-before-seen points into the same subspace (fig. , “tested”). We see that unstructured input
geometries lead to a far greater change in the representation across learned and novel conditions
(fig. , left: low-dimensional; right: high-dimensional). The zero-shot generalization performance
of the network is consistent with this visualization. We show that zero-shot performance depends
primarily on the geometry of the input representations, rather than the number of tasks that the
network is trained to perform (fig. [7k). This is because the nonlinear mixing in the input causes the
decision variables to be represented in different subspaces given different values for the irrelevant
variables.
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Figure 7: The zero-shot generalization performance of a model depends on the input geometry. a Schematic of
a zero-shot generalization analysis for the full model, where the full contextual multi-tasking model is trained for
a fixed value of an irrelevant variable, then its generalization performance is tested for the opposite value of that
variable. b Visualization of how representations change within a single context from the learned set of stimuli to
the novel set of stimuli, shown for fully disentangled (left) and unstructured (right) input geometries. ¢ Zero-shot
generalization performance of the models trained and tested with the procedure in a, shown for models trained on
different numbers of tasks and with different input geometries.

2.6 The learned modular structure facilitates rapid learning

In the previous section, we showed how contextual multi-tasking models can generalize to novel
situations without retraining depending on the geometry of their input representations. Here, we
ask how the representational geometry learned by these models influences the speed with which
they learn novel tasks or contexts.

First, we examine the learning of a novel task in two previously learned contexts (fig. ) In this
case, we train each network to perform P tasks in C' = 2 contexts. Then, after training on the
original tasks, we train the network to perform a P+1th task using the same relevant latent variables.
We measure how task performance changes across training on this novel task (fig. , top). We
show that the learning speed for a novel task depends on both the input geometry and the number
of tasks that have been previously learned (fig. , bottom). That is, both lower-dimensional input
geometries and a larger number of previously trained tasks increase the speed of novel task learning.
This is consistent with previous work showing that learning from lower-dimensional representations
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is typically faster than learning from higher-dimensional representations[42, 50|, so long as the
low-dimensional representations allow for the classification to be learned.

Next, we investigate how the speed of learning for different kinds of novel contexts depends on both
the input geometry and the number of previously trained tasks (fig. ) First, we investigate the
learning of a related context (fig. B, “related”) in which the novel context has a different contextual
input than the previously learned contexts but shares all of the task decision rules with one of the
two previously learned contexts (fig. , “related” and “context 2”). We show that the learning
speed for a related context depends primarily on the geometry of the input representations, where
higher-dimensional input representations lead to slower learning in the novel, but related context.

Then, we investigate the learning speed of an unrelated context (fig. , “unrelated”), in which the
novel context has both a different contextual input than the previously learned contexts as well as
different, randomly selected decision rules. In this case, the highest-dimensional input geometry
provides faster learning than the low-dimensional input geometry (fig. , top). However, the overall
effect is more heterogeneous (fig. , bottom). In particular, both decreasing the number of tasks
and decreasing the dimensionality of input representations tend to increase learning speed.
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Figure 8: Modular representations provide rapid learning of new tasks and related contexts, but slower learning
of unrelated contexts. a Schematic of the novel task learning analysis. The network is pretrained on P tasks and
then trained to perform a P + 1th task. b The learning trajectory of example networks with P = 1 pretrained tasks
and either fully disentangled or unstructured representations (top). The learning speed of networks for the P + 1th
task, given pretraining on different numbers of tasks and different input geometries. ¢ Schematic of the related and
unrelated context learning analyses. In both cases the network is pretrained in two contexts, and must learn to
perform a third context. (left) The context is related to a previously learned context, and shares all the same task
boundaries as one of the two pretrained contexts. (right) The context is unrelated to either pretrained context, as
has randomly selected task boundaries. d The same as b but for the related context analysis. e The same as b but
for the unrelated context analysis.
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3 Discussion

We have shown how the learned representational geometry of an artificial neural network trained to
perform contextual behavior depends on the geometry of its input and the number of tasks it must
perform in each context. These learned geometries have been observed in the brain, and range from
strikingly modular representations where individual units are only active in a specific context to
completely unstructured, high-dimensional representations, which enable any task to be performed.
We provide intuitive explanations for the transitions between these different regimes. We also ex-
plained the computational advantage of modularity in contextual tasks: context dependence almost
always introduces non-linear separability, and the different modules reflect a possible decomposition
of the full context-dependent task into subtasks (a subset of conditions) that are linearly separa-
ble. We have also demonstrated how our results change under different learning regimes (e.g., rich
or lazy learning|28, 51[; see |Learned representations depend on the learning regime in Supplement]
and fig. . Then, we show that these different learned representations have distinct computa-
tional benefits, enabling different forms of generalization. These results demonstrate that low- to
moderate-dimensional input representations to networks trained to perform a handful of tasks yield
benefits for both learning novel tasks and generalizing unseen stimuli. Finally, we demonstrate how
these learned representations shape the learning of future contexts — and demonstrate differential
benefits for learning related and unrelated contexts.

3.1 Predictions for experimental data

Our work makes several distinct predictions for experimental data. First, we predict that the repre-
sentation of contextual and decision-related variables prior to training or in preceding brain regions
will strongly influence how training shapes the representational geometry in the animal. In par-
ticular, for the high-dimensional representations often observed in frontal cortex|26, 27|, relatively
little change in the representations is necessary to facilitate task performance and therefore changes
may be subtle — that is, our framework predicts that high-dimensional, unstructured representa-
tions will remain high-dimensional and unstructured unless the animal learns to perform several
different tasks (or a more complex, multi-dimensional behavior) within each context. For these rep-
resentations, it is sufficient to modify the readout, and even a simple linear readout can perform a
very large number of different tasks without modifying the representations. In contrast, we predict
much larger changes in representations when the original or preceding representations are relatively
low-dimensional or do not already make the trained task linearly separable. We expect this condi-
tion to hold for some stimuli in frontal cortex, and representation in higher sensory cortices (such
as visual cortex), where representations can be strikingly disentangled[43] |44]. In particular, not
all representations in the brain need to change to support task performance — so, for instance, we
do not expect large changes in earlier sensory regions, where task variables may not be linearly
separable. These predictions emphasize the importance of longitudinal and multi-region recordings
in neural data.

Further, our framework predicts that these different situations will lead to different levels of ro-
bustness to changes to the experimental framework. We expect unstructured representations to
be associated with highly brittle behavior and a failure to generalize to subtle changes in the ex-
perimental setup. In contrast, we expect modular representations to be associated with a greater
robustness to irrelevant changes (e.g. changes in latent variables that are not relevant for perform-
ing the task). This set of predictions could provide an explanation for what have remained largely
anecdotal findings of brittleness to certain kinds of changes in experiments — for instance, animals
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are often found to fail to generalize to even subtle changes in experiments yet regularly generalize
in more naturalistic conditions. This could be because the variables that are relevant to more nat-
uralistic behavior are low-dimensional and disentangled (as predicted by previous work [42]) while
representations of various experimental variables are more high-dimensional. In addition, due to
different training histories, different animals could have different input, or initial, representational
geometries when they are being trained to perform the same task. These different initial geome-
tries could lead to differences in representational geometry once the animal is fully trained; such
differences have previously been shown to correlate with different behavioral strategies|52].

Finally, our framework predicts that different learned geometries will give rise to different learning
speeds for novel behaviors — and that this effect will depend on whether the behavior is related to
unrelated to previously learned behaviors. This prediction can be tested in experiments where an
animal sequentially learns a series of interrelated tasks. In particular, if we find that the represen-
tational geometry underlying task performance is either explicitly or implicitly modular, then we
expect the animal to rapidly learn related tasks but struggle to learn unrelated tasks; in contrast,
if we find that the representation geometry is highly unstructured, then we expect that the animal
will learn related and unrelated tasks at the same rate.

Our work significantly extends previous work focused on neural networks trained to perform con-
textual behavior|28| 34, |35 53]. In particular, previous work has only considered low-dimensional
input and single output (i.e., single task) conditions — while we consider the full interaction space
between these two parameters. We believe that considering a much wider variety of input geome-
tries is essential precisely because such a diversity of representational geometries has been found in
experimental work — ranging from low-dimensional face representations|43| 44] to high-dimensional
representations of cognitive variables in frontal cortex|26| 27]. This work provides a unified frame-
work for understanding learning from these different starting points — and indicates that such
diversity may be essential to explain the wide diversity of representational geometries reported to
underlie contextual behavior in the literature|9, 20, 26]. Similarly, we believe that considering an
increased number of trained tasks within each context is important because natural behavior is
often richer than a single binary decision — instead, multiple different decisions are made about a
stimulus at once, and these decisions produce multi-dimensional output that has so far remained
relatively unstudied in experimental neuroscience.

One aspect of previous work that we have not extensively characterized here is the notion of com-
positionality[34} 53] in the learned representations. In prior recurrent neural network studies, they
found that, in some cases, the same neural subspace would be used to represent the continuous
value of a particular stimulus feature across different contexts. The networks trained to perform
a contextual task that is related to one of several previously learned tasks are compositional. In
this case, they re-use the same subspace used to perform the original task to perform the new task,
and this re-use likely explains the faster learning for explicitly modular, as opposed to implicitly
modular or unstructured representations.

Our work also only focuses on one form of contextual decision-making: when different contexts
are associated with different task rules[4), 9, [19, [20, |54]. However, different contexts can also be
associated with different thresholds for behavioral response[b5] or biases in the stimuli that are
shown[56]. Elucidating the computational principles that shape neural representations in these
cases will require further work. However, it is possible that the initial representational geometry
will be crucial in these cases as well, since the interaction between representations of decision
variables and the representation of the context cue will also shape the kinds of solutions learned
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in artificial neural networks. Thus, the principle of an initial representation shaping the learned
representation is likely to still be important in this case.

Overall, our results provide an understanding of why different representational structure emerges
in different situations. We argue that knowledge of the geometry of the initial representations of
the task-relevant variables is essential for predicting the learned structure in the representations.
This core prediction has already been validated in some experimental datasets, and underlines the
importance of collecting data that allows the characterization of this initial geometry. Further, our
work makes predictions for how these learned representations will, in turn, shape the learning of
future behaviors and the ability to generalize to novel stimuli.
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M1 Methods

M1 Latent variables

The input consists of L = D+1+C' binary latent variables, where D are the decision-related variables
(i.e., variables that are used in classification tasks), I are irrelevant variables (i.e., variables that
do not influence the target output), and C' are context variables. Unless otherwise noted, there are
D = 3 decision variables, I = 4 irrelevant variables, and C' = 2 context variables. The decision and
irrelevant variables are each independently sampled from a binomial distribution with p = .5. In
contrast, the context variables are constrained to be one-hot across the C' context dimensions, and
are sampled with equal probability of each context being active. Instead of taking on the values 0
and 1 all variables are then remapped to take on the values —1 and 1 for notational convenience.

M2 Input model

Within the input model, all L latent variables are treated identically. We consider a spectrum of
input geometries. Low-dimensional, disentangled representations are at one end of the spectrum
and for samples © ~ X where X is the distribution of latent variables (see |Latent variables in|

Methods)), the representation of the stimuli in the disentangled input model are given by,

T"disentangled (ﬁ) = Ax

where A is a Nippye X L matrix, where Ny is the number of units in the input model and L is the
number of latent variables. The rows of A are chosen to be orthogonal to each other with Nippye > L
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and the magnitude of the elements of A are chosen so that the sum of variance across Tqisentangled 15
1.

High-dimensional, unstructured representations are at the other end of the spectrum, they are given
by,

T"unstructured (ZE) = Mf(x)

where f(x) produces vectors with length 2% according to,

for i € [1,...,n"] where [z = y] is the indicator function which is 1 when the z and y are the
same and 0 otherwise, as used in prior work|26, 45, 57], and ¢; is either —1 or 1. The matrix M
is Ninput X 2L and Ninput > 2L with all rows of M chosen to be orthogonal with scaling chosen so
that the sum of variance across rupstructured 18 1. Thus, each unique stimulus described by the latent
variables L is represented in an independent dimension.

Finally, to produce a full spectrum of codes, we linearly interpolate between these two extreme
cases, such that,

Ttull = P (trdisentangled(x> + (1 — 25>7ﬁunstructured<x>>

where t € [0, 1] and P provides an overall scaling of the representation. Throughout the manuscript
P=1.

M3 Contextual tasks

The contextual tasks are given by,

signTix Cy=1
t(z) =< .
signTor Cy=1

where T; are randomly sampled unit-length, L-dimensional vectors. Each T} is sampled indepen-
dently. Note that only one C; can be 1 for any stimulus x, so the cases are mutually exclusive.

M4 Contextual multi-tasking model

The contextual multi-tasking model is a feedforward network with a single hidden layer. The inputs
and target outputs are described above. The main parameters of the model are:

input dimensions 600

hidden units 200

output units number of tasks, T'
nonlinearity ReLLU

training examples 2000

training epochs 20

batch size 100

weight initialization | U(—a,a) with a = 4/ m%

The network is trained with the optimizer Adam and a learning rate of le-3.
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M5 Dimensionality of unstructured solutions

The unstructured representation that we consider in the manuscript is primarily the maximum-
dimensionality unstructured representation, where units have conjunctive responses for combina-
tions of all L latent variables. This representation has dimensionality that scales exponentially
with the number of latent variables, as dim(z) = 2. While such high-dimensional interactions
are necessary for a linear decoder to be able to learn any binary labeling of the stimuli, there are
lower-dimensional but still unstructured representations that would allow a linear decoder to learn
additional classes of labelings.

These other classes of unstructured representations can be described by the order of their inter-
actions. A representation with order O = L is the maximally unstructured representation from
before. A representation with order O = 2 has only second-order interactions between latent vari-
ables. In particular, it has (S)n2 interaction terms (e.g., an interaction between latent variable
i and j, [z; = 0] [z; = 0] where the brackets represent the indicator function as in [[nput model in|
and where n is the number of values that each latent variable can take on. In general, an
unstructured representation with order O tuning will have (é) n© interaction terms. Importantly
our measure of subspace specialization is robust to unstructured representations of different orders
— that is, an unstructured representation of any order will still have subspace specialization equal

to zero.

An O = 2 unstructured representation can be used to solve any contextual task. Thus, we calculate
the dimensionality (described by the participation ratio) of this class of unstructured representation.
The participation ratio can be written as [58],

(Tr Z)?
Tr Z2
D (Z;)?
(Z3) + (D = 1)(Z2)

dim(z) =

where D is the number of dimensions in the input and Z is the D x D input dimension covariance
matrix, across all stimuli.

We calculate,

2 =2 = s (1- )

and

O O-1 r
oy n”—1 O\ (L—-0\n" -1
(D=1)(Z}) = —5—+) (r) (O—r o
So, putting it together, we obtain,

(o)n° (1 = 56)°
LHgst + b DL () (6 =)

where L is the number of latent variables and O is the order of the interactions.

dim(L,O) =
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For O = 2, we find that,

(;)9

dim(L,2) = 372(0-9)

which will grow proportionally to L for large L.

M6 Clustering analysis

We assess whether the units in the hidden layer of the contextual multi-tasking model are best
explained by discrete clusters in the space of average activity within each context. To do so, we
sample 1000 stimuli from each context and take the average activity of each unit within each context.
This produces a matrix of dimensions e = Npjgden X C. Then, we perform Gaussian mixture model
clustering on this matrix, where each unit is assigned to one of K discrete clusters. We perform
this procedure for K = 1 to K = 5. Then, we evaluate the goodness of fit of each clustering with
the Bayesian information criterion (BIC)[59], and choose the clustering with the highest BIC. We
use these clusters to color the points in fig. and similar plots. Where only one color is present,
this means a single cluster provided the best fit to the data.

M7 Contextual fraction

We define the context fraction in the same mean activity space described above for the clustering
analysis. Here, after computing uc, we then count the rows of the matrix that have mean activity
< 0.01 in all contexts except one, this count is then divided by the number of units in the hidden
layer.

M8 Subspace specialization

We define subspace specialization to capture whether the population activity in the hidden layer
of the contextual multi-tasking model has low-dimensional structure related to context or if it is
simply high-dimensional and unstructured. The measure is designed to be 0 if there is no unique
low-dimensional structure related to context and positive otherwise. The measure is based on the
alignment index, which has been introduced previously in [60]. The alignment index quantifies the
amount of overlap between the subspaces described by two sets of basis vectors, U; and Uy, which
are both N x P; matrices where P; is the number of basis vectors. The alignment index for U; and

U, is,

Tr (UlT Ug UQT Ul)
min P, P,

alp =

A value of 1 indicates that the two sets basis vectors span precisely the same subspace, while a
value of 0 indicates that they span non-overlapping subspaces of the full population activity space.

To compute our subspace specialization measure, we compute D + [ non-context alignment indices
and (g) context-related alignment indices. For each latent variable (or context pair), we sample
1000 stimuli and then split into two subsets, where the value of the latent variable is zero (or the
first context is active) in one subset and where the value of the latent variable is 1 (or the second
context is active) in the other subset. Then, we perform PCA separately on the two subsets, and
keep all dimensions for each that explain more than 107!° of the variance. This gives us our sets
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of basis vectors, U; and U,. We take the alignment index between these sets of vectors, as defined
above. Now, we have D + [ overlap measurements for non-context variables, ononcontext, and (g)
overlap measurements for context pairs, Ocontext. We summarize these measurements into a single
subspace specialization measure by taking the average of each group, oponcontext and Ocontext, followed
by the rectified log-ratio:

6noncontext
S = IOg E—
Jr

Ocontext

for the subspace specialization index. This index will be zero when the alignment for the context
pairs and non-context variables is the same. It will also be zero (due to rectification) when the
context variables have greater alignment than the non-context variables. However, it will be positive
when the context variables have lower alignment than the non-context variables. This indicates that
the activity in different contexts is confined to subspaces that are distinct relative to that of other
variables encoded by the same system.

M9 Alternate decompositions

We want to calculate the probability that a the decomposition along a given dimension is eliminated
(i.e., made so that decomposing along that dimension does not yield linearly separable sub-tasks)
by a randomly selected task. We simplify our tasks for this calculation by assuming that they are
all aligned with a single decision-relevant latent variable. We do not make this assumption when
testing our prediction.

For a given task and with D relevant latent variables, there are three possible situations. With
probability %, the same decision-related variable and direction along that variable will be selected.
This whole task is already linearly separable and it does not eliminate any dimensions. With
probability %, the same decision-related variable but different directions will be selected. This
eliminates all variables as possible decompositions except for the selected variable. With probability
1-— %, two different decision-related variables will be selected. This eliminates all variables except
for these two variables.

To put these together, we compute the probability that a particular variable is not eliminated after
a new task is added. This is the sum of the probability that this particular variable is chosen at least
once or it is not chosen at all, but the the same variable and direction is chosen. The probability
that it is chosen at least once is,
(b1 ?
(5

and the probability that the same other variable is chosen twice in the same direction is,

1
D—-1)—

So, together, the probability that a given variable is not eliminated after a single task is selected is,

D—1\" 1
psafezl_ (T) +(D_1)W
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and, because each task is selected independently, the probability that it eliminated after the selection
of T tasks is,

Pelim = 1- pg(;,fe
where T is the number of tasks. Finally, the expected number of alternate decompositions is then

D pz;mfe

M10 Dimensionality of the required output

We compute the participation ratio of the required output, x averaged across all stimuli. To
approach this, we employ the expression for the participation ratio developed in [58],

(Tr Z)*
Tr Z2
T (Z:)?
22 + (T - 1)(22)

dim(x) =

where T is the number of tasks and Z is the T" x T task covariance matrix, across samples from
all contexts. The diagonal elements of the covariance matrix Z;; are all defined to be 1, so (Z2) =
(Zii)* = 1. The off-diagonal elements require calculation. So, we want to calculate (Z7;) for

1 L1 &
Ziy = c EC: ~ Zk: ti(xy)t;(xy,)

where C' is the number of contexts, IV is the number of samples taken from each context, and xf, is
the k-th sample from context c.

First, we simplify our tasks so that they are aligned with the decision-related variables in each
context. We do not make this assumption elsewhere in the paper, nor when verifying the predictions
that arise from this calculation. In this simplified setting, the average product within each context
can take on three different values: 1 when tasks ¢ and j are the same (i.e., they are aligned with the
same decision variable D and pointing in the same direction), and this happens with probability %;
0 when the tasks are orthogonal (i.e., aligned with different decision variables), and this happens
with probability 1 — %; and —1 when the tasks are anti-parallel (i.e., aligned with the same decision
variable, but pointing in different directions), and this happens with probability %.

So, we want to calculate,

1 C c(C-1)
c m#n

c(Cc-1)

=+ Y a0

m¥#n
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where
0 pzl—%
bo=41 p=s5
-1 p:%
So,
1 1
0?) = 17— + (-1)’—
(0e) =1op + (=155
1
D
and

=0
which yields
1C
2\
Zij) = @p
1
CD
Putting everything together, we find
T
dim(x) = T
1+ &5

M11 Cross-condition generalization performance

To compute the cross-condition generalization performance (CCGP) within a particular context, we
first select one decision-relevant latent variable for decoding. Then, we train a decoder to decode the
value of that variable given 8 stimulus representations sampled from the same context and where all
other decision-related variables have a fixed value. Finally, we test the same decoder on 8 stimulus
representations sampled from the same context but where the other decision-related values never
have the their fixed value from before. We repeat this 10 times and report the average performance
of this decoder as the CCGP. All samples have the same noise level as used in network training.

M12 Shattering dimensionality

To compute the shattering dimensionality within each context, we select all balanced dichotomies
of the stimuli based on their decision-relevant features. Then, we train a linear decoder to perform
that classification task using 1000 samples and report its performance on 1000 test samples with
different noise. All samples have the same noise level as used in network training.
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S1 Supplement

S1 Learned representations depend on the learning regime

We have focused on a rich learning regime in the rest of the paper. In this regime, the representations
change appreciably as the network is trained. Intuitively, modular representations are less likely to
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emerge in the lazy learning regime, as the representation in the network will not change as much
over training. To give a sense of how our results depend on the learning regime, we train three sets
of networks with different weight initialization statistics. The first set is close to the one investigated
in most of the paper. This rich regime network is has its weights initialized following w;j ~ N (0, o)
with ¢ = .001 (fig. ) The second set has larger initializations and is closer to the lazy regime
(o =.02; fig. [S1b). The third set is trained in an even lazier regime (o = .8; fig. [S1k). The change
of learning regime shifts the threshold input geometry where the network transitions from learning
explicitly modular representations to learning unstructured or implicitly modular representations;
however the results are otherwise qualitatively similar.
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Figure S1: The learning regime of the network influences the learned representations. a Results for networks
trained with small weight initialization (o = .001). (left) The explicit modularity. (middle) The implicit modularity.
(right) Threshold transition plot, focusing on a subset of the full parameter spacer. b The same as a but for larger
weight initialization (o = .02). ¢ The same as a but for an even larger weight initialization (o = .8).
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