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Abstract
Rhythms of various periodicities drive cyclical processes in organisms ranging from 
single cells to the largest mammals on earth, and on scales from cellular physiology 
to global migrations. The molecular mechanisms that generate circadian behaviours 
in model organisms have been well studied, but longer phase cycles and interactions 
between cycles with different periodicities remain poorly understood. Broadcast 
spawning corals are one of the best examples of an organism integrating inputs from 
multiple environmental parameters, including seasonal temperature, the lunar phase 
and hour of the day, to calibrate their annual reproductive event. We present a deep 
RNA‐sequencing experiment utilizing multiple analyses to differentiate transcrip‐
tomic responses modulated by the interactions between the three aforementioned 
environmental parameters. Acropora millepora was sampled over multiple 24‐hr peri‐
ods throughout a full lunar month and at two seasonal temperatures. Temperature, 
lunar and diurnal cycles produce distinct transcriptomic responses, with interactions 
between all three variables identifying a core set of genes. These core genes include 
mef2, a developmental master regulator, and two heterogeneous nuclear ribonucleo‐
proteins, one of which is known to post‐transcriptionally interact with mef2 and with 
biological clock‐regulating mRNAs. Interactions between diurnal and temperature 
differences impacted a range of core processes ranging from biological clocks to 
stress responses. Genes involved with developmental processes and transcriptional 
regulation were impacted by the lunar phase and seasonal temperature differences. 
Lastly, there was a diurnal and lunar phase interaction in which genes involved with 
RNA‐processing and translational regulation were differentially regulated. These 
data illustrate the extraordinary levels of transcriptional variation across time in a 
simple radial cnidarian in response to the environment under normal conditions.
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1  | INTRODUC TION

Rhythmic environmental changes occur across various timescales, 
and biological clocks help organisms to anticipate these changes. 
These clocks correspond largely to the periodicity of the environ‐
mental patterns that entrain them. For example, circadian rhythms 
drive daily oscillations from sleep–wake cycles (Dijk & Czeisler, 
1995) to mental acuity (Mallis & DeRoshia, 2005), while longer‐pe‐
riod circalunar and circannual cycles drive reproductive and sea‐
sonal patterns (Kaiser et al., 2016; Sáenz De Miera et al., 2014). 
Circadian clocks are well understood and are based on transcrip‐
tion‐initiated processes (Dunlap, 1999), but the molecular underpin‐
nings of longer cycles remain elusive and much of our knowledge in 
this regard is limited to hormonal cycles that are probably the termi‐
nal mediators of these systems (e.g., Crowder, Meyer, Fan, & Weis, 
2017; Kaniewska, Alon, Karako‐Lampert, Hoegh‐Guldberg, & Levy, 
2015; Takeda et al., 2018; Tarrant, 2005; Thorndyke & Goldsworthy, 
1988).

Precise time‐keeping corresponding to multiple rhythmic peri‐
odicities is exemplified by broadcast spawning corals. Once a year, 
reef‐building corals synchronize their release of gametes with con‐
specifics to achieve high fertilization rates within the vastness of the 
oceans (Babcock et al., 1986). This strategy is also useful to coin‐
cide spawning with optimal conditions for offspring development, 
dispersal and survival (Mercier & Hamel, 2009). Consequently, reef‐
building corals use varying environmental cues to control the exact 
timing of reproduction. Seasonal rhythms are probably driven by 
water temperatures (e.g., Keith et al., 2016), lunar cycles by moon‐
light (reviewed by Raible, Takekata, & Tessmar‐Raible, 2017), and 
daily rhythms by sunrise and sunset light cycles (e.g., Brady, Hilton, & 
Vize, 2009; Dunlap, 1999; Hoadley, Szmant, & Pyott, 2011; Reitzel, 
Tarrant, & Levy, 2013).

While each rhythmic environmental variable has been estab‐
lished as being important, little is known as to how these systems 
interact with each other. These interactions are likely to be import‐
ant and could help explain why corals on a particular reef have highly 
predictable spawn timing, while neighbouring reefs have different 
spawning windows. For example, nearshore coral off the Great 
Barrier Reef (GBR) spawn a month earlier than those located on off‐
shore reefs (Babcock et al., 1986). Furthermore, on the West coast 
of Australia, at a similar latitude similar to the GBR, some individuals 
spawn in the spring whereas others spawn in the autumn (Gilmour, 
Speed, & Babcock, 2016). Water temperatures change not only 
with season but also with time of day, tidal flow and the prevailing 
weather conditions. Lunar influences are complicated by weather 
and cloud cover and are associated with shifts in gravitation and 
tides (Wolstenholme, Nozawa, Byrne, & Burke, 2018) that in turn 
impact temperature, pH and dissolved oxygen levels (Ruiz‐Jones & 
Palumbi, 2017), although evidence to date indicates that moonlight 
is the key lunar cycle driver (Boch, Ananthasubramaniam, Sweeney, 
Doyle, & Morse, 2011). Daily cycles are impacted by weather, sea‐
sonal changes in day length and temperature, as well as lunar and 
tidal cycles as discussed above.

The above examples suggest that a single individual rhythmic 
environmental input is probably too varied to generate precisely 
timed once‐per‐year spawning behaviours. Our objective in this 
study was to determine how the effects of seasonal temperature, 
the lunar phase and time of the day interact at a transcriptomic level 
in a reef‐building coral, as intersecting rhythms may enable corals to 
generate precisely timed behaviours. Previous studies have explored 
some of these changes in cnidarians over shorter time periods in a 
variety of scenarios, including natural temperature flux and the lunar 

F I G U R E  1   Interaction of temperature, the lunar phase and 
hour of the day on transcription in Acropora millepora. (a) Image of 
an A. millepora colony. (b) Schematic of our experimental set‐up 
with two temperature treatments under artificial moonlight with 
natural sunlight cycles. (c) Venn diagram of differentially expressed 
genes between all interaction‐based likelihood‐ratio tests. TP, 
temperature/lunar phase interaction; TH, temperature/hour 
interaction; PH, phase/hour interaction; TPH temperature/phase/
hour interaction
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phase (e.g., Brady, Willis, Harder, & Vize, 2016; Crowder et al., 2017; 
Hoadley et al., 2011; Kaniewska et al., 2015; Oldach, Workentine, 
Matz, Fan, & Vize, 2017; Reitzel et al., 2013), but an in‐depth sam‐
pling and transcriptomic analysis of diurnal patterns over an entire 
lunar month at multiple temperatures has not been attempted. We 
present multiple distinct analyses that uncouple how different en‐
vironmental rhythms interact and identify genes and pathways that 
are regulated by environmental rhythms. Such interactions may form 
the foundation of long‐term time‐keeping in corals.

2  | MATERIAL S AND METHODS

2.1 | Sample collection and experimental design

Acropora millepora (Figure 1) colonies (n  =  5) were collected on 
the northeast section of Heron Reef known as Libby's Point 
(23°26′03.5″S, 151°55′13.4″E). Colonies of 30  cm were retrieved 
via SCUBA diving using a hammer and chisel between 2 and 5 m 
depth on April 4, 2016 (GBRMPA collections permit G16/38344.1). 
Each coral colony was then broken into smaller mini colonies, which 
had 10 or more branches, and then labelled based on parent col‐
ony and distributed between the two experimental aquaria kept at 
summer (27°C) or winter temperatures (21.5°C). Each mini colony 
was randomly moved to a new location within each tank every 
3 days throughout the experiment to minimize confounding effects 
of differing water flow or lighting (tank effects) in the experimen‐
tal aquaria (66 cm × 176 cm × 40 cm). All coral colonies appeared 
healthy throughout the experiment and showed no visible indica‐
tion of stress. The tanks were supplied continuously with common 
unfiltered seawater and a shade cloth was placed over both tanks 
to reduce full daylight to 250–300 µmol m−2 s−1 (measured with a 
LI‐COR LI‐192 underwater quantum sensor). The cool winter water 
condition (21.5°C) was achieved by chilling the water with a Hailea 
HC‐500a aquarium chiller. To avoid stress on the coral from sudden 
temperature shock, the corals were slowly acclimated from 27 to 
21.5°C by decreasing the temperature by 2°C per day. The warm 
summer water condition was maintained at 27°C with three 300‐W 
aquarium heaters to simulate a summer temperature. Once the de‐
sired temperatures were established, the corals were conditioned 
in both tanks for 18  days before sampling. Water temperature in 
both tanks was measured continuously with two HOBO Pendant 
Temperature/Light 64 K data loggers. While every effort was made 
to make conditions in the two tanks identical except for tempera‐
ture, it remains possible that tank effects could have occurred, 
and when the term “temperature” is used in this report, this caveat 
should be kept in mind.

2.2 | Moonlight apparatus

Moonlight was supplied via artificial lights to avoid variations due 
to cloud cover and rainfall. After sunset, a large cover was placed 
over both aquaria to ensure no light pollution from surrounding 
buildings on the station could be perceived by the coral. The lunar 

light was constructed to replicate the intensity, timing and broad 
spectral qualities of moonlight. The lunar light apparatus consisted 
of a single 12‐W 5,000 k dimmable broad‐spectrum bulb (Crompton 
ES 5,000 k, spectrum given in Figure S1) enclosed in a box where 
two “1.2” (4  f stops) and one “0.6” (2  f stops) LEE neutral density 
filters were fitted over the lightbox opening. The neutral density 
filters were effective at dimming the brightness of the light source 
to match full moon levels (0.22 Lux, measured with an Extech Easy 
View 33 light meter). Both moonlight sources were connected to a 
dimmer switch that was manually adjusted to match the light intensi‐
ties of different lunar phases using the light meter in a daily manner. 
Moonrise and moonset times were also matched to the local lunar 
cycle (Table S1) with an automatic timer that was reset daily. The 
cover was removed immediately before sunrise every day.

2.3 | Experimental sampling

Samples of a 1.0‐g coral branch tip were removed with coral cutters 
from each coral colony (n = 5) at six time points separated by 4‐hr 
intervals (starting at 4 p.m. local time) from both temperature treat‐
ments, generating a daily transcriptome profile. This daily profile was 
repeated over a lunar month on the full moon (FM), third quarter 
(TQ), new moon (NM) and first quarter (FQ) moon phases for a total 
of 240 samples across the experiment.

Following collection, RNA was immediately isolated using Trizol 
reagent (Thermo‐Fisher) according to the manufacturer's instruc‐
tions as described by Oldach et al. (2017). In brief, this method in‐
volves grinding the branch tip with a mortar and pestle to a slurry 
in Trizol and then following the manufacturer's protocol. RNA was 
precipitated via the addition of 0.25 volumes of salt solution (0.8 M 
sodium citrate  +  1.2 M NaCl) to reduce polysaccharide precipita‐
tion and 0.25 volumes of isopropyl alcohol to collect RNA. Pellets 
were rinsed with 70% ethanol before being redissolved in water and 
stored in a −80°C freezer. DNA contamination was removed using 
DNase (Thermo‐Fisher), and RNA concentrations and quality were 
determined with an Agilent 4200 TapeStation assay. The top 211 
samples were selected for library preparation and sequencing based 
on RNA quality. Illumina TruSeq stranded mRNA protocols were 
used to generate libraries and an Illumina NextSeq500 device was 
used to generate single‐end reads of 75 bp.

2.4 | Bioinformatics and analyses

The quality of raw sequences were assessed with fastqc ver‐
sion 0.11.5 (Andrews, 2010) and 90% of reads had PHRED quality 
scores greater than 20. Raw sequences were deemed high quality 
and aligned to the A. millepora reference transcriptome (Moya et al., 
2012) using bowtie2 version 2.3.3 with default settings (Langmead 
& Salzberg, 2012). rsem version 1.3.0 (Li & Dewey, 2011) was then 
used to calculate expression by counting the number of reads that 
were assigned to specific isogroups into a raw read count table. An 
isogroup is a 454‐transcriptome assembler term for the collection 
of alternative splice variants of the same gene. The raw read count 
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table from rsem was imported and a table of basic descriptive statis‐
tics was calculated for each sample. As many of the genes were not 
represented with any read counts, the count table was filtered so 
that any row (gene) containing all zero counts was removed.

To account for differences in library sizes, the estimatedSize‐
Factors function was used in deseq2 version 1.16.1 (Love, Huber, & 
Anders, 2014). From this, a normalized count table was generated, 
which was used in all subsequent differential expression analy‐
ses and is available from Dryad.

2.5 | Principal component analysis and 
outlier removal

Counts were first transformed with a regularized‐logarithm transfor‐
mation (rlog) with deseq2. A principal component analysis was then 
plotted using the rlog counts to ascertain the clustering of sample‐
to‐sample expression. The rlog transformation was only applied to 
visualize the ordinates of principal components and was not used in 
other analyses. Each variable (temperature, phase, hour, individual) 
was identified to determine which variable summarized the variance 
between the first and second principal component. Different indi‐
viduals were tightly clustered in this analysis with the exception of 
two samples that grouped within different individual clusters (Figure 
S2). Due to the extremely consistent pattern of these data, it is pos‐
sible these samples were mislabelled, so these two points were re‐
moved from analyses, giving a total of 209 samples.

2.6 | Differential expression analyses

To determine which genes were differentially expressed as a result 
of environmental and experimental interactions, various likelihood 
ratio tests (LRTs) were applied using deseq2. Each LRT distinguishes 
deviances in the goodness of fit between a specified full general‐
ized linear model with a reduced model. Therefore, the specific 
term or interaction removed from the full model reflects how that 
term or interaction contributes to the full model. A Benjamini–
Hochberg method for multiple testing was applied to adjust p‐val‐
ues (Benjamini & Hochberg, 1995) and genes were filtered based on 
adjusted p‐values <.05 to generate a list of differentially expressed 
genes (DEGs, Table S1). To determine if overlapping DEGs were over‐ 
or under‐represented between analyses, a hypergeometric test was 
performed.

2.7 | Annotation

The annotations of the A. millepora transcriptome were updated by 
performing a sequence similarity‐based functional annotation using 
the blastx algorithm (Altschul, Gish, Miller, Myers, & Lipman, 1990) 
against NCBI's GenBank release 226.0. Sequences were queried 
against the National Center for Biotechnology Information (NCBI) 
protein sequence database to retrieve any corresponding annota‐
tions from related species. blast2go version 4.1.9 (Conesa et al., 
2005) was used to find corresponding gene ontology (GO) terms, 

Enzyme Codes, InterPro and KEGG annotations for each gene 
sequence.

2.8 | Gene set enrichment analyses

Gene set enrichment analysis (GSEA) was conducted with blast2go 
version 4.1.9. GSEAs are useful to highlight over‐represented sets of 
GO terms for each list of DEGs. blast2go calculates a statistic simi‐
lar to the Kolmogorov–Smirnov statistic by generating enrichment 
scores for each GO term and uses a permutation test to produce 
a null distribution of enrichment scores. The enrichment scores for 
the DEGs are then compared to the null distribution, and it can be 
determined if a GO term is over‐represented.

Normalized counts of genes associated with biologically rele‐
vant GO terms determined significant from GSEAs were plotted 
on a heat‐map using heatmap2 as part of the gplots version 3.0.1 
(Warnes et al., 2019) r package. Genes tagged with specific GO 
terms were also visualized individually by displaying average 
counts and 95% confidence intervals using ggplot2 version 2.2.1 
(Wickham, 2016).

2.9 | Hierarchical clustering

Annotated DEGs for each significant GO group identified by the 
GSEAs underwent a hierarchical agglomerative clustering based on 
Euclidian distances of expression patterns using heatmap2 as part 
of the gplots version 3.0.1(Warnes et al., 2019) package in r. The 
clustering process was visualized with heatmaps and a row dendro‐
gram, which illustrates how similar one gene expression pattern is 
to another.

3  | RESULTS

3.1 | Responses to multiple environmental variables

The goal of this study was to explore how multiple environmental 
variables interact to generate changes in gene expression in a reef‐
building coral. Temperature (T), hour of the day (H) and the lunar 
phase (P) were each associated with thousands of DEGs, many of 
which were similar to genes identified in other studies exploring a 
single environmental parameter (e.g., Barshis et al., 2013; data avail‐
able in Table S1). The combined models presented here explored the 
interactions of two or more of these rhythmic environmental pro‐
cesses and identified 3,560 DEGs from different analyses (Figure 1). 
Of those, the majority of DEGs (87.5%) were unique to each analy‐
sis exploring a specific interaction between environmental vari‐
ables. The remaining 447 DEGs were found in two or more analyses 
(Table 1). Using a hypergeometric test, we found that the DEGs 
that overlapped between temperature/hour (TH) and temperature/
phase (TP) analyses were 1.5 times more over‐represented than what 
would be expected compared to a random sampling of genes in the 
data (p = 9.78e‐12). In contrast, the overlapping DEGs between PH 
and TP were 1.51 times under‐represented (p = 2.80e‐06) compared 
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to a random list of genes, suggesting these lists are highly independ‐
ent. The temperature/phase/hour (TPH) results shares most (87%) 
of their DEGs with the other analyses with PH having the majority 
(77%) of the overlapping genes, which is a 28.2‐fold increase over 
expectation (Table 2).

3.2 | The interaction of temperature and 
daily rhythms

Genes regulating biological clocks are commonly expressed in si‐
nusoidal cycles that peak and fall over 24‐hr periods. While tem‐
perature effects on daily cycles have been explored in other phyla, 
including arthropods (Kaneko et al., 2013) and fungi (Dunlap & Loros, 
2016) as well as short‐term effects on circadian transcription in bi‐
valve mussels (Connor & Gracey, 2011), interactions between these 
variables remain poorly understood. Our second analysis identified 
1,316 genes (p < .05, FDR < 0.05, Table S1) that displayed differential 
expression interactions between temperature and hour of the day 
in A. millepora. GSEA (see Section 2) of this group of DEGs indicated 
that the top two processes represented are “rhythmic process” and 
“circadian rhythm” (Table  S1). The expression profiles of genes in 
these groups are illustrated in Figure 2. Many genes differ in the 
amplitude of expression level over a 24‐hr cycle (e.g., cycle, cry1.3 
and clock), similar to circadian genes in other ectothermic organ‐
isms (Dunlap & Loros, 2016). In contrast to this pattern, one of the 
most striking temperature responses is in lark/rbm4, which displays a 
strong peak at noon at the high summer temperature, but no increase 
in daytime transcription at low winter temperatures (Figure 2). Lark 
encodes an RNA‐binding protein that has been shown to regulate 

translation of casein kinase 1δ/1ε (CKI) by promoting the production 
of specific alternative transcripts (Huang, McNeil, & Jackson, 2014). 
CK1 in turn kinases and regulates the activity of multiple clock pro‐
teins such as period, clock and pdp1 (Price, Fan, Keightley, & Means, 
2015). While cnidarians have no identified period orthologue, and 
CK1 acts at the protein level, homologues of both clock and pdp1 
(bzip1 and bzip3) are also present in the DEGs in this group along 
with lark. Lark/rbm4 has also been reported to regulate splicing of 
mef2 in mammals (Lin, 2015). No major phase shifts in clock gene 
transcription cycles were observed, although they were common in 
other groups of genes identified in the GSEA, including “cellular re‐
sponse to stress” (Figure 2).

The representation of the “cellular response to stress” genes 
as the next highest GSEA signature in response to temperature 
and daily rhythm interactions indicates that these genes undergo 
complex cycles of transcription under normal conditions, an obser‐
vation previously made with regard to coral diel cycles (Levy et al., 
2011). Our results demonstrate that these diel cycles also interact 
with changes in temperature in such a way that genes in this group, 
for example heat shock proteins grp94 (an hsp90) and dnajb11 (an 
hsp40), change over both time and temperature and represent nor‐
mal variation in expression. One fascinating aspect of the response 
of these genes to temperature is that profiles for both of these genes 
show robust expression peaks at midday and afternoon at summer 
temperatures, corresponding to the normal time of maximal tem‐
perature on the reef (Figure 2). This noon/early afternoon peak is 
maintained in our stabilized experimental setup with constant tem‐
peratures over many weeks, indicating that these genes have been 
selected to be expressed at highest levels in the time window when 

TA B L E  1  Likelihood ratio tests used for each analysis

Likelihood ratio test Acronym Full model Reduced model

Temperature × Hour TH ~genotype + temperature + phase + hour  
+ temperature:phase + temperature:hour + phase:hour

~genotype + temperature + phase  
+ hour + temperature:phase + phase:hour

Temperature × Phase TP ~genotype + temperature + phase + hour  
+ temperature:phase + temperature:hour + phase:hour

~genotype + temperature + phase  
+ hour + temperature:hour + phase:hour

Phase × Hour PH ~genotype + temperature + phase + hour  
+ temperature:phase + temperature:hour + phase:hour

~genotype + temperature + phase  
+ hour + temperature:phase  
+ temperature:hour

Temperature × Phase × Hour TPH ~genotype + temperature + phase + hour  
+ temperature:phase + temperature:hour  
+ phase:hour + temperature:phase:hour

~genotype + temperature + phase  
+ hour + temperature:phase  
+ temperature:hour + phase:hour

TA B L E  2  Hypergeometric test on overlapping gene representation table

Terms

TPH TP TH

Fold 
enrichment

Hypergeometric 
p‐value Fold enrichment

Hypergeometric 
p‐value Fold enrichment

Hypergeometric 
p‐value

TP ↑ 9.41 p < .0001        

TH ↑ 5.88 p < .01 ↑ 1.50 p < .0001    

PH ↑ 28.2 p < .0001 ↓ 1.51 p < .0001 NA p = .085

Abbreviation: NA, not applicable; PH, Phase × Hour; TH, Temperature × Hour; TP, Temperature × Phase; TPH, Temperature × Phase × Hour.
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the corals are most likely to be exposed to the greatest heat stress 
(Hofmann & Somero, 1995; Ruiz‐Jones & Palumbi, 2017). These cy‐
cles have reduced amplitude at low winter temperatures, coincident 
with there being a lower likelihood of thermal stress. The majority of 
stress genes illustrated in Figure 2 show this pattern, although there 
are exceptions, such as dmap1 which is expressed at its highest levels 
throughout the daily cycle in cool versus warm conditions, txndc5, 
which has the opposite pattern, and a group of stress genes peaking 
in the early morning in cool versus warm conditions (e.g., wdr40 and 
pold1, Figure 2). The normal and very stable cycles of expression of 
these genes should be taken into account by studies sampling corals 
on different dates or at different temperatures, especially studies 
concerned with the effects of thermal stress.

3.3 | The interaction of temperature and 
lunar rhythms

Just as diel patterns of transcription changed in response to tem‐
perature shifts, so do patterns of gene expression associated with 
the lunar phase. In this case, our analysis found 1,665 genes with 
significant differences in transcription associated with the interac‐
tion between the lunar phase and seasonal temperature (p  <  .05, 
FDR < 0.05, Table S1). While biological rhythms were the dominant 
group of genes that changed in their diel patterns with temperature 
(Figure 2), the longer‐phase lunar cycle is impacted by temperature 
very differently. The major effect here is on transcription factors and 
genes associated with developmental processes (Figure 3), in addi‐
tion to multiple groups regulating amino acid metabolism (Table S1). 
A wide range of lunar phase pattern changes occurs with a shift in 
temperature, from the level of expression, peak phase to the number 
of phase peaks (Figure 3). Two genes showing dynamic and iden‐
tical patterns, stat5 and spdef, interact directly in mammalian cells 
(Park et al., 2007). These genes, along with atrx and elk1, shift from 
a 2‐week periodicity at low winter temperature to a broader single 
peak over the first quarter and full moons at the higher summer tem‐
perature (Figure 3). A 2‐week periodicity in maxima has been previ‐
ously described across a lunar cycle (Oldach et al., 2017) and is also 
visible in the eya gene, a clock gene that has also previously been 
shown to shift transcription across a lunar cycle in coral (Brady et 
al., 2016). Eya is also one of the few genes in this set regulating bio‐
logical rhythms. One additional potential clock gene is the timeless 
interacting protein, tipin (Figure 4), which has a pattern highly similar 
to eya.

In addition to the functional groups identified by GSEA, some 
smaller sets of DEGs have intriguing functions. One such example 
is a set of seven genes associated with thyroid hormone signalling, 
including eya (discussed above), deiodinase (dio), thyroid peroxidase 
and putative thyrotropin/thyroid stimulating hormone receptors 
(thsr). Of these, dio, eya and thsr.4 display highly similar and unusu‐
ally dynamic expression profiles (Figure 4). Thyroid hormone plays 
a core role in seasonal reproductive transitions in a wide range of 
organisms (Hazlerigg & Loudon, 2008) and seasonal breeding is 
blocked by thyroidectomy in mammals (Lincoln & Hazlerigg, 2014) 

but has not previously been implicated in this role in lunar tim‐
ing systems, other than in seaward migrations and smoltification 
in salmon (Grau, Dickhoff, Nishioka, Bern, & Folmar, 1981). The 
differential expression of this gene set in corals in response to 
temperature and the lunar phase implicates thyroid hormone‐like 
signalling in reproductive timing in Cnidaria. While steroids and 
iodinated compounds have been identified in cnidarians (Tarrant, 
2005) they remain poorly characterized (Markov et al., 2009), and 
this finding warrants further research to determine if they play 
any role in corals. Other interesting genes that shift lunar expres‐
sion with seasonal temperatures include calmodulin and calmod-
ulin dependant kinase type II (camkII) (Figure 4). The camkII locus 
was identified as undergoing significant selection between marine 
midge populations with different lunar emergence times, and cam-
kII splicing patterns are correlated with population emergence tim‐
ing (Kaiser et al., 2016). We cannot evaluate splicing changes with 
our methodology and therefore cannot disambiguate changes in 
expression and splicing at this time, but our results clearly indicate 
that calmodulin/camkII‐driven processes display differential tran‐
scription across temperatures and the lunar phase in corals and 
that these genes may be broadly utilized in marine invertebrate 
long‐phase timing systems. The involvement of calcium signalling 
in corals has been previously been noted (Crowder et al., 2017; 
Hilton, Brady, Spaho, & Vize, 2012; Kaniewska et al., 2015).

3.4 | Interaction between the lunar phase and 
daily rhythms

There were 1,015 genes that were differentially expressed due to 
the interactions of the lunar phase and daily rhythms and the major‐
ity (80%) of these genes are strikingly different from those discussed 
above. Furthermore, these genes are largely different from those we 
expected and predicted in previous publications (Brady et al., 2016; 
Oldach et al., 2017). The majority of enriched terms identified by a 
GSEA of interacting genes were associated with post‐transcriptional 
control, including the terms mRNA processing, RNA processing, 
mRNA metabolic process and translation (Table 3, for full results see 
Table S1).

The expression pattern of the top 50 genes showing interac‐
tions between the lunar phase and daily rhythms are shown as a 
heatmap in Figure 5. Groups of genes peak in their daily rhythms 
of transcription at different lunar phases with the exception of the 
first quarter moon, which does not have any phase‐specific gene 
peaks in this subset. Examples of distinct patterns of expression 
are most clear between the full and new moon (Figure 5). During 
a 24 hr cycle under a full moon, where there is no real period of 
darkness, most interacting genes peak (e.g., eif3a, lark.1, rbm25.1) 
between 12 noon and 4 p.m. During a new moon, some genes dis‐
play a similar peak while a novel group peaks at 10 p.m. (e.g., furin, 
npc1), extending to 4 a.m. in the unique case of mef2. In addition 
to post‐transcriptional regulation, ion transport and a melatonin 
receptor are noteworthy differentially regulated processes in this 
group (Table S1).
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3.5 | Interaction of temperature, the lunar 
phase and daily rhythms

While the pairwise interactions described above typically identified 
about 1,000 DEGs, as expected genes showing differential expres‐
sion considering the interactions between all three factors (tempera‐
ture, the lunar phase and hour of the day) comprised a much smaller 
group of 32. Selected examples of these are illustrated in Figure 6 and 
the full set, including unannotated genes, is listed in Table S1. Many 
of the identified genes had ambiguous annotations, such as tar1, and 
searching updated databases failed to identify informative func‐
tions for many of these genes. The top DEG is mef2 (p = 3.04E‐08), 
a transcription factor that has been described as acting as a “lynch‐
pin” in transcriptional circuits regulating embryological develop‐
ment (Potthoff & Olson, 2007), and is also known to participate in 

the control of biological clocks (Blanchard et al., 2010). In Drosophila, 
the mef2 promoter responds directly to the clock/cycle protein dimer 
and drives both elements of the clock itself, as well as various clock‐
regulated processes such as diel cycles of plasticity in lateroventral 
neurons (Sivachenko, Li, Abruzzi, & Rosbash, 2013). The expression 
of a developmental master regulator in response to the interaction of 
all three variables (seasonal, lunar and daily) is particularly fascinating 
given the recent proposal that cyclical expression of such genes may 
control long‐phase circannual rhythms by driving periodic pulses of 
stem cell differentiation and tissue remodelling (Lincoln & Hazlerigg, 
2014). While mef2 has been shown to control diel processes, such as 
the neuronal remodelling just mentioned, our evidence indicates that 
it also participates in longer‐period cycles, such as lunar or seasonal.

Other genes that displayed changes of expression in response to 
all three environmental variables include hnrnpa1 (p = .035), which has 

F I G U R E  2  The interaction of temperature and daily rhythms. (a) Heatmaps of differentially expressed genes from the interaction of 
temperature and hour of the day, which were annotated by the GO terms “Rhythmic process” and “Cellular response to stress.” Gene 
counts were transformed into row z‐scores and then genes were hierarchically clustered based on Euclidean distance, and this clustering 
is represented through a dendrogram. (b) Daily expression plots of select genes. Solid lines represent the mean counts (log2), shaded areas 
(blue and red) are 95% confidence intervals, and grey areas denote nighttime. Hour indicates local clock hour (time of day)
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been demonstrated to regulate mef2 expression and splicing in mam‐
malian cells and also exerts post‐transcriptional control over multiple 
biological clock genes such as vrille/Nfil3 (Kim et al., 2017). A second 
heterogeneous nuclear ribonucleoprotein (hnRNP) responding to all 
three variables, the hnrnpk gene (p = .006), also regulates splicing and 
interacts with biological clocks (Nolte & Staiger, 2015). The fact that 
three genes with closely related clock functions all show differential 
responses to the interaction of the three environmental variables ex‐
amined suggests that a core group of genes integrating developmental 
processes and biological clocks are regulated by a post‐transcriptional 
mechanism. The transcriptional profiles of both hnrnpa1 and hnrnpk can 
be observed to be approximately in antiphase to the expression of mef2, 
and also differ in lunar/temperature responsivity; both hnrnpa1 and hn-
rnpk show the greatest temperature differences at the full moon phase, 
while mef2 shows the greatest difference at the new moon (Figure 6). 

Interestingly, post‐transcriptional control in a long‐range rhythm has 
been described for calmodulin kinase 2 (camkII), which has been associ‐
ated with changes in lunar emergence timing in a marine midge (Kaiser 
et al., 2016), Clunio marinus, and this mechanism may be broadly uti‐
lized in long‐range timing systems. Post‐transcriptional processes were 
also the dominant response to lunar phase/hour of the day interactions 
discussed above (Figure 5; Table 3). Other genes responding to these 
environmental variables also involved in regulating developmental pro‐
cesses include a third slicing regulator srsf4, the global epigenetic regu‐
lator p300/histone acetylase and the peptidase furin (Table S1).

3.6 | Dynamic data visualization

In addition to the results displayed in the Figures 2‒6 and Table S1, 
the complete set of these results can be visualized via a novel web 

F I G U R E  3  The interaction of temperature and lunar rhythms. (a) Differentially expressed genes from the interaction of temperature 
and the lunar phase, annotated as “Transcription regulatory activity” and “Developmental process.” Methods were as in Figure 2. (b) Daily 
expression plots of select genes. Solid lines represent the mean counts and shaded areas (blue and red) are 95% confidence intervals. The x‐
axis indicates the lunar phase: open circle indicates a full moon, filled circle is a new moon and half circles represent the appropriate quarter 
moons



     |  3637WUITCHIK et al.

tool. The http://coral​time.org system searches the read‐count table 
of the entire data set and displays results on a graph with the clock 
time on the x‐axis and the level of expression on the y‐axis (Figure 
S3). Checkboxes allow data from different lunar phases or tempera‐
tures to be added or removed as desired. This system allows re‐
searchers exploring different biological questions to interrogate our 
results without the need for bioinformatic analyses of the raw data.

4  | DISCUSSION

Thousands of genes change their level of expression in A. millepora 
in response to seasonal temperatures, the lunar phase and hour of 
the day (Figure 1; Table S1). Interactions between these variables, 

identified by changes in transcription in response to two of these fac‐
tors, change over 1,000 genes in all two‐way combinations tested. 
Given that so little is known about how long‐phase rhythms are regu‐
lated, the scale of this response is remarkable. Post‐transcriptional 
regulators were members of both temperature/phase/hour and tem‐
perature/hour data sets and predominated phase/hour interactions. 
We propose that post‐transcriptional control may be a major theme 
in the regulation of rhythmic processes in coral, including long‐phase 
seasonal and lunar cycles. An example of post‐transcriptionally driven 
patterns of camkII activity over a lunar month has been reported 
(Kaiser et al., 2016) and camkII is also differentially expressed in our 
results (Figure 4), indicating this kinase may be a broadly used fac‐
tor in long‐phase timing systems. The fact that our top DEG showing 
interactions in expression to all three variables (mef2) is itself known 

F I G U R E  4  Temperature and lunar 
phase profiles of camk and thyroid 
hormone‐associated genes. Methods were 
as in Figure 2. Solid lines represent the 
mean counts and shaded areas (blue and 
red) are 95% confidence intervals. The x‐
axis the indicates the lunar phase, and the 
symbols match those in Figure 3
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to be regulated by another top gene (hnrnpa1, expressed in antiphase 
to mef2) indicates our strongest response identified by RNA‐sequenc‐
ing may be due to a post‐transcriptional rather than transcriptional 
mechanism. Our results also demonstrate that circadian processes, 

visualized through transcription of biological clock‐associated genes, 
undergo large‐scale changes in response to seasonal temperature, also 
potentially due to post‐transcriptional control through lark/rbm4.

Differential expression of genes associated with the cellular re‐
sponse to stress are often found in coral studies modelling climate 
change or temperature flux in coral (e.g., Barshis et al., 2013). We 
demonstrate that many stress genes undergo complex cycles of 
transcription under stabilized conditions over the 46  days of our 
experiment. Such stress gene cycles that persist over a few days 
were noted by Levy et al. (2011), who also found that these genes 
continue to be expressed under constant darkness for 48 hr. Our 
results show that these stable patterns change with seasonal tem‐
perature, and this finding has two key implications. First, heat stress 
expression profiles are tuned over time to match average local envi‐
ronmental parameters. These cycles are matched to prevailing tem‐
perature peaks and are dampened at lower temperatures when the 
response is less likely to be crucial. This hard‐wired expression is in 
contrast to the “frontloading” hypothesis (Barshis et al., 2013) that 
proposes prior stress directly primes for subsequent stress events, 
as opposed to genetically selected and programmed cycles of stress 

TA B L E  3  Top gene set enrichment analysis sets responding 
to interactions between the lunar phase and daily rhythms. All 
nominal p‐values were <.05

Gene ontology name Gene set size FWER p‐value

mRNA processing 20 .005

RNA processing 33 .026

mRNA metabolic 
process

23 .118

Amide metabolic 
process

24 .3

Peptide metabolic 
process

24 .324

Translation 24 .331

Abbreviation: FWER, family‐wise error rate.

F I G U R E  5  Heatmaps of the top 50 
differentially expressed genes from the 
interaction of phase and hour of the day. 
Gene counts were transformed into row z‐
scores and then genes were hierarchically 
clustered based on Euclidean distance, 
and this clustering is represented through 
a dendrogram. The x‐axis indicates the 
lunar phase, and the symbols match those 
in Figure 3
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gene expression such as we observe. Our results fit well with the 
genetic background adaptation to heat stress described by Dixon 
et al. (2015) and first hypothesized by Hofmann and Somero (1995). 
Second, studies comparing gene expression in coral at multiple time 
points (e.g., heat stress associated with climate change or reproduc‐
tive event assessment) need to take normal long‐range cycles of ex‐
pression into account before concluding that changes in expression 
are the result of a particular variable. One limitation of our study 
comes from a lack of replicate treatment aquaria. Considerable 
efforts were taken to mitigate confounds between experimental 
aquaria, and both set‐ups received continuous water supply from 
the same source and had identical lighting. While we are confident 
that the differences between treatments are in all likelihood from 
temperature, tank effects may have occurred and replicate aquaria 
should be used to verify these results in future experiments.

Finally, genes controlling developmental programmes are rep‐
resented in the top genes of both temperature/phase/hour and 

temperature/phase interactions. As each of our samples was the tip 
of a coral branch (Figure 1), it included an axial polyp and around 100 
radial polyps. The axial polyp has higher levels of gene expression 
associated with developmental processes, such as the wnt, notch 
and bmp pathways (Hemond, Kaluziak, & Vollmer, 2014), but only 
makes up around 1% of each sample. If axial tip growth and division 
varied between temperatures, over a lunar month, and over a 24‐hr 
day, then this percentage could vary and potentially impact our re‐
sults. Arguing against this possibility is the lack of evidence that tip 
growth rates cycle across a lunar month, which is where we find the 
strongest developmental gene signature. If the vast bulk of sampled 
radial polyps were utilizing developmental genes to respond to en‐
vironmental signals, this would better explain our results and seems 
much more likely. Developmental genes also participate in waves 
of histogenesis from stem cell reservoirs, as have been proposed to 
control long phase clocks and can be observed in both mammals and 
birds (Lincoln & Hazlerigg, 2014). The large sets of developmental 

F I G U R E  6  The three‐way interaction 
between temperature, lunar phase and 
hour of the day indicates that post‐
transcriptional processes and the mef2 
gene are key responses. Daily profiles of 
read counts (log2) for mef2, hnrnpa1 and 
hnrnpk were all statistically significant 
under a three‐way interaction between 
temperature, lunar phase and hour of the 
day. The open circle indicates a full moon, 
filled circle new moon and half circles the 
appropriate quarter moons. Solid lines 
represent the mean counts and shaded 
areas (blue and red) are 95% confidence 
intervals
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genes that vary in their expression between seasonal temperatures, 
across a lunar month, and over a day provides strong support for 
cyclical waves of ontogeny over multiple time scales in a reef‐build‐
ing coral. In addition to identifying novel transcription associated 
with multiple environmental variables, our results show that even 
in a stabilized system, the transcriptome is extraordinarily dynamic. 
Exploring this dynamism will be essential to truly understand not 
just timing systems but how corals interpret their environment in 
the natural world.
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