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A B S T R A C T   

Multivariate Adaptive Regression Splines (MARS) is a useful non-parametric regression analysis 
method that can be used for model selection in high-dimensional data. Since MARS can identify 
and model complex, non-linear relationships between the dependent variable and independent 
variables without requiring any assumptions, it has advantage over simple linear regression 
techniques. Also, for simplifying the model building process and preventing overfitting, MARS 
can select automatically the variables to be included in the model, which is useful for datasets 
with many variables. While MARS is a flexible non-parametric regression method, generalized 
cross validation (GCV) technique is used within the MARS framework to avoid overfitting and to 
select the best model. GCV criterion is widely used and can be effective in many situations, 
however it has some criticism. These criticism are the arbitrary value of the smoothing parameter 
used in the algorithm of the GCV criterion and the models obtained using this criterion are high- 
dimensional. In this paper, it is aimed to obtain the barest model that best explains the rela
tionship between the dependent variable and independent variables by using alternative infor
mation criteria (Akaike information criterion (AIC), Schwarz Bayesian criterion (SBC) and 
information complexity criterion (ICOMP(IFIM)PEU)) instead of the use of smoothing parameters 
in order to put an end to the criticism. To achieve this goal, a simulation study was first conducted 
with a data set composed of variables that do and do not contribute to the dependent variable to 
test the success of the information criteria. As a consequence of this simulation work, when 
variables (which do not contribute to the dependent variable) are not included in the regression 
model, it demonstrates the success of the criteria in model selection. As a real data set, the reasons 
for loan defaults were investigated between the years 2005–2019 by utilizing data from 18 banks 
operating in Türkiye. The results obtained reveal the success of ICOMP(IFIM)PEU criterion in 
model selection.   

1. Introduction 

Multivariate Adaptive Regression Splines (MARS) is a non-parametric regression analysis method. In other words, it makes less 
assumptions about the form of the underlying relation between the independent variables and the dependent variable. Flexibility, 
interactions, piecewise linearity and model selection are some key characteristics of the MARS technique. By means of model selection 
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MARS uses a two-step process (a forward step and a backward step) to build the model based on certain criteria like generalized cross 
validation (GCV) [1]. However, it has some certain limitations that can attract criticism. The first criticism is the arbitrary value of the 
smoothing parameter used in the algorithm of the GCV criterion, while the second one is the models obtained using this criterion are 
high-dimensional [2]. Despite the criticism, MARS has been used as a successful model selection tool as a non-parametric modeling 
technique in many fields of science. For example; effect of gender on musculoskeletal disorders [3]; possible impact of climate change 
on temperature and precipitation parameters in the Eastern Black Sea region [4]; how the use of traditional media and social media 
effect the political attitudes and behaviors of citizens [5]; worldwide cases of rockburst due to severe damage to infrastructures and 
facilities, and factors triggering these rockburst and the rockburst intensity [6] and comparison of the effectiveness of Islamic bank in 
developed and developing countries and the relationship between the efficiency of these banks with gross domestic product (GDP) and 
Sharia Supervisory Board [7] are examined using MARS technique. Model selection performances of the MARS method (which is 
obtained by using the GCV criterion) and the Random Ensemble MARS (REMARS) method (which is obtained by using the random 
forest algorithm) are compared. For more reliable results, MARS model is recommended for large datasets, while REMARS model is 
recommended for small datasets [8]. 

Some of the studies on information criteria in the literature are as follows: the relationship of obesity with age, height, weight and 
different parts of the body is investigated by using information complexity (ICOMP) criterion as the fitness function in the MARS 
technique [2]. It has been claimed that the inverse of the Gram matrix of the Elastic Net (EN) modelling method can not be calculated, 
so this method cannot be used for model selection of undersized samples with high-dimensions. To overcome this problem, a new 
adaptive elastic net (AEN) approach is proposed using the ICOMP criterion [9]. The performances of Akaike information criterion 
(AIC) and ICOMP criteria are compared. As a result of the comparison, ICOMP criterion based on M, S and MM estimators (The S and 
MM estimations are improved versions of the M estimation based on the maximum likelihood method [10]) is being proposed [11]. 
The relationship between energy consumption and the amount of CO2 is examined by comparing the AIC, Akaike information criterion 
corrected (AICC), Schwarz Bayesian criterion (SBC) and Hannan-Quin information criterion (HQC) [12]. Since criteria such as AIC and 
Bayesian information criterion (BIC) have a tendency to overfit in model selection in high-dimensional data; EBIC (extended BIC), 
EBIC-Robust and EFIC (it is formed by combining extended fisher information criterion and EBIC) have been proposed instead of these 
criteria. The results showed that the EBIC-Robust criterion performed better in model selection compared to the EFIC and EBIC criteria 
[13]. 

The main purpose of this study is to find the barest model that explains the dependent variable in the MARS technique by using 
alternative information criteria (AIC, SBC, ICOMP(IFIM)PEU) instead of the GCV criterion and to put an end to the criticism about the 
arbitrary value of the smoothing parameter. Firstly, we introduce the MARS technique and GCV criterion, then we give the definitions 
of AIC, SBC and (ICOMP(IFIM)PEU) criteria, respectively. Finally, the success of the information criteria in model selection is examined 
with a simulation study and the study is continued on a real dataset. The dataset used in this study is based on the real data of 18 banks 
operating in Turkey for a 15 year period, 2005–2019. The reasons of non-performing loans (NPL) are being examined by using this 
dataset. Compatible with the relevant literature, in this study NPL ratio is taken as the dependent variable while inflation, industry 
production index, exchange rate, unemployment, interest rate, imports, exports and gross domestic product (GDP) are taken as the 
independent variables. 

2. Multivariate adaptive regression splines 

MARS, developed by Friedman in 1991, is a multivariate non-parametric regression. Using ‘smoothing splines’ technique, the 
MARS method provides both innovation and a great convenience in terms of interpreting the variables and their interactions [1]. 
MARS, which can estimate models of high dimensional datasets, is a powerful and useful method. The form of MARS is 

Y = β0 +
∑M

m=1
βmBm(x)+ ε  

where x = (x1, x2,…, xp)
T , the error term ε is normally distributed with zero expected value and constant variance M is the number of 

the basis functions (BFs), Bm(x) is the m th BF, β0 is the coefficient for the constant, and βm is the coefficient for the m th BF. The m th BF 
form is as follows 

Bm(x)=
∏Km

k=1

[
Skm.

(
xv(k,m) − tk,m

)]

+

Here; Km represents the number of truncated linear functions, that is, multiplied in the m th each basis function xv(k,m) is the vector of 
independet variable, tk,m is the knot value (breakpoint), and Skm = ±1. 

MARS method performs model selection in two stages. First stage is the forward selection stage in which all possible basis functions 
are obtained and thus the model with maximum complexity is formed. The second stage is the backward elimination stage, where the 
complexity of the model is reduced [1,14]. At this stage, the basis function that causes an increase in the residual sum of squares are 
eliminated at each process. This process continues until the GCV criterion reaches its minimum value for the overall model [15]. The 
MARS technique uses GCV criterion for model selection [16]. GCV criterion is used as a measure for the degree of fit of accuracy of the 
model [17]. Additionally, using GCV in MARS, then it yields to the lack-of-fit (LOF) of the model [14]. 
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LOF( f̂ M)=GCV(M)=
1
n

∑n

i=1
(yi − f̂ M(xi))

2

(
1 −

P(M)∗

n

)2 (1)  

P(M)= trace
(

B
(
BT B

)− 1BT
)
+ 1 (2)  

P(M)
∗
=P(M) + dM  

GCV is associated with the idea of minimizing residual sum of squares [18]. In (1); yi is the i-th observed response variable vector, ̂f M is 
the MARS estimate model based on the basis function, xi is the i-th observed independent variable vector, xi = (xi1,…, xip)

T
,i = (1,…,

n), the number of observations in the dataset is denoted by n, the number of BFs in the model is denoted by M, the matrix of BFs with 
dimension Mxn is represented by B. P(M) in (2) represents the penalty measure for complexity, and d is defined as the smoothing 
parameter. A large value of d means obtaining a barest model estimation (i.e., resulting in fewer BFs) [1,2]. As the model is pruned, 
eliminated values are called as penalty. Studies in recent years show that for d, the best value is in the range 2 ≤ d ≤ 4 [1,19]. The best 
MARS model is the one that has the minimum GCV measurement [1,2,19]. However, there are some aspects of the GCV criterion that 
can attract criticism. These criticism are that the smoothing parameter used in the algorithm of the GCV criterion is arbitrary value and 
the models obtained using this criterion are high-dimensional [2]. 

The more number of the variable data, the harder to get and interprete the regression equation. MARS technique is used to make the 
model which has the same regression structure as in the first figure to make it more understandable. MARS method makes the 
quadratic or cubic model formed in the forward step free from this complex structure and makes it piecewise linear see Fig. 1 The aim is 
to get the barest model that has the highest information that balances the overfitting and lack-of-fit of the model. 

3. Information criteria 

Considering the terms “model selection (i.e., finding the barest model that ‘best explains the dependent variable’, ‘consisting of 
independent variables’ and ‘contains the most information’)” and “Occam’s Razor or law of parsimony (i.e., the simpler one is 
considered to be better in the presence of two competing theories making the same predictions)”, it is very important to take account 
the complexity of the model. Thus, in model selection it is aimed to find the barest model by using the alternative informative criteria 
(AIC, SBC and ICOMP(IFIM)PEU) given below. 

3.1. Akaike information criterion (AIC) 

AIC was suggested by Akaike in 1973 as “minus two times the log likelihood plus two times the number of model parameters”: 

AIC= − 2logL(Q̂) + 2k  

where L( ⋅) represents the likelihood function, Q̂ is the maximized likelihood (ML) estimate of parameter vector Q and k is the number 
of the independent parameters [20,21]. The term − 2logL(Q̂) measures the model fit. The more information about the model, the larger 
the value 2logL(Q̂), but because of the minus sign the value of the first term − 2logL(Q̂) will be smaller [1]. As it is well known, as the 
number of variables or parameters in a model increase, the model is explained more better and its variances get smaller. It is not correct 
to add parameters to the model just to increase the explanation percentage of the model. This situation does not coincide with the 
concept of finding the best model using the least number of parameters in the model selection definition. For this reason, in order to 

Fig. 1. An example indicating the formation phase of the MARS model 
(a) Modelling with complex regression model, (b) MARS modelling with truncated linear function. 
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prevent the unnecessary increase in the number of parameters, the information criteria includes a penalty term that increases the value 
of the criteria as the number of parameters increase. Thus, when an unnecessary parameter is added to the model, the penalty term will 
increase the value of the information criterion and make the selection of the model difficult. 

3.2. Schwarz Bayes information criterion (SBC) 

SBC, has been suggested by Schwartz in 1978 and is closely releated to the AIC. The formula of SBC differs only from that of the AIC 
in the second term; SBC’s penalty term klog(n) is greater than AIC’s 2k. So, the model selected with SBC is expected to the smaller or 
equal in size than the model selected with AIC [22]. 

SBC= − 2logL(Q̂) + klog(n)

3.3. ICOMP(IFIM)PEU criterion 

ICOMP is a criterion defined by Bozdoğan in 1988 [23–27]. ICOMP uses the covariance complexity of the model as a penalty term 
instead of the number of free parameters. It aims to find the best balance between overfitting and lack-of-fit of the model. Moreover, it 
does this by finding the barest model that contains the most information [23]. The general form of ICOMP is 

ICOMP= − 2logL(Q̂) + 2C1(Ʃ) (3)  

where L( ⋅) represents the likelihood function, Q̂ is the maximized likelihood (ML) estimate of parameter vector Q, C1 corresponds to 
the complexity measure and finally Ʃ represents the estimated covariance matrix of the parameter vector. Using the inverse Fisher 
information matrix 

F̂
− 1

=

{

− E
(

∂2logL(Q)

∂Q∂Q′

)

Q̂

}− 1  

instead of the covariance estimation in (3), we obtain 

ICOMP(IFIM)= − 2logL(Q̂) + 2C1
(

F̂
− 1)

where 

C1
(

F̂
− 1)

=(M + 1)log

⎡

⎢
⎢
⎣

trσ̂2
(B′B)− 1

+ 2̂σ
4

n

M + 1

⎤

⎥
⎥
⎦ − log

⃒
⃒σ̂2

(B′B)− 1⃒⃒ log
2σ̂4

n  

and 

Cov
(

β̂, σ̂2)
= F̂

− 1
=

⎡

⎢
⎣

σ̂2
(B′B)− 1 0

0
2σ̂4

n

⎤

⎥
⎦

here, M shows the number of BFs in model while B shows the number of free parameters. 
The ICOMP(IFIM) criterion is improved as a Bayesian criterion by maximizing the posterior expected utility (PEU), which is given 

by 

ICOMP(IFIM)PEU = − 2logL(Q̂)+ k(1+ log(n)) + 2C1
(

F̂
− 1)

that provides severe penalization for the excessive parameterization with the k(1+log(n)) term [25,27]. And thus, a simple MARS 
model than AIC and SBC will be obtained [2]. 

4. Simulation study 

A simulation study is carried out to test the success of the information criteria used in MARS in model selection. For the simulation 
study the program RStudio is used. Firstly, 10 independent variables containing 100 observations are generated from a uniform 
distribution between 0 and 1. The first 5 variables are selected as contributing variables to the model, and the last 5 as non-contributing 
variables. So the correct model would be expected to contain the first five variables x1, x2, x3, x4 and x5. This selection will show the 
success of the information criteria in model selection. 

Afterwards, the knot point for each variable is assigned as 3 [1]. In other words, knot points will be occurred in each 33 data. Thus, 
for each variable there occurs 3 BFs. Error variable vector is also generated by using standard normal distribution ε ∼ N(0, 1). Finally, 
the vector y is constructed with the initial equation y = 10 sin(πx1x2) + 20(x3 − 0.5)2 

+ 10 x4 + 5 x5 + 0.5 ε [2]. In this way, x matrix 
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and y, ε vectors are obtained. 30 BFs, 3 from each variable, are obtained and 60 BFs are formed with mirror functions. Another 
advantage of MARS is taking the variables interaction to the effect of the model into consideration. When the interactions of 60 basis 
functions {BF1BF2, …BF1BF60, BF2BF3, …BF2BF60, BF3BF4, …BF3BF60, …BF58BF60, BF59BF60} is created, a total of 1770 BFs 
containing binary interactions will be obtained. 1831 variables are created, 60 of which are BFs with main effect (non-interacting), 
1770 BFs with interaction and y vectors. Thus, our data set has turned into high-dimensional data (see Table 1).where xi,j is the i-th 
observation value of the variable xj for i = 1,…,100 and j = 1,…,10, knotxj,t is the t-th knot value obtained from the variable xj t = 1,2, 
3. Note that the first column above corresponds to BF1, second column corresponds to BF2 and the 1830-th column corresponds to 
BF59BF60. With the new variables (1830 new BFs variables will be used instead of the previous 10 X variables), the MARS model will be 
created. At this stage, the barest model is founded by using the alternative information criteria instead of the GCV criterion used by the 
MARS technique in model selection. The MARS models obtained using GCV and other information criteria, and the ANOVA decom
position table obtained using GCV and ICOMP(IFIM)PEU criteria are given below: 

MARS model obtained by GCV criterion: 

Y= 2.41 + 2.31BF4 + 3.29BF7 + 9.79BF11 + 3.06BF13 – 0.33BF31 + 3.88BF38 + 2.36BF39 + 2.34BF1BF5 – 11.44BF1BF6

+ 4.3BF1BF34  

BF4=max (0, x2 − 0.179) BF7=max (0, x3 − 0.6578)

BF11=max(0, x4 − 0.0158) BF13=max(0, x5 − 0.0255)

BF31=max(0, 0.4922 − x1) BF38=max(0, 0.6367 − x3)

BF39=max(0, 0.1594 − x3) BF1BF5=max(0, (x1 − 0.4922)(x2 − 0.674))

BF1BF6=max(0, (x1 − 0.4922)(x2 − 0.0832)) BF1BF34=max(0, (x1 − 0.4922)(0.179 − x2))

The MARS model obtained using the GCV criterion contains 10 BFs. Three of them are included in the model as interaction 
functions. Interaction variables are x1x2. We can say that GCV criterian’s success is high in model selection as fitted model doesn’t 
contain x6, x7, x8, x9, x10 variables. 

The ANOVA decomposition table of the MARS model obtained with the GCV criterion is given in Table 2. In this table, general 
effects of each variable of the final model on the dependent variables can be seen. The first column gives the number of functions. The 
function number specifies how many different variables the model consist of. The second column gives the standard deviation value 
(denoted by Std). The size of the standard deviation value shows the effect of the related variable on the dependent variable. The 
generalized cross validation (denoted by GCV) values in the third column shows the loss that will occur in the estimations when the 
variables corresponding to these values are removed from the model. The fourth column gives the number of basis functions (denoted 
by BFs) associated with the related variable, and the fifth column gives the number of linear degrees-of-freedom (denoted by D.f.). For 
example; the variable x3 entered the model with a total of 3 basis functions, and when its standard deviation is examined, it is seen that 
it is the most effective variable on the dependent variable. In addition, when we look at the GCV value, we see that the loss in the model 
estimation will be the largest when the x3 variable is removed from the model. As another example, when we examine the x1 variable, 
we see that it has the smallest standard deviation value. Hence this variable can be removed from the model. The GCV value of the x1 
variable shows that when this variable is removed from the model, the loss will be small compared to other variables. After the variable 
x3, the variables x2, x5 and x1x2, respectively, contributed the most to the model, while the variables x1 and x4 contributed the least to 
the model to the other variables. 

Table 1 
Representation of BFs for the new dataset with 1830 independent variables and 100 observations.  

x1,1 − knotx1,1 x1,2 − knotx1,2 ⋯ (x1,10 − knotx10,3)(knotx10,3 − x1,10)

x2,1 − knotx1,1 x2,2 − knotx1,2 ⋯ (x2,10 − knotx10,3)(knotx10,3 − x2,10)

⋮ ⋮ ⋱ ⋮ 
x100,1 −

knotx1,1 

x100,2 − knotx1,2 ⋯ (x100,10 − knotx10,3)(knotx10,3 − x100,10)

Table 2 
ANOVA decomposition that is obtained by using GCV criterion.  

Function Std GCV BF D.f. Variables 

1 3,8909 15,6059 1 2,5 x1 

2 4,4838 20,7241 1 2,5 x2 

3 4,5239 25,0146 3 7,5 x3 

4 3,9784 16,3159 1 2,5 x4 

5 4,4386 20,3087 1 2,5 x5 

6 4,0955 20,5012 3 7,5 x1x2  
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MARS model obtained by AIC criterion: 

Y= − 2.65 + 2.12BF1 − 2.64BF2 + 12.16BF4 + 6.45BF5 + 0.16BF7 + 8.1BF11 + 5.54BF13 − 0.89BF20 − 8.85BF31 − 0.76BF34

− 8.03BF37 + 7.55BF38 − 14.39BF39 + 7.94BF46 − 2.61BF48 + 14.03BF49 + 8.76BF1BF5 + 1.6BF1BF6 + 3.42BF1BF10

− 6.32BF1BF28 − 2.4BF1BF34  

BF1=max(0, x1 − 0.4922) BF2=max(0, x1 − 0.6096)

BF4=max(0, x2 − 0.179) BF5=max(0, x2 − 0.674)

BF7=max(0, x3 − 0.6578) BF11=max(0, x4 − 0.0158)

BF13=max(0, x5 − 0.0255) BF20=max(0, x7 − 0.1337)

BF31=max(0, 0.4922 − x1) BF34=max(0, 0.179 − x2)

BF37=max(0, 0.6578 − x3) BF38=max(0, 0.6367 − x3)

BF39=max(0, 0.1594 − x3) BF46=max(0, 0.9516 − x6)

BF48=max(0, 0.035 − x6) BF49=max(0, 0.7125 − x7)

BF1BF5=max(0, (x1 − 0.4922)(x2 − 0.674)) BF1BF6=max(0, (x1 − 0.49)(x2 − 0.0832))

BF1BF10=max(0, (x1 − 0.4922)(x4 − 0.5186)) BF1BF28=max(0, (x1 − 0.4922)(x10 − 0.7223))

BF1BF34=max(0, (x1 − 0.4922)(0.179 − x2))

The MARS model obtained using the AIC criterion contains 21 basis functions. The interaction variables are x1x2, x1x4 and x1x10. It 
is undesirable for our model to include the x6, x7 and x10 variables to select the correct model. In addition, we see that a model with 
quite a lot of BFs has been formed compared to the model obtained from the GCV criterion. Considering the choice of the barest model 
with the correct variable selection, we can say that the GCV criterion is more successful than the AIC criterion. 

MARS model obtained by SBC criterion: 

Y= − 0.46 + 3.07BF4 + 3.06BF7 + 5.82BF11 − 0.11BF13 − 7.15BF31 − 0.38BF34 + 0.97BF37 + 3.82BF38 − 3.12BF39

+ 3.14BF1BF5 + 8.08BF1BF6 + 6.92BF1BF34  

BF4=max(0, x2 − 0.179) BF7=max(0, x3 − 0.6578)

BF11=max(0, x4 − 0.0158) BF13=max(0, x5 − 0.0255)

BF31=max(0, 0.4922 − x1) BF34=max(0, 0.179 − x2)

BF37=max(0, 0.6578 − x3) BF38=max(0, 0.6367 − x3)

BF39=max(0, 0.1594 − x3) BF1BF5=max(0, (x1 − 0.4922)(x2 − 0.674))

BF1BF6=max(0, (x1 − 0.4922)(x2 − 0.0832)) BF1BF34=max (0, (x1 − 0.4922)(0.179 − x2))

A model containing 12 BFs is obtained by SBC criterion. In this criterion, x1x2 variables are determined as interacting variables. The 
fact that it does not include variables that do not contribute to the model show that the criterion is successful in model selection. 
Although SBC is not much more than the GCV criterion in terms the number of BFs, we can say that GCV has a simpler model choice. 

MARS model obtained by ICOMP(IFIM)PEU criterion: 

Y= 1.97 + 10.01BF4 − 2.48BF5 − 1.41BF7 + 9.17BF11 − 4.78BF13 + 1.58BF31 + 4.92BF38 + 2.73BF39 + 0.42BF1BF34  

BF4=max(0, x2 − 0.179) BF5=max(0, x2 − 0.674)

BF7=max(0, x3 − 0.6578) BF11=max(0, x4 − 0.0158)

BF13=max(0, x5 − 0.0255) BF31=max(0, 0.4922 − x1)

BF38=max(0, 0.6367 − x3) BF39=max(0, 0.1594 − x3)
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BF1BF34=max (0, (x1 − 0.4922)(0.179 − x2))

As it can be observed that ICOMP(IFIM)PEU is the most successful criterion in model selection, since the ICOMP(IFIM)PEU criterion 
contains 9 BFs and the variables it contains are the variables that contribute to the model. 

ANOVA decomposition results obtained based on the ICOMP(IFIM)PEU criterion of the MARS model are given in Table 3. The 
variable x3 entered the model with a total of 3 BFs and when its standard deviation is examined, it is seen that it is the most effective 
variable on the dependent variable with a score of 4,523992. Contributing to the model, x3 variable is followed by x2, x5 and x1x2 
variables, respectively. When the effects of the variables on the model are examined, similar results are obtained in the ANOVA 
decomposition tables obtained using the ICOMP(IFIM)PEU and GCV criteria. 

5. Real dataset practice 

The fact that banks, one of the important actors of the modern economy, can perform their functions rationally and have a sus
tainable infrastructure is possible with the combination of many different factors. One of these factors is the repayment of loans given 
by banks at a significant rate. Otherwise, the NPL ratio will increase and this will naturally affect the performance of banks negatively. 
There are many indicators that have the potential to affect the NPL ratio. It is possible to make different choices among these in
dicators. Considering the relevant literature studies, it can be said that the factors of industry production index, unemployment, ex
change rate, interest rate, inflation, gross domestic product (GDP), imports and exports have a significant effect on the NPL ratio of 
loans. In this study, using the data of 18 banks operating in Turkey for the years 2005–2019, the relationship between the NPL ratio and 
the variables mentioned above will be given. While creating the data set, the NPL ratio is taken as the dependent variable, while the 
industry production index, unemployment, exchange rate, inflation, interest rate, imports, exports and GDP are taken as the inde
pendent variables, see Table 4. 

Application is done in Rstudio program (for Rstudio program see Ref. [28]). The least squares estimator (LSE) of β coefficients 
vector of multiple regression model Y = β0 + β1X1i + β2X2i + … + βkXki + εi (i = 1,2, …,n) is obtained by the formula β̂ = (X′X)− 1X′Y. 
However, since the numerical values of the GDP, exports and imports data are very large, the natural logarithms of these data are taken 
and these transformed data are used in the analysis. If the part (X′X)− 1 of the LSE estimator is calculated with the data without log
arithm, the β coefficients are estimated as extremely small values. This situation, which also creates difficulties in the interpretation of 
the regression equation, is solved by taking the logarithm of the values. 

Knot values of the variables are obtained from the MARS program (for MARS program see Ref. [29]). The MARS program de
termines knot values with a search procedure algorithm. The MARS method starts the model selection by removing the variables that 
do not have knot values from the data set [30]. It has been seen that no knot value has been created for the GDP variable, and this 

Tablo 3 
ANOVA decomposition obtained by ICOMP(IFIM)PEU criterion.  

Function Std. ICOMP(IFIM)PEU BF D.f. Variables 

1 3,890933 560,2431 1 2,5 x1 

2 4,462392 599,0788 2 5 x2 

3 4,523992 613,3811 3 7,5 x3 

4 3,97846 566,4229 1 2,5 x4 

5 4,438636 590,2337 1 2,5 x5 

6 4,325727 589,1087 1 2,5 x1x2  

Table 4 
List of variables for real dataset.  

y: Non-performing loans of credit 

x1 : Industry production index x5 : Interest rate 
x2: Unemployment x6 : Imports 
x3 : Exchange rate x7 : Exports 
x4 : Inflation x8 : GDP  

Table 5 
Knots and ranks of real data variables.  

Variable Knot Value Without Ln Rank 

Unemployment rate 7,3 10,1 – – 31 16 
Inflation 3,99 – – – 36 – 
Interest rate 8,53 – – – 36 – 
Industry production index 53,3 82,99 – – 60 30 
Exchange rate 1,2 2,26 – – 48 21 
Exports (Ln) 16,71 17,33 18.214.793 33.797.332 3 28 
Imports (Ln) 17,14 17,86 27.822.542 57.234.288 1 50  
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variable has been removed from the data set by MARS. The knot values obtained for each variable and the ordinal numbers corre
sponding to these knot values are given in Table 5 as follows. 

MARS model obtained by GCV criterion: 

Y= 0.0007971 + 0.0007471BF1 − 0.0015716BF2 + 0.0005623BF3 − 0.0001953BF4 + 0.0014005BF5 − 0.0021203BF6

+ 0.0002353BF8 + 0.0000713BF9 − 0.0001196BF11 + 0.0007151BF13 + 0.0000815BF15 − 0.0008827BF18 + 0.0005647BF20

− 0.000047BF21 + 0.0003499BF1BF4 − 0.0000503BF1BF5 − 0.000032BF1BF7 + 0.0006535BF1BF8 − 0.0001343BF1BF10

− 0.0002163BF1BF12 − 0.0001099BF1BF17 + 0.0007017BF1BF18 − 0.0007195BF1BF20 − 0.0002283BF1BF21

+ 0.0006874BF1BF22  

BF1=UNEMPLOYMENT RATE − 7.3  

BF2=UNEMPLOYMENT RATE − 10.1  

BF3= INFLATION − 3.99  

BF4= INTEREST RATE − 8.5392  

BF5= INDUSTRY PRODUCTION INDEX − 82.9933  

BF6= INDUSTRY PRODUCTION INDEX − 53.3  

BF8=EXCHANGE RATE − 2.26  

BF9= ln EXPORTS − 16.71  

BF11= ln IMPORTS − 17.8627  

BF13= 7.3 − UNEMPLOYMENT RATE  

BF15= 3.99 − INFLATION  

BF18= 53.3 − INDUSTRY PRODUCTION INDEX  

BF20= 2.26 − EXCHANGE RATE  

BF21= 16.71 − ln EXPORTS  

BF1BF4=(UNEMPLOYMENT RATE − 7.3)(INTEREST RATE − 8.5392)

BF1BF5=(UNEMPLOYMENT RATE − 7.3)(INDUSTRY PRODUCTION INDEX − 82.9933)

BF1BF7=(UNEMPLOYMENT RATE − 7.3)(EXCHANGE RATE − 1.2)

BF1BF8=(UNEMPLOYMENT RATE − 7.3)(EXCHANGE RATE − 2.26)

BF1BF10=(UNEMPLOYMENT RATE − 7.3)(ln EXPORTS − 17.3359)

BF1BF12=(UNEMPLOYMENT RATE − 7.3)(ln IMPORTS − 17.14)

BF1BF17=(UNEMPLOYMENT RATE − 7.3)(82.9933 − INDUSTRY PRODUCTION INDEX)

BF1BF18=(UNEMPLOYMENT RATE − 7.3)(53.3 − INDUSTRY PRODUCTION INDEX)

BF1BF20=(UNEMPLOYMENT RATE − 7.3)(2.26 − EXCHANGE RATE)

BF1BF21=(UNEMPLOYMENT RATE − 7.3)(16.71 − ln EXPORTS)

BF1BF22=(UNEMPLOYMENT RATE − 7.3)(17.3359 − ln EXPORTS)

The MARS model obtained using the GCV criterion contains 25 BFs. As it can be seen from Table 6, the model includes 12 variables. 
Unemployment rate, inflation, interest, industry production index, exports, imports and exchange rate variables contribute to the 
MARS model as the main effects. As a result we can say that the basis functions BF1, BF2 and BF13, which show the unemployment 
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rate, have a positive contribution to the model for the break point of 7.3, a negative contribution to the model for the break point of 
10.1, and a positive contribution to the model for the break point (which enters the model as a reflected pair) of 7.3, respectively. 

In Table 6, the ANOVA decomposition results of the significant variables of the MARS regression obtained depending on the GCV 
criterion are given. In this table, the general effects of each variable entering the final model on the dependent variable can be seen. The 
size of the standard deviation of a variable in the ANOVA table shows the size of the effect of that variable on the dependent variable. 
The GCV values in the third column show the loss that will occur in the estimations when the variables corresponding to these values 
are removed from the model. The fourth column gives the number of BFs of the related variable, the fifth column gives the number of 
linear degrees-of-freedom (denoted by D.f.). In this case, when the standard deviation and GCV values of inflation are examined, we 
can say that it is the most significant variable in the model. After inflation, the most important variable of the model is the exchange 
rate. For the degrees of freedom values in the fifth column, article [2] is taken as reference. According to this article, for each basis 
functions which entered to the model, the degree of freedom is determined as 2.5. 

MARS model obtained with AIC criterian: 

Y= 0.0002469 − 0.00059BF2 + 0.0007217BF3 − 0.0002371BF5 − 0.0004872BF6 + 0.0014673BF8 + 0.0008853BF11

− 0.000493BF18 + 0.0015257BF20 − 0.0032715BF21 − 0.000517BF1BF4 − 0.0000766BF1BF5 + 0.0007414BF1BF7

− 0.0004561BF1BF10 + 0.0007447BF1BF12 + 0.0022892BF1BF17 − 0.0020518BF1BF18 − 0.0019613BF1BF20

+ 0.001582BF1BF21 + 0.0008637BF1BF22  

BF2=UNEMPLOYMENT RATE − 10.1  

BF3= INFLATION − 3.99  

BF5= INDUSTRY PRODUCTION INDEX − 82.9933  

BF6= INDUSTRY PRODUCTION INDEX − 53.3  

BF8=EXCHANGE RATE − 2.26  

BF11= ln IMPORTS − 17.8627  

BF18= 53.3 − INDUSTRY PRODUCTION INDEX  

BF20= 2.26 − EXCHANGE RATE  

BF21= 16.71 − ln EXPORTS  

BF1BF4=(UNEMPLOYMENT RATE − 7.3)(INTEREST RATE − 8.5392)

BF1BF5=(UNEMPLOYMENT RATE − 7.3)(INDUSTRY PRODUCTION INDEX − 82.9933)

BF1BF7=(UNEMPLOYMENT RATE − 7.3)(EXCHANGE RATE − 1.2)

BF1BF10=(UNEMPLOYMENT RATE − 7.3)(ln EXPORTS − 17.3359)

BF1BF12=(UNEMPLOYMENT RATE − 7.3)(ln IMPORTS − 17.14)

BF1BF17=(UNEMPLOYMENT RATE − 7.3)(82.9933 − INDUSTRY PRODUCTION INDEX)

Table 6 
ANOVA decomposition obtained by using GCV criterion.  

Function Std GCV BF D.f. Variables 

1 0.010177 0.00016599 3 7.5 Unemployment 
2 0.011589 0.00018278 2 5.0 Inflation 
3 0.011331 0.00015024 1 2.5 Interest 
4 0.009101 0.00013274 3 7.5 Industry production index 
5 0.011466 0.00017893 2 5.0 Exchange rate 
6 0.010393 0.00014700 2 5.0 Exports 
7 0.011366 0.00015118 1 2.5 Imports 
8 0.009908 0.00012853 1 2.5 Unemployment-Interest 
9 0.007044 0.00007952 3 7.5 Unemployment-Industry production index 
10 0.007392 0.00008757 3 7.5 Unemployment-Exchange rate 
11 0.006905 0.00007642 3 7.5 Unemployment-Exports 
12 0.010707 0.00015602 1 2.5 Unemployment-Imports  
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BF1BF18=(UNEMPLOYMENT RATE − 7.3)(53.3 − INDUSTRY PRODUCTION INDEX)

BF1BF20=(UNEMPLOYMENT RATE − 7.3)(2.26 − EXCHANGE RATE)

BF1BF21=(UNEMPLOYMENT RATE − 7.3)(16.71 − ln EXPORTS)

BF1BF22=(UNEMPLOYMENT RATE − 7.3)(17.3359 − ln EXPORTS)

MARS model obtained by usuing AIC criterian contains 19 BFs. As it can be seen from Table 7, the model includes 11 variables. The 
unemployment rate, inflation, industry production index, exchange rate, imports and exports are variables contributing to the model as 
main effect. It is seen that a model with fewer parameters is formed compared to the GCV criterion. 

Results of ANOVA decomposition at significant variables depending on AIC criterion of MARS regression are obtained in Table 7. 
When we analyze the standard deviation values, we can say that unemployment and inflation variables have more effect on dependent 
variable. The fact that the AIC values of unemployment and exchange rate variables are larger than the values of other variables 
indicates how large the loss in the model is when these variables are removed from the model. 

MARS model obtained with SBC criterian: 

Y= − 0.0002254 + 0.0005362BF3 − 0.000312BF5 − 0.000254BF6 + 0.0007473BF8 − 0.0005031BF11 + 0.0009622BF18

− 0.0000504BF20 − 0.0002505BF21 + 0.0001434BF1BF4 − 0.0005787BF1BF5 − 0.0002347BF1BF7 + 0.0003357BF1BF10

+ 0.0002081BF1BF17 + 0.0000193BF1BF20 + 0.0001388BF1BF21 − 0.0000663BF1BF22  

BF3= INFLATION − 3.99  

BF5= INDUSTRY PRODUCTION INDEX − 82.9933  

BF6= INDUSTRY PRODUCTION INDEX − 53.3  

BF8=EXCHANGE RATE − 2.26  

BF11= ln IMPORTS − 17.8627  

BF18= 53.3 − INDUSTRY PRODUCTION INDEX  

BF20= 2.26 − EXCHANGE RATE  

BF21= 16.71 − ln EXPORTS  

BF1BF4=(UNEMPLOYMENT RATE − 7.3)(INTEREST RATE − 8.5392)

BF1BF5=(UNEMPLOYMENT RATE − 7.3)(INDUSTRY PRODUCTION INDEX − 82.9933)

BF1BF7=(UNEMPLOYMENT RATE − 7.3)(EXCHANGE RATE − 1.2)

BF1BF10=(UNEMPLOYMENT RATE − 7.3)(ln EXPORTS − 17.3359)

BF1BF17=(UNEMPLOYMENT RATE − 7.3)(82.9933 − INDUSTRY PRODUCTION INDEX)

BF1BF20=(UNEMPLOYMENT RATE − 7.3)(2.26 − EXCHANGE RATE)

Table 7 
ANOVA decomposition obtained by using AIC criterian.  

Function Std AIC BF D.f. Variables 

1 0.011647 − 363.1 1 2.5 Unemployment 
2 0.011607 − 363.5 1 2.5 Inflation 
3 0.009101 − 388.7 3 7.5 Industry production index 
4 0.011466 − 362.9 2 5.0 Exchange rate 
5 0.011366 − 366.0 1 2.5 Imports 
6 0.011275 − 367.0 1 2.5 Exports 
7 0.009908 − 382.5 1 2.5 Unemployment-Interest 
8 0.007044 − 419.4 3 7.5 Unemployment-Industry production index 
9 0.008928 − 393.0 2 5.0 Unemployment-Exchange rate 
10 0.006905 − 421.8 3 7.5 Unemployment-Exports 
11 0.010707 − 373.2 1 2.5 Unemployment-Imports  
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BF1BF21=(UNEMPLOYMENT RATE − 7.3)(16.71 − ln EXPORTS)

BF1BF22=(UNEMPLOYMENT RATE − 7.3)(17.3359 − ln EXPORTS)

Penalty term of SBC based on Bayes theory is larger than the penalty term of AIC. Therefore, the model selected with SBC is ex
pected to be smaller or equal in size than the model selected with AIC. The results of the analysis also support this. While a model 
containing 19 BFs is obtained using AIC, this value is obtained as 16 BFs by using SBC. And the model selected with SBC includes 9 
variables (see Table 8). Inflation, industry production index, exchange rate, imports and exports are variables that contributed to the 
model (which is obtained with SBC) as main effect. 

When the standard deviation values are examined, it is seen that the inflation and exchange rate variables included, respectively, in 
the model with 1 and 2 BFs have more effects on the dependent variable. The fact that the SBC values of the inflation and exchange rate 
variables are larger than the values of other variables can be interpreted as the loss in the model will be large when these variables are 
removed from the model. 

MARS model obtained with ICOMP(IFIM)PEU criterion: 

Y= 0.0003294 − 0.0001451BF4 − 0.0001128BF5 + 0.0003227BF6 − 0.0000537BF18 + 0.0002261BF21 − 0.0002504BF1BF4

+ 0.0001778BF1BF5 + 0.0002267BF1BF7 − 0.000201BF1BF17 − 0.0000099BF1BF21  

BF4= INTEREST RATE − 8.5392  

BF5= INDUSTRY PRODUCTION INDEX − 82.9933  

BF6= INDUSTRY PRODUCTION INDEX − 53.3  

BF18= 53.3 − INDUSTRY PRODUCTION INDEX  

BF21= 16.71 − ln EXPORTS  

BF1BF4=(UNEMPLOYMENT RATE − 7.3)(INTEREST RATE − 8.5392)

BF1BF5=(UNEMPLOYMENT RATE − 7.3)(INDUSTRY PRODUCTION INDEX − 82.9933)

BF1BF7=(UNEMPLOYMENT RATE − 7.3)(EXCHANGE RATE − 1.2)

BF1BF17=(UNEMPLOYMENT RATE − 7.3)(82.9933 − INDUSTRY PRODUCTION INDEX)

BF1BF21=(UNEMPLOYMENT RATE − 7.3)(16.71 − ln EXPORTS)

The ICOMP(IFIM)PEU criterion, whose purpose is to express the most accurate model in the simplest way by providing the best 
balance between overfitting and lack-of-fit of the model, applies a more stricter penalty method for this purpose. Instead of penalizing 

Table 8 
ANOVA decomposition obtained by using SBC criterion.  

Function Std SBC BF D.f. Variables 

1 0.011607 − 361.4 1 2.5 Inflation 
2 0.009101 − 382.4 3 7.5 Industry production index 
3 0.011466 − 358.8 2 5.0 Exchange rate 
4 0.011366 − 363.9 1 2.5 Imports 
5 0.011275 − 364.9 1 2.5 Exports 
6 0.009908 − 380.4 1 2.5 Unemployment-Interest 
7 0.007779 − 405.3 2 5.0 Unemployment-Industry production index 
8 0.008928 − 388.8 2 5.0 Unemployment-Exchange rate 
9 0.006905 − 415.5 3 7.5 Unemployment-Exports  

Table 9 
ANOVA decomposition obtained by using ICOMP(IFIM)PEU criterion.  

Function Std ICOMP(IFIM)PEU BF D.f. Variables 

1 0.011331 − 358.1 1 2.5 Interest 
2 0.009101 − 371.4 3 7.5 Industry production index 
3 0.011275 − 361.0 1 2.5 Exports 
4 0.009908 − 378.6 1 2.5 Unemployment-Interest 
5 0.007626 − 404.3 2 5.0 Unemployment-Industry production index 
6 0.009290 − 381.3 1 2.5 Unemployment-Exchange rate 
7 0.010856 − 368.4 1 2.5 Unemployment-Exports  
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the number of free parameters as in other criteria, it prefers to penalize the complexity of the covariance. Therefore, it is expected to 
create a model with less BF compared to other information criteria. The interest rate, industry production index and exports variables 
obtained using ICOMP(IFIM)PEU contribute as main effects. Moreover, when the interactive variables included in the model are 
examined, ICOMP(IFIM)PEU criterion determines a relationship between interest rates and unemployment and includes this rela
tionship as a new variable in the model. We can say that ICOMP(IFIM)PEU is a successful criterion in model selection since the 
ICOMP(IFIM)PEU criterion contains 10 BFs. From Table 9 it can be seen that the model includes 7 variables. 

We see that the interest rate and exports variables have more effect on the dependent variable. ICOMP(IFIM)PEU values of the 
interest rate and exports variables are larger than the values of other variables mean that the loss that will occur when these variables 
are removed from the model will be larger. 

Finally, the mean squared error (MSE) and coefficient of determination, i.e. R-squared, (R2) values are given to assess and compare 
the performances of MARS models for each criterion (see Table 10). Considering all the performance criteria, the model selected for the 
simulation dataset with the AIC criterion performs better than the other models. When the corresponding results for the real dataset are 
examined, it is seen that the model selected by GCV criterion is better than the other models. These results may be because of the MARS 
models selected by AIC and GCV criteria contain more number of BFs. In addition, for the real dataset, the coefficient of determination 
value of the model selected by ICOMP(IFIM)PEU criterion is equal to that of the model selected by GCV criterion, although 
ICOMP(IFIM)PEU criterion includes fewer BFs in the models. The R2 value of the model selected by AIC criterion is very close to the R2 

values of the models selected by GCV and ICOMP(IFIM)PEU criteria. While the BFs number of the MARS model obtained by AIC cri
terion is the highest, the MARS model obtained by ICOMP(IFIM)PEU criterion is the simplest. It is better to choose a model with less BFs 
when there is not much difference between the measurement results. 

6. Conclusion 

MARS technique gives the relationship of independent variables and their interactions with the dependent variable. MARS tech
nique uses GCV criterion for model selection. Choosing an arbitrary value for the smoothing parameter used in the formula of the GCV 
criterion and obtaining high-dimensional models using the GCV criterion are the criticized aspects of the MARS method. In this study, 
the model selection performance of GCV criterion is assessed and this criterion is compared with other information criteria using a 
simulation study and on a real NPL dataset. As a result of our analyzes, a MARS model is created, which includes 25 BFs with the GCV 
criterion, 19 BFs with the AIC criterion, 16 BFs with the SBC criterion, and 10 BFs with the ICOMP(IFIM)PEU criterion. 

When the criteria are examined in terms of the variables chosen for the models;  

- Unemployment rate, inflation, interest rate, industry production index, exchange rate, imports and exports are the main variables 
contributing to the model obtained with the GCV criterion.  

- Unemployment, inflation, industry production index, exchange rate, imports and exports are the variables that contribute to the 
model obtained with the AIC criterion as the main effect.  

- Inflation, industry production index, exchange rate, imports and exports are the variables that contribute to the model obtained 
with the SBC criterion as the main effect.  

- Interest rate, industry production index and exports are the variables that contribute to the model obtained with the 
ICOMP(IFIM)PEU criterion as the main effect. Moreover, it has been observed that the unemployment variable interacts with the 
interest rate, industry production index and exchange rate variables and affects the NPL. 

As a result, the outputs obtained from the study show that; the ICOMP(IFIM)PEU criterion, which enables the selection of the true 
model with less BF, can be used as a powerful and useful criterion in the MARS algorithm. 
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Table 10 
Comparison of MARS models performances for each criterion.   

MSE R2  

Criteria Simulation Real Data Simulation Real Data avg number of BFs 
GCV 1032 0,748a 0,952 0942a 17,5 
AIC 0,704a 0,770 0968a 0,941 20 
SBC 0,873 0881 0,960 0932 15,5 
ICOMP(IFIM)PEU 1256 0,756 0942 0,942a 9,5  

a shows better performance. 
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APPENDIX-1: Real data  

Non 
Performing 
Loans 

Unemployment 
Rate 

Inflation Interest 
Rate 

Industry 
Production 
Index 

Exchange 
Rate 

Gross Domestic 
Product 

Export Import 

5,82% 13,70 11,84 14,54 124,19 5,80 1.189.855.413,16 17.977.779,21 27.822.542,39 
5,38% 13,80 9,26 20,64 113,02 5,68 1.145.099.354,34 17.927.740,87 28.427.445,19 
4,71% 13,00 15,72 26,40 110,50 5,88 1.023.855.087,17 18.214.793,00 29.165.359,42 
4,34% 14,10 19,71 24,18 105,39 5,37 922.029.155,99 19.019.136,60 30.200.269,07 
4,15% 13,50 20,30 30,39 117,75 5,53 1.017.190.008,72 19.609.666,43 32.270.116,14 
3,43% 11,40 24,52 28,66 112,17 5,59 1.026.648.922,65 21.013.530,91 35.640.203,97 
3,20% 10,16 15,39 19,50 114,39 4,37 890.435.944,67 21.681.658,33 35.360.565,85 
3,05% 10,12 10,23 17,49 111,72 3,82 790.113.059,53 23.189.347,54 36.353.567,28 
3,10% 10,40 11,92 16,68 126,84 3,80 892.228.264,53 24.113.841,31 38.097.509,82 
3,20% 10,60 11,20 16,58 112,12 3,52 833.706.740,87 25.975.232,65 40.647.773,12 
3,25% 10,20 10,90 15,85 109,48 3,59 735.280.547,65 27.285.761,92 43.088.794,21 
3,39% 11,70 11,29 14,71 102,05 3,70 649.434.601,86 30.038.030,95 47.418.207,72 
3,41% 12,70 8,53 14,35 114,77 3,28 747.226.024,63 33.639.635,66 52.247.149,42 
3,48% 11,30 7,28 14,78 95,29 2,97 666.176.429,47 34.994.753,71 55.387.122,89 
3,46% 10,20 7,64 15,62 105,72 2,90 631.232.693,23 37.037.950,51 55.137.537,17 
3,45% 10,10 7,46 16,00 97,85 2,95 563.890.602,00 26.285.719,14 39.078.009,06 
3,25% 10,80 8,81 15,67 111,04 2,91 646.500.325,08 25.121.683,98 30.833.904,62 
3,07% 10,30 7,95 14,59 97,90 2,85 631.512.354,71 22.984.527,13 33.015.698,07 
3,01% 9,60 7,20 13,35 100,87 2,67 562.947.770,73 26.132.662,58 37.259.887,91 
2,96% 10,60 7,61 12,77 90,19 2,46 497.687.043,16 27.512.471,84 38.918.668,13 
2,97% 10,90 8,17 12,79 100,32 2,27 557.419.788,61 26.691.063,68 40.899.122,49 
3,05% 10,50 8,86 12,19 94,09 2,17 548.625.834,71 28.444.820,35 43.726.839,94 
2,86% 9,10 9,16 14,23 94,29 2,12 487.151.068,27 28.023.658,61 46.785.777,85 
2,94% 9,70 8,39 14,79 88,26 2,22 451.269.184,24 30.770.060,02 54.261.741,39 
2,87% 9,60 7,40 11,02 96,35 2,03 491.085.106,51 32.280.376,79 58.607.863,90 
2,87% 9,20 7,88 10,97 89,20 1,97 491.263.793,92 33.694.262,21 61.259.818,69 
2,89% 8,10 8,30 9,78 90,06 1,84 441.539.542,87 35.079.775,10 61.926.342,92 
3,14% 9,40 7,29 11,58 80,39 1,79 385.824.643,40 33.797.330,25 57.785.923,55 
3,04% 9,30 6,16 12,23 89,30 1,79 429.732.717,44 36.059.975,06 57.976.902,96 
3,14% 8,30 9,19 14,79 82,99 1,80 424.705.390,32 38.537.663,95 59.772.547,36 
2,83% 7,30 8,87 14,19 84,42 1,81 382.070.001,70 39.782.515,20 60.029.446,36 
2,94% 9,10 10,43 14,74 77,38 1,80 333.164.005,46 37.950.624,72 57.542.787,84 
2,92% 9,00 10,45 13,39 87,36 1,84 385.734.139,69 38.114.830,20 62.033.201,03 
2,95% 8,20 6,15 11,48 80,56 1,73 381.898.595,37 37.678.061,58 65.085.408,69 
3,20% 8,70 6,24 9,64 79,52 1,57 336.234.139,95 38.180.766,47 61.773.059,36 
3,59% 10,10 3,99 8,54 72,76 1,58 290.610.290,52 38.252.883,95 63.568.884,77 
4,08% 10,60 6,40 8,61 77,48 1,46 322.360.447,43 41.340.967,32 60.618.424,37 
4,83% 10,60 9,24 8,91 70,14 1,52 318.732.806,05 39.251.904,34 61.082.515,71 
5,10% 9,90 8,37 9,15 69,11 1,54 278.647.853,11 39.182.873,71 60.008.683,51 
5,81% 12,80 9,56 8,96 60,81 1,51 240.272.871,66 37.493.874,08 60.807.202,91 
6,40% 12,60 6,53 9,98 67,73 1,49 274.874.781,66 38.217.761,37 55.117.476,90 
6,56% 12,50 5,27 12,19 63,04 1,50 271.840.902,50 35.685.145,70 53.049.625,45 
6,04% 12,20 5,73 14,32 61,33 1,57 241.220.604,55 35.577.523,29 50.451.581,42 
5,67% 14,70 7,89 19,87 53,29 1,66 211.255.559,34 34.150.724,66 48.381.281,87 
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Non 
Performing 
Loans 

Unemployment 
Rate 

Inflation Interest 
Rate 

Industry 
Production 
Index 

Exchange 
Rate 

Gross Domestic 
Product 

Export Import 

4,59% 12,70 10,06 21,67 62,55 1,54 258.624.782,99 35.200.766,54 48.450.877,07 
3,74% 9,80 11,13 18,50 68,79 1,21 268.726.652,43 36.128.443,05 50.211.892,34 
3,69% 8,70 10,61 17,65 72,38 1,26 249.483.189,18 35.048.448,89 49.867.810,66 
3,69% 10,10 9,15 17,04 68,59 1,20 217.948.233,82 36.032.107,84 50.024.107,07 
4,16% 9,90 8,39 17,64 71,22 1,19 240.942.451,97 38.481.147,60 51.649.351,64 
4,27% 8,90 7,12 18,45 69,50 1,29 237.359.324,52 39.621.932,17 57.234.284,58 
4,36% 8,30 8,60 19,19 69,46 1,34 212.565.694,63 39.078.155,26 61.458.594,06 
4,41% 9,50 10,86 19,43 63,66 1,41 189.593.408,03 39.692.777,55 61.841.625,58 
4,39% 9,50 9,65 20,22 67,49 1,46 217.970.763,48 41.534.955,88 63.833.440,74 
4,44% 8,40 10,55 19,85 65,52 1,50 217.039.426,46 41.048.283,36 60.055.096,54 
4,49% 8,10 10,12 16,84 65,51 1,46 193.081.372,66 43.007.491,14 52.506.712,88 
5,33% 10,00 8,16 18,22 57,41 1,33 161.135.992,52 42.151.159,29 46.705.969,01 
5,61% 10,40 7,72 18,54 64,89 1,36 185.766.662,29 43.030.367,14 50.924.472,61 
6,21% 9,20 7,99 19,09 61,37 1,34 185.021.847,57 41.718.909,48 49.569.257,75 
6,39% 8,70 8,95 20,74 58,90 1,36 161.871.869,54 43.424.691,56 50.534.605,13 
6,85% 10,00 7,94 23,93 53,30 1,33 141.042.563,35 42.938.342,66 52.105.678,02  

APPENDIX-2: Data with Ln Value  

Non Performing 
Loans 

Unemployment 
Rate 

Inflation Interest 
Rate 

Industry Production 
Index 

Exchange 
Rate 

Gross Domestic 
Product (Ln) 

Export 
(Ln) 

Import 
(Ln) 

5,82% 13,70 11,84 14,54 124,19 5,80 20,897 16,705 17,141 
5,38% 13,80 9,26 20,64 113,02 5,68 20,859 16,702 17,163 
4,71% 13,00 15,72 26,40 110,50 5,88 20,747 16,718 17,188 
4,34% 14,10 19,71 24,18 105,39 5,37 20,642 16,761 17,223 
4,15% 13,50 20,30 30,39 117,75 5,53 20,740 16,792 17,290 
3,43% 11,40 24,52 28,66 112,17 5,59 20,750 16,861 17,389 
3,20% 10,16 15,39 19,50 114,39 4,37 20,607 16,892 17,381 
3,05% 10,12 10,23 17,49 111,72 3,82 20,488 16,959 17,409 
3,10% 10,40 11,92 16,68 126,84 3,80 20,609 16,998 17,456 
3,20% 10,60 11,20 16,58 112,12 3,52 20,541 17,073 17,520 
3,25% 10,20 10,90 15,85 109,48 3,59 20,416 17,122 17,579 
3,39% 11,70 11,29 14,71 102,05 3,70 20,292 17,218 17,675 
3,41% 12,70 8,53 14,35 114,77 3,28 20,432 17,331 17,771 
3,48% 11,30 7,28 14,78 95,29 2,97 20,317 17,371 17,830 
3,46% 10,20 7,64 15,62 105,72 2,90 20,263 17,427 17,825 
3,45% 10,10 7,46 16,00 97,85 2,95 20,150 17,085 17,481 
3,25% 10,80 8,81 15,67 111,04 2,91 20,287 17,039 17,244 
3,07% 10,30 7,95 14,59 97,90 2,85 20,264 16,950 17,312 
3,01% 9,60 7,20 13,35 100,87 2,67 20,149 17,079 17,433 
2,96% 10,60 7,61 12,77 90,19 2,46 20,025 17,130 17,477 
2,97% 10,90 8,17 12,79 100,32 2,27 20,139 17,100 17,527 
3,05% 10,50 8,86 12,19 94,09 2,17 20,123 17,163 17,593 
2,86% 9,10 9,16 14,23 94,29 2,12 20,004 17,149 17,661 
2,94% 9,70 8,39 14,79 88,26 2,22 19,928 17,242 17,809 
2,87% 9,60 7,40 11,02 96,35 2,03 20,012 17,290 17,886 
2,87% 9,20 7,88 10,97 89,20 1,97 20,012 17,333 17,931 
2,89% 8,10 8,30 9,78 90,06 1,84 19,906 17,373 17,941 
3,14% 9,40 7,29 11,58 80,39 1,79 19,771 17,336 17,872 
3,04% 9,30 6,16 12,23 89,30 1,79 19,879 17,401 17,876 
3,14% 8,30 9,19 14,79 82,99 1,80 19,867 17,467 17,906 
2,83% 7,30 8,87 14,19 84,42 1,81 19,761 17,499 17,910 
2,94% 9,10 10,43 14,74 77,38 1,80 19,624 17,452 17,868 
2,92% 9,00 10,45 13,39 87,36 1,84 19,771 17,456 17,943 
2,95% 8,20 6,15 11,48 80,56 1,73 19,761 17,445 17,991 
3,20% 8,70 6,24 9,64 79,52 1,57 19,633 17,458 17,939 
3,59% 10,10 3,99 8,54 72,76 1,58 19,487 17,460 17,968 
4,08% 10,60 6,40 8,61 77,48 1,46 19,591 17,537 17,920 
4,83% 10,60 9,24 8,91 70,14 1,52 19,580 17,486 17,928 
5,10% 9,90 8,37 9,15 69,11 1,54 19,445 17,484 17,910 
5,81% 12,80 9,56 8,96 60,81 1,51 19,297 17,440 17,923 
6,40% 12,60 6,53 9,98 67,73 1,49 19,432 17,459 17,825 
6,56% 12,50 5,27 12,19 63,04 1,50 19,421 17,390 17,787 
6,04% 12,20 5,73 14,32 61,33 1,57 19,301 17,387 17,737 
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(continued ) 

Non Performing 
Loans 

Unemployment 
Rate 

Inflation Interest 
Rate 

Industry Production 
Index 

Exchange 
Rate 

Gross Domestic 
Product (Ln) 

Export 
(Ln) 

Import 
(Ln) 

5,67% 14,70 7,89 19,87 53,29 1,66 19,169 17,346 17,695 
4,59% 12,70 10,06 21,67 62,55 1,54 19,371 17,377 17,696 
3,74% 9,80 11,13 18,50 68,79 1,21 19,409 17,403 17,732 
3,69% 8,70 10,61 17,65 72,38 1,26 19,335 17,372 17,725 
3,69% 10,10 9,15 17,04 68,59 1,20 19,200 17,400 17,728 
4,16% 9,90 8,39 17,64 71,22 1,19 19,300 17,466 17,760 
4,27% 8,90 7,12 18,45 69,50 1,29 19,285 17,495 17,863 
4,36% 8,30 8,60 19,19 69,46 1,34 19,175 17,481 17,934 
4,41% 9,50 10,86 19,43 63,66 1,41 19,060 17,497 17,940 
4,39% 9,50 9,65 20,22 67,49 1,46 19,200 17,542 17,972 
4,44% 8,40 10,55 19,85 65,52 1,50 19,196 17,530 17,911 
4,49% 8,10 10,12 16,84 65,51 1,46 19,079 17,577 17,776 
5,33% 10,00 8,16 18,22 57,41 1,33 18,898 17,557 17,659 
5,61% 10,40 7,72 18,54 64,89 1,36 19,040 17,577 17,746 
6,21% 9,20 7,99 19,09 61,37 1,34 19,036 17,546 17,719 
6,39% 8,70 8,95 20,74 58,90 1,36 18,902 17,587 17,738 
6,85% 10,00 7,94 23,93 53,30 1,33 18,765 17,575 17,769  
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