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A B S T R A C T   

One of the significant topics in the field of the Internet of Things (IoT) pertains to the interaction 
and information sharing among people. The utilization of the Border Gateway Protocol (BGP) 
stack enhances the integration of web protocols and sensor networks, leading to greater acces-
sibility. However, the BGP protocol stack introduces substantial overhead to messages trans-
mitted at each layer, resulting in increased data overhead and energy consumption in networks by 
several orders of magnitude. This paper proposes a method to reduce the overhead on small and 
medium-sized packets. In multi-temporal networks utilizing BGP, scheduling and aggregating 
BGP packets at sensor nodes help achieve specific objectives. Various research methodologies and 
measures are employed to facilitate this, including request classification, BGP response prioriti-
zation within the network, determination of maximum acceptable delay, and overall network 
management. Synchronization and temporal integration of received messages at sensor nodes are 
performed, considering the maximum allowable delay for each message and the availability of the 
destination to process the accumulated messages. The evaluation results of the proposed method 
demonstrate a significant reduction in energy consumption and network traffic, particularly in 
monitoring applications within multi-stage networks. The protocol stack used is derived from the 
BGP standard.   

1. Introduction 

Wireless networks characterized by low power and significant loss include routers that face limitations in terms of memory, 
processing capability, and power source, similar to the nodes they are interconnected with [1]. Some communication aspects of the 
system include low data rates, communication instability, and a high rate of communication and information loss [2–4]. The Internet 
Engineering Task Force (IETF) has developed a standardized protocol called LoWPAN, which facilitates the utilization of IPv6 on 
wireless networks with minimal data loss [5,6]. The utilization of this protocol enables the implementation of Low-Power and Lossy 
Networks using IPv6, encompassing networks constructed on the IEEE 802.15.4 standard [7]. Among the benefits of the LLN-based 
network is its capacity to incorporate traditional web architecture services into its application layer [8,9]. This integration facili-
tates connectivity with the internet and the web, enabling seamless communication between objects through web protocols [10]. The 
term “Web of Things (WoT)" is commonly used to refer to this concept [11]. Within the domain of the IoT, a diverse range of ap-
plications is accessible, wherein wireless sensors can establish connectivity through the internet [12]. Several applications can be 
identified, such as the utilization of data from body-attached sensors for remote patient condition monitoring and the web-based 
control of wireless sensor arrays by human operators [13,14]. Nevertheless, traditional web protocols such as Message Queuing 
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Telemetry Transport (MQTT) are not specifically engineered to operate efficiently on devices that possess limited quantities of 
random-access memory (RAM) and processing capabilities [15]. The MQTT protocol (see Fig. 1) is dependent on TCP connections that 
are both secure and dependable. Fig. 1a shows how data transmission between the web client and the sensor is made possible by the 
MQTT to BGP converter acting as an intermediary. Fig. 1b shows how the BGP protocol stack passes through the proxy on the right 
side, while the MQTT protocol stack is positioned on the left. However, it is important to note that network communications do not 
always exhibit a high level of reliability [16]. Due to their reliance on battery power, limited memory capacity, and constrained 
computational capabilities, the integration of web protocols with wireless sensors would incur significant costs. Consequently, the IETF 
introduced a streamlined version of MQTT called BGP. BGP encompasses an Internet of Things gateway, a unique web transport 
protocol intended for use on tiny networks and nodes. Additionally, it incorporates a range of hardware, software, and access controls 
that function as an intermediary between the Internet and sensor networks [17–19]. 

Furthermore, a proxy refers to a software component that functions as an intermediary for client requests [20,21]. Its role involves 
accepting these requests and subsequently searching the servers to locate the necessary resources for their fulfillment. Networks 
operating in the application layer that utilizes the BGP possess the capability to establish communication with networks employing 
MQTT due to the numerous resemblances shared by the BGP and MQTT protocols [22–24]. One possible approach to accomplish this is 
by employing a simple transit proxy that facilitates the translation of BGP to MQTT and vice versa. The task has been completed. A 
pass-through proxy is implemented on the IoT gateway to facilitate the conversion between the MQTT and BGP protocols [25]. 

The research presented in the paper holds significant consequences for both society and science. From a societal perspective, the 
optimization of BGP utilization in IoT networks leads to tangible benefits such as reduced energy consumption and improved network 
performance. This has implications for various IoT applications, including remote patient monitoring and environmental sensing, 
where energy efficiency is crucial for long-term sustainability. Moreover, by enhancing the scalability of IoT systems, the research 
contributes to the broader adoption of IoT technology, potentially revolutionizing various industries and improving quality of life. 
From a scientific standpoint, the method proposed in the paper advances our understanding of network optimization techniques in 
resource-constrained environments. By integrating scheduling and aggregation strategies, the research offers novel insights into 
mitigating overhead and energy consumption in multi-temporal networks, paving the way for further advancements in IoT infra-
structure design and implementation. 

While previous studies have explored methods for connectivity and communication in IoT systems, there is a significant lack of 
comprehensive strategies to address the specific challenges posed by combining BGP with sensor networks. The importance of this gap 
lies in the increasing prevalence of IoT applications and the need for efficient and sustainable network solutions. By proposing a 
method to reduce overhead and energy consumption in multi-temporal networks using BGP, this research addresses a critical need in 
this field and provides a new approach to optimize network performance and increase the scalability of IoT systems. The paper dis-
tinguishes itself from previous related studies by focusing specifically on optimizing BGP utilization in IoT networks to reduce 
overhead and energy consumption. While existing research has explored connectivity and communication protocols in IoT systems, the 
proposed method offers a unique approach to address the challenges posed by integrating BGP with sensor networks. Previous studies 
may have touched upon aspects of network optimization or energy efficiency in IoT, but none have comprehensively tackled the 
specific issues addressed in this research. By emphasizing the importance of reducing overhead and energy consumption in multi- 
temporal networks using BGP, the paper contributes a novel perspective to the field, offering practical solutions to enhance the 
performance and sustainability of IoT systems. 

The research presented herein offers several advantages for optimizing the utilization of BGP in IoT networks. By incorporating 
scheduling and aggregation techniques within sensor nodes, this methodology effectively mitigates data overhead and energy 

Fig. 1. (a) Communication between the sensor and the web client occurs through the intermediary of the MQTT to BGP converter, enabling data 
transmission in both directions, (b) MQTT protocol stack is situated on the left side of the proxy, while the BGP protocol stack is positioned on the 
right side of the proxy when it passes through. 
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consumption, particularly for small to medium-sized packets. This approach finds support in scientific literature such as [18], which 
demonstrates the efficacy of the BGP routing protocol in attaining optimal quality of service (QoS) across various bandwidths. 
Moreover, by leveraging the principles of Representational State Transfer (REST) architecture, this approach ensures efficient 
communication while accommodating the constraints imposed by sensor networks, such as packet size and bandwidth limitations. The 
adoption of this methodology is warranted by its capacity to tackle specific challenges inherent in Internet of Things systems, 
furnishing a pragmatic solution to enhance network efficiency and scalability. The primary contributions of the authors in this study 
can be encapsulated as follows.  

• Introduction of CSAM (Critical Information Scheduling and Aggregation Method) aimed at minimizing the overhead associated 
with small and medium data packets in multi-hop networks employing the BGP stack. This method entails scheduling and 
aggregating BGP packets within sensor nodes to curtail energy consumption and network congestion.  

• Introduction of techniques for categorizing BGP requests and responses based on their transmission priority within the network. 
This prioritization facilitates effective packet management and reduces latency in critical data delivery.  

• Presentation of methods for managing message scheduling and aggregation at sensor nodes, while considering the maximum 
allowable delay for each message. By adeptly controlling the reception and aggregation processes of messages, the objective is to 
diminish energy consumption and optimize network performance. 

The remainder of the paper is structured as follows: Section 2 reviews prior works, Section 3 delineates the proposed model along 
with the algorithms, Section 4 elaborates on the evaluation of the proposed approach, and finally, Section 5 outlines future prospects 
and draws conclusions. 

2. Related works 

The Internet of Things (IoT) encompasses a network that facilitates connecting uniquely identifiable objects to the internet. These 
objects possess the ability to sense stimuli and potentially execute programmed actions. By leveraging distinct identification and 
measurement capabilities, it becomes possible to remotely gather information or modify the status of these objects at any given 
moment, facilitated by any entity [26]. The Border Gateway Protocol (BGP) serves as a simplified alternative to MQTT for enabling 
connectivity between resource-constrained objects and the World Wide Web [27,28]. As BGP is a streamlined version of MQTT, 
establishing connectivity between web applications and the network is feasible using a transitive proxy, requiring minor modifications 
to request and response formats. Please establish the connection of the sensor. 

BGP is designed based on the principles of the Representational State Transfer (REST) architectural style. Within this framework, a 
resource is a conceptual entity governed by the server, specifically the BGP server, which is designed to be installed on the sensor 
device [29]. Adhering to the BGP protocol enables access to the sensor’s functionality. When designing the communication protocol for 
the application layer, it is crucial to consider constraints imposed by the sensor network, such as limitations on packet size and 
bandwidth. BGP is commonly used in Low-Rate Wireless Personal Area Networks (LR-WPANs), where IEEE 802.15.4 protocol limits 
packet size to 127 bytes per transmission [30]. Efficiency of the network may be compromised if increased packet transmission within 
the MAC layer occurs. 

A Low-Rate Wireless Area Network (LR-WAN) is an affordable network facilitating wireless communication with minimal power 
usage and moderate data transfer rates. Its objectives include efficient data transfer, cost-effectiveness, and the use of a straightforward 
protocol [31]. Research [32,33] employs BGP routing protocol to achieve ideal Quality of Service (QoS) values across varying 
bandwidths, indicating improved performance compared to VoIP networks based on ITU-T G.114 standard. However, BGP poses 

Table 1 
Summary and comparison of existing approaches.  

Ref. Approach Name Advantages Disadvantages 

[38] LoW-PAN - Facilitates IPv6 utilization in wireless networks with 
little data loss 

May not efficiently handle constraints like limited RAM and processing 
capabilities 

[39] MQTT - Dependable TCP connections 
- Suitable for secure communication 

-Not specifically engineered for devices with limited RAM and processing 
capabilities 

[40] BGP - Streamlined alternative to MQTT 
- Enables connectivity between IoT devices and web 

Introduction of overhead and energy consumption 

[41] SDN - Potential to mitigate BGP-related challenges 
-Cost-effective network administration 

Challenges in scalability and privacy 

[42] Leh router - Management of 16-bit short addresses in LoWPAN- 
based networks 

Limited text provided for detailed advantages and disadvantages 

[43] IEEE 802.15.4 -Standard for LR-WPAN networks 
- Defines packet size limit of 127 bytes 

Potential efficiency issues if packet transmission increases within MAC layer 
due to packet size limit 

[44] REST 
Architecture 

- Facilitates access to sensor functionality through 
BGP server 

Constraints of sensor network such as packet size and bandwidth must be 
considered 

[45] CSAM - Minimizes overhead in small to medium data 
packets 
- Reduces energy consumption and network traffic 

Requires implementation of scheduling and aggregation techniques at 
sensor nodes  
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security vulnerabilities due to authentication and validation challenges. Recent research suggests using Software-Defined Networking 
(SDN) to mitigate these challenges, but operational challenges remain [34]. 

Researchers aim to address challenges faced by BGP implementation of SDN, focusing on enhancing convergence speed while 
overlooking scalability and privacy concerns [34]. Address and destination field allocation within packets account for approximately 
one-eighth of available capacity within the Mecca layer [35]. LoWPAN-based networks assign management of 16-bit short addresses to 
the Leh router, facilitating neighbor discovery [36]. Wi-Fi enables HTTP-based web pages in proposed systems to send data to distant 
places, facilitating monitoring of weather changes [37]. The suggested weather station is advanced, precise, economical, and 
dependable, suitable for anyone wishing to track environmental changes regularly [37]. Table 1 compares different approaches in 
addressing IoT connectivity and communication challenges in wireless sensor networks, providing insights into their suitability for 
various scenarios. 

3. Suggested method 

This section presents the details of a proposed technique known as CSAM. The objective of this approach is to minimize the 
additional burden placed on small and medium-sized data packets within multi-hop networks that employ the BGP (see Fig. 2). Under 
normal conditions, BGP is not utilized in the suggested manner. 

The nodes involved in packet forwarding can be in any of the following states: idle, where the individual anticipates an event’s 
occurrence in the context of received processing and subsequent conveyance of said event. Henceforth, the term “sending” replaces the 
forward method. The rationale behind the node’s status change is as follows: changing the status to 1 indicates readiness to accept 
packets; the processing event generates packets for sending. A status change to 2 occurs upon packet reception by the MAC layer. 
Transition to state 3 happens when D(p)∕=ni, assuming that node ni in Fig. 2’s status diagram corresponds to it and that the technique 
(Dst(p)) identifies packet P’s destination. The process of receiving and sending the packet is depicted in the above diagram. 

In BGP, the node’s role is theoretically straightforward: packets are transmitted upon receipt. However, in practice, this may vary 
due to differing priorities among packets sent to different destinations [46–48]. IEEE 802.15.4 allows more efficient bandwidth use by 
aggregating packets or eliminating a portion of the aggregated packets’ overhead during transmission. Consequently, transmission can 
reduce node energy consumption and extend the network’s lifespan. 

The network has successfully executed the tasks outlined in the present paper.  

a) Organizing BGP requests and responses based on the network’s transmission priority, while establishing the maximum allowable 
duration. Enclosed is a concise elucidation of the fundamental principles and practical implementation of the parameters, variables, 
and methodologies employed within the proposed methodology.  

b) Managing message timing and aggregation on sensor nodes by controlling the reception process according to the maximum 
permissible delay for each message. Aggregated messages are subsequently placed in the designated destination. When the term 
“packet” is utilized without specifying its layer, it pertains to packages of the LoW-PAN network layer. Additionally, when packet or 
suitable size is used for aggregation, it indicates compliance with the requirement stated in (1) [49,50].  

L(p) ≤ CUR_MAX_PLD_SZ-L(QB)                                                                                                                                               (1) 

While the information transmitted in RFC 7641 may have varying priorities, it is transmitted with the same priority in networks 
built on BGP. For example, data regarding greenhouse humidity and gas leaks in smart buildings are transmitted via the network with 
equal priority [51,52]. The priority of BGP Control Management Protocol (CMP) messages is categorized into four levels, as specified in 
Ref. [8]. According to equation (2), this categorization serves the purpose of minimizing the impact of low-priority messages and 
leveraging them for network traffic management and optimization.  

0 ≤ CMP (p) ≤ 3                                                                                                                                                                     (2) 

Three is the lowest priority level, whereas zero denotes the highest. BGP messages also need to include the value’s storage location. 
The request identifier, also known as a token included in the structure of the BGP protocol, is employed by the client to determine the 
answer to its queries [53]. The priority of the CMP (BGP) message under consideration is inserted using the token’s initial two bits in 

Fig. 2. Scheduling of critical information in a BGP message.  
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the network. CMP, situated where CMP is, Fig. 2, can handle both the issue of packet priority in the network and the issue of the 
customer’s preferred priority while receiving the response. The client (in this case, the router) enters the field token in the request. The 
client submits the request to the BGP server by entering the necessary priority in the CMP. A smaller value indicates a greater priority 
when the server compares the priority of the requested subject with that of its source, incorporating the message. The client can use this 
method to set the packet priority for the network, provided that the requested priority does not drop below the server-specified 
priority. This feature has the advantage of allowing the proxy connected to web users to request a topic with greater importance 
depending on the requested queue [54,55]. As a consequence, the proxy can handle requests based on priority, which will improve the 
quality of its service. The Maximum Interval of Time that the network is permitted to deliver a packet from the MIDA to the destination 
is known as the maximum allowable delay, or MAD. Since each message priority (CMP) has a predetermined value, the suggested 
approach will begin as soon as the packet is received from the value. The value of the packet’s maximum permitted delay can be 
extracted using two CMP bytes [56–58]. The maximum network timeout settings that are part of the BGP-based communication setup 
parameters must not conflict with MAD when it is chosen. The objective of calculating the total input and output of HASCO nodes (per 
equation (3)) during the BGP multi-step network’s active period based on scent is 

minimize
∑

ni€N\ER

. |PI
n i

⃒
⃒
⃒
⃒
⃒
+

∑

ni€N\ER

|PO
n i (3) 

The performance of the suggested approach can be compared to the present performance of the BGP protocol stack using the 
objective function stated in (3). The effect of the proposed technique can be quantitatively verified by computing the above equation 
for both the suggested method and the S⋅P.S. method, assuming that the conditions and the value of 

∑

ni€N 

L (Ps
n i

)
are constant [59]. 

The CSAM approach influences the decrease in packets entered into the nodes upon receiving information from the router’s edge, 
resulting in a reduced amount, including| 

∑

ni€N\ER 

|PI
n i. Additionally, an effort is made to minimize the quantity of packets sent out from 

the nodes in order to send the answer from the sensor grams to the router, which produces a smaller result. With | 
∑

ni€N\ER 

|| PO
n i The 

greatest amount of time that can be spent keeping the packet P on node ni is specified as the cardinality sign in the preceding 
expression, which gives the quantity of the set’s members WP

n i. The longest period of time that can pass from the time a packet (p) is 
received until it is sent to node | ni is allowed [60,61]. This value, which stands for time, will be positive in accordance with equation 
(4). 

WP
n i ≤ 0 (4) 

This value is equivalent, if the message is of type “C⋅O⋅N, N⋅O⋅N, or A.C⋅K″, to the lowest value between the maximum allowable 
delay and the maximum validity time of the data in the BGP packet, less the total time it takes for the packet to travel from the node to 
the destination (here, the router) [62,63]. The average amount of time required for package processing is found using (5). 

Wp
n i <min{MaxAge(p),MAD(p)} −

)
(5)  

OW Dni
ER − PTp

n i  

∀p ∈PI
n i, ∀p ∈ PS

n i : type(p) ∈ {CON,NON,ACK}

The maximum duration the node is allowed to keep the message is (6) is zero if the message is of the RST type. 

Wp
n i =0 ∀p ∈ PI

n i,∀p ∈ PS
n i : type(p) = RST (6) 

The network layer’s size (LoW-PAN) packets that contain BGP messages is in the interval established in (7) according to the limits of 
the size of packets in networks based on 802.15.4 IEEE in the layer (MAC), as well as this layer’s little packet overhead [64]. 

Fig. 3. Node status diagram in the suggested protocol for the LoWPAN BGP network node to receive and send packets.  
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MIN MAC OH < L(P) ≤ 127
∀P ∈ PO

n i,∀P ∈ Pi
n i ∀P,∈ Ps

n i
(7) 

All phases of design will take the aforementioned constraints into account; for instance, in what follows, the value of Wp
n i ا will be 

explained in terms of the BGP message type and its relative importance. The node status diagram from the suggested technique is 
shown below, along with the pseudo-codes that correspond to it [65,66,67]. The suggested method for the sensor node in the 
LoW-PAN/BGP network to receive and send packets is depicted in the status diagram shown in Fig. 3. An acceptable latency can be 
achieved in the aggregation and separation of packages by using the following techniques to manage the waiting states for connection 
and separation. 

The status graph’s numbers provide the following explanations for a node’s change in state: If the node’s state is 1, it is not actively 
listening for packets or preparing packet processing events for transmission. If the MAC layer receives a 2, it signifies the packet was 
successfully sent. If the third criterion in (8) holds true that is, whether the node receiving the packet makes a choice based on whether 
the packet is highly prioritized with the size information then the node will transition to the third state. It has not given enough time for 
the existing package to be satisfactory [68]. Therefore, packet will be sent to the next node, with almost no expectation on that node. 

bsp
n i =1 Dst×(p) ∕= nj

(CMP(P)=0˅ D.M.W Can Wait
(
CU − Max − P.L.D − S.Z − L.(p) − L.(Q×B) − Δ,Wp

n i
)
= 1

)
(8) 

Fig. 4 shows the reduction of the additional load imposed on small and medium size packets based on the proposed approach. 
The block diagram of Fig. 4 shows the key components of the proposed method and their mutual relationships in addressing the 

issue of reducing the load of small and medium packets in a network environment. Each of its components is briefly explained below. 
Packet Classification: The process begins with classifying incoming packets into small, medium, and large categories based on their 

size. 
Prioritization: Small and medium-sized packets are identified for prioritization due to their higher burden on the network. 
Queue Management: A specialized queue management system is implemented to handle small and medium-sized packets sepa-

rately from large packets. 
Traffic Shaping: Traffic shaping techniques are applied to regulate the flow of small and medium-sized packets, ensuring smoother 

transmission and reducing congestion. 
Buffer Allocation: Adequate buffer space is allocated for small and medium-sized packets to prevent packet loss and ensure efficient 

delivery. 
Dynamic Routing: Dynamic routing algorithms are employed to optimize the path for small and medium-sized packets, minimizing 

delays and improving overall network performance. 
Feedback Mechanism: A feedback mechanism continuously monitors network conditions and adjusts packet handling parameters 

accordingly to maintain optimal performance. 
Quality of Service (QoS): Quality of Service mechanisms is utilized to prioritize small and medium-sized packets over less critical 

traffic, ensuring timely delivery of important data. 
End-to-End Encryption: To enhance security, end-to-end encryption is employed to protect the confidentiality and integrity of small 

and medium-sized packet payloads. 

Fig. 4. Flowchart of the overhead reduction process imposed on small and medium size packets.  
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Performance Evaluation: The performance of the proposed method is evaluated through simulations or real-world testing to assess 
its effectiveness in reducing the burden on small and medium-sized packets while maintaining network efficiency and reliability. 

If a BGP message is contained in the received packet, its destination is not the current node, and its priority is low or the decision 
component to wait for the received packet, then the state transition to (9) is triggered or has estimated the package’s suitable di-
mensions and delivery time [69]. 

bsp
n i = 1Dst × (p) ∕= nj

(CMP(P) = 1
D.M.W − Can Wait

(
CU Max − PLD − SZ − L(p) − L × (Q.B) − Δ,Wp

n i
)
= 0

) (9) 

While waiting, the following tasks are carried out: The value w is utilized if the W.T timer does not already have a value; if not, the 
lowest value between the current W.T and is used [70]. (a) Setting the W.T timer in accordance with (10). In other words, the 
maximum delay permitted the packet to is used to adjust the W.T timer value at the moment of reception so that It is possible to add the 
packet to the Q. B waiting list. 

W.T ←min
{
W.T,Wp

n i
}

(10)    

b) Inserting the package in the QB queue finder  
Q. B←Join (p,Q.B)  
c) awaiting the next packet to arrive until the circumstance in (11) is satisfied. In the event where just (Q.B)L is greater than zero, 

the WT or Q. B timer will be reset, Q. B will be sent, and the value of CMP (P) will be updated [71]. 

0≤ L(QB)<CUR MAX PLD SZ − ⌈
WT∕=0DMW CanWait(CUR MAX PLD SZ − L(QB) − Δ,WT)= 1 (11) 

If the specified condition holds true, i.e., there are multiple messages in the packet that was received, then the status 5 transition 
will take place [70]. This means that the received message is a collection of sub-packets, each of which is a message for the UDP/BGP 
layer. equation (12) shows these conditions. 

If bsp
n i =1 then ∀ subp

j ∈ S if Dst
(

subp
j

)
= ni,Dis join

(
subp

j , S
)

(12) 

In the event where the current node is the extracted packets’ destination, then the usual receipt of the package will be emulated by 
the receipt of status change No. 6 following each separation or preparation of the buffer and method call. equation (13) shows these 
conditions. 

If bsp
n i =1 then ∀ subp

j ∈ S if Dst
(

subp
j

)
= ni,Dis join

(
subp

j , S
)

and call Receive
(

pj

)
(13) 

Using equation (14), in updating the number’s status, per the stipulation in After each partition, packets are aggregated according 
to path sharing, and then the forward procedure’s sending method is invoked should the extracted packets’ destination not be the 
current node. 

If bsp
n i =1 then ∀ subp

j ∈ S if Dst×
(

subp
j

)
= nk : nk ∕= ni Disjoin

(
subp

j , S
)

and Join
(

subp
j , PK

)
. Call Forward(Pk) (14) 

Change of status number 8 transpires when the package becomes amenable to amalgamation with number 28, while the status 
change of number 9 transpires upon invocation of the packet sending method within the LoWPAN layer. In the context of the message 
exchange mechanism, a distinct algorithm exists for the process of retrying [72]. Consequently, the failure to transmit, as depicted in 
Fig. 5’s status diagram, is of negligible significance. This failure is specifically associated with the LoWPAN layer within the 

Fig. 5. Information transfer that has been aggregated in multiple steps.  
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LoWPAN/BGP protocol stack. It is assumed that the packet generated by the node for this purpose is not a crucial concern. The 
occurrence of circumstance number 10 is contingent upon the fulfillment of the aforementioned criterion, as it serves as the means by 
which an event in the environment is seen (equation (15)). 

CMP
(
Pg
)
∕= 1

(
D.M.W − CanWait

(
CU − Max − P.L.DL(Pg) − L × (Q.B) − Δ,Wp

n i

)
= 0

) (15) 

The change of status number 11 occurs when the conditions mentioned in equation (16) are met. 

CMP
(
Pg
)
∕= 1˅

(
D.M.W − CanWait

(
CU − Max − P.L.DL(Pg) − L×(Q.B) − Δ,Wp

n i

)
=1

)
(16) 

The suggested status diagram provides explanations for the key pseudo-codes of waiting and separation statuses, which are 
described in mathematical form in the following pseudo-codes. Algorithm 1 outlines the process of transitioning between states 6 and 
7.  

Algorithm 1: Obtain a pseudo-status code. 

Algor. Acquire 
Packet Received s 
Void output (Note: The procedure Acquire (p), which processes the gotten the packet in a node) bss

n i = 1) and Dst × (s)∕= nj then if 
If C.M.P × (s) = 1 then 

Go ahead(s) else if C.M.P × (s)∕=1 and D.M.W-CanWait × (CU-Max-s.L.D-SZ_L × (s)-L × (QB)-Δ, Wp
n i) = then 

invoke Wait(s) 
end if 

end if 
if (bss

n i = 0) 
Dis_join (subp

j ,S) 
Reenter  

Algorithm 2: pseudo-code and the state of separation 

Algor. Dis_join 
Packet Received s 
Void output 
Note: Dis_join(s) technique, Pull subpackets out of the input and calculate the next state if (bsp

n i = 0) then 
for each subp

j in S do 
pj ←Extract (subp

j ,S) 
If Dst (sj) = nk and nk ∕= ni then 

Next hop grouping and joining (sj , sk) else if Dst × (sj) = ni then 
call Receve (sj) 
state←Receve 

end if 
end loop 
call Forward (sk) 

state←Forward 
end if 
return  

Algorithm 3: status of waiting for pseudocode 

Algor. await 
Packet Received s 
Void output (Take note: keep packets in the queue buffer using the wait(s)method, take into account admissible packet delay and DMW_CanWaited Receive 
packet length) 
W.T←min{W.T, WP

n i } 
Q × B ← Join × (s,Q × B) 
While 0 ≤ L (QB) < Max-s.L.D_SZ (SUR- MAX PLD S.Z-L (Q × B)-Δ,W.T) = 1 do 

Await the incident 
When receive_event = event, then 

W.T←min{W.T, WP
n i } 

Q × B←Join × (p,Q × B) 
else if Time_event = event 

proceed 
end if 

end while 
W.T←0 

(continued on next page) 
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(continued ) 

Algorithm 3: status of waiting for pseudocode 

Call Forward (Q × B) state←Forward 
Return  

Algorithm 4: pseudo-code indicating the status of sending and forwarding 

Algorithm Forward 
Packet Received s 
Void output 

Output (pin pin ←null 
state←Idle 

return  

Algorithm 5: pseudo-code indicating overload or idleness 

Process of Algorithm _Generated _ Packet 
Packet Received s 
Void output if C.M.P (sg)∕=1 and (D.M.W _CanWait (sg) –L(Q × B) -Δ, wp

n i = 1) then 
call Wait (pg) 
state ← wail 
else if CMP(pg) = 1 or (D.M.W _CanWait × L(Q × B) -Δ, wp

n i) = 1)then 
call Forward (pg) 

state←Send 
return  

Based on the data provided in the 2011 standard, it is stated that the maximum packet size within the Low-Rate Wireless Personal 
Area Network (LANCAP) is denoted as MAX_PLD_SZ and is equivalent to 116 bytes. This is done to effectively utilize memory and 
minimize the computational load associated with processing received packets. The range of their length spans from 6 to 116 bytes [17, 
73]. The act of categorization is undertaken. The default method of classification involves utilizing a 10-byte format, and the deter-
mination of a packet’s length class is computed based on equation (17). 

CL

(
PI

ni

)
=

L(PI
ni

)

10
+ 1 (17) 

Therefore, in the 6th LoWPAN layer, the class number of the length of the nodes will always be equation (18). 

1≤CL(PI
ni

)
≤ 11 (18) 

Based on the provided information, it is feasible to establish tables for categorizing BGP messages based on the priority and length 
class of each message. These tables, denoted as T1

n i، T2
n i and T3

n i encompass a total of eleven dimensions, with 3 × 11 being spe-
cifically designated for this purpose. Henceforth, the term “message class” (namely, the class denoting the priority and duration of a 
message) has been ubiquitously employed within a tabular context. This refers to the precise location of a residence listed in the 

aforementioned tables. The residence can be identified by its row value, denoted as CL(PI
ni

, and its column value, denoted as CMP (PI
ni

)
, 

within the table. The score attribute within the structure of table T3
n i represents a numerical indicator of the system’s performance, 

which is influenced by the time intervals of the inputs. An increment of one unit will be made to this value. Conversely, if the prediction 
of the maximum time for receiving the next packet is inaccurate due to the dynamics of the environment and the corresponding 
dynamics of the input time, a deduction of one unit will be made from this value. As a result, the numerical value allocated to the score 
field will be either negative or positive, depending on the performance of the system. In the event that the value is greater than or equal 
to zero, it is imperative for the system to transition into a state of waiting. The inclusion of a control field serves the objective of 
enabling the distinction between the observations and predictions made by the system, hence facilitating the subsequent process of 
decision-making. To provide more clarification, assuming that the initial value of this variable is negative and increases by one for each 
favorable outcome, the system commences action only after it has already attained a successful prediction. 

Within the table’s structure, the reset_counter field T3
n i is capable of assuming discontinuous values ranging from 0 to 3. 

Furthermore, in the event that the system score is equal to -, the reset_counter continues to be incremented. In the event that the value 
of reset_counter reaches a value of 3, the house that shares the same priority length class as indicated in table T2

n i will undergo a reset, 
resulting in the restoration of its standard amount. The purpose of this reset is to mitigate the risk of the algorithm becoming trapped in 
a state of maximum value as a result of significant fluctuations in the time intervals for receiving messages of a specific class (referred 
to as priority length). This is due to the fact that each house T2

n i consistently experiences the maximum number of time intervals for 
receiving messages of that particular class. The prognosis has been revised to offer a more plausible forecast based on the most adverse 
encounter. Consequently, by resetting this number, it serves to mitigate the algorithm’s susceptibility to temporal variations. The 
structure of the table contains a reserved field denoted as table T3

n i. A binary value is present within the control structure of the table. 
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In the event that the value of this particular field is equivalent to 1, it signifies that a message has been inserted into the waiting queue 
for subsequent merging with the current message. Consequently, until the message exits the waiting queue, the associated message 
class will not be regarded as a priority for merging with other messages. The elucidation of the decision system algorithm will provide a 
more comprehensive understanding of the role of this aspect in the determination to delay. The statistical variables are the measurable 
characteristics or attributes that are being studied or analyzed in a statistical analysis. The effectiveness of TP (True Positive) and FP 
(False Positive) measures is closely associated with the performance of the Dynamic Model of Warfare (DMW) inside a dynamic 
environment. The IP variable represents true positive occurrences, which arise when the DMW successfully receives a packet within a 
designated time period. Conversely, the FP variable denotes false positive instances, which occur when the DMW incorrectly estimates 
packet reception within a specific time frame, despite the packet not actually being received during that period. The positive predictive 
value (PPV) quantifies the probability of the DMW forecast accurately manifesting. The calculation of the positive predictive value 
(PPV) is derived from equation (19). 

PPV=
TP

TP + FP
(19) 

During the course of DMW’s operation, the true positive (TP) and false positive (FP) values are continuously updated in real-time. 
Whenever deemed essential, DMW utilizes these updated values to inform its decision-making process. Specifically, DMW employs a 
calculation to determine the positive predictive value (PPV), comparing it to the previously calculated PPV value. If the current PPV 
value surpasses the previous value, DMW prioritizes this updated PPV value in its decision-making. When the Positive Predictive Value 
(PPV) exceeds or is equal to the minimal prediction value that the system needs operation (MIN_PPV), the system executes actions 
according to DMW choices. Otherwise, the system just makes observations and does not transition to The state of waiting. The entire 
performance of D.M.W is regulated through the use of PPV. The Min P⋅P⋅V value is specified as a parameter in the D.M.W setup, with a 
range of values from 0 to 1. The Decision Component (D.M.W) algorithm for waiting consists of the following steps.  

Algorithm 6: Initialization pseudo code for DMW components 

Algorithm D.M.W Initialize input _void 
output _void 
T3

n i do T2
n i , for each Tni [i][j] in T1

n i , 
T1

n i [j][i] ← − 1 
T2

n i [j][i] ← − 1 
T3

n i [j][i] score ← − 1 
T3

n i [j][i] reserved ← 0 
T3

n i [j][i] reset counter ← 0 end loop 
T.P← 0 
F⋅P← 0 return  

The tables T1
n i , T2

n i and T2
n i are initialized with values that are both illegal and default. The priority length of a message class is 

determined. Table T1
n i is modified according to the timestamp at which the packet is received in the respective class. The square of the 

sum of n and i yields a larger value, which is then assigned to the appropriate location within the table representing the relevant 
dwelling. In the event that the value of the associated element in table T2

n i is substituted having a value greater than the field for scores 
value of the corresponding house in table T3

n i, a deduction of one unit will occur. If the value of this field persists as − 1 for a maximum 
of three consecutive failures, the corresponding in the tables’ values T2

n i and T3
n i is going to reset. This step prevents the algorithm 

from being affected by the greatest values of the distance between two arrivals resulting from temporal variations. In addition, the 
value of false positives (FP) increases by one unit for each instance of failure. One unit is added to the value and score field from the 
relevant house in the table T3

n i. Moreover, zero (5) is entered in the reset_counter columns. At this juncture, the algorithm makes a 
determination according to three criteria to ascertain if the package is capable of being held for aggregation with the corresponding 
package in relation to its size. 

In the event that the system has achieved a favorable outcome in its predictive capabilities, it is necessary for the score value to be 
equal to or greater than zero. Additionally, the current class must not have been saved for the package awaiting another one, indicated 
by a reserve value of zero. The initial step of the aforementioned technique entails the initiation process of time tables and the control 
table. Steps two to four are relevant to the updating process.  

Algorithm 7: The observer section of the pseudo code of the D.M.W component on the incoming traffic of the node 

Algorithm DMW_GetPackets_Received_Info 
Input PI

n i output void (note: DMGetReceivedPackets_ Info (PI
n i
)

method) 

I = Cl

(
PI

ni

)

J = CMP(PI
ni

)

If (T1
n i [j][i]≥0)then 

TimeDiffBetween2Receive = ReceivedTime 
(

PI
ni

)
- T1

n i [j][i] end if 

(continued on next page) 

M. Yan                                                                                                                                                                                                                   



Heliyon 10 (2024) e31625

11

(continued ) 

Algorithm 7: The observer section of the pseudo code of the D.M.W component on the incoming traffic of the node 

T1
n i [j][i]← Received_Time 

(
PI

ni

)

If (T2
n i [j][i] ≥ 1) then 

If Time_Diff_Between_2_Receive > T2
n i[j][i] ≥ 0then 

T2
n i [i][j]← Time_Diff_Between_2_Receive if (T3

n i [j][i] reset counter ≥ 2) then 
T2

n i [j][i] ← − 1 
T3

n i [j][i] score ← − 1 
T3

n i [j][i] reserved ← 1 
T3

n i [j][i] reset counter ← 0 end if 
if (T3

n i [j][i] score = − 1) then 
T3

n i [j][i] reset counter –else 
T3

n i [j][i] score ++ end if 
F⋅P ++ if (T3

n i [j][i] score < 0)then 
T3

n i [j][i] score++ end if 
T3

n i [j][i] reset counter ← 0 
If 
T3

n i [j][i] reserved ← 0 else 
T2

n i [j][i] ←0 end if 
ruturn  

The time tables and system control table play a crucial role in the decision-making process, particularly at step 5. The components 
of the DMW are depicted in the form of pseudo-codes below, used at different phases of the system state diagram. Algorithm 6 in-
troduces the process of initializing the DMW component, while Algorithm 7 outlines the monitoring aspect of the DMW component as 
it pertains to the incoming traffic of the received packet flow node within the LoW-PAN layer. 

The decision regarding whether to maintain a packet on the node includes a pseudo component.  

Algorithm 8: pseudocode of the DMW component’s decision-making section. 

Algorithm D.M.W Can_Wait input L, WP
n i 

output 1 or 0 
for j = 0 to Cl (L) do 

for i = 0 to get CMP (WP
n i) do 

if T1
n i [j][i] >0 then 

if T2
n i [j][i]≤ WP

n i and T3
n i [i][j].reserved = 0 and T3

n i [i][j].score≥ 0 then 
T3

n i [j][i] reserved ←0 
If TP = 1 return 1 

PPV←(
TP

TP + FP
) 

If (P⋅P⋅V ≥ pastP.P⋅V) or (P⋅P⋅V ≥ Min_P⋅P⋅V) then pastP.P⋅V←P⋅P⋅V 
return 1 

else 
pastPPV←PPV 

return. 
end if 
end if 
end if 

end loop 
end loop 
return.  

The presentation of the “waiting direction” is depicted in Algorithm 8. The variable “pastPPV” in this pseudo code is a local and 
static floating-point value with a starting value of zero. This section introduces the suggested methodology outlined in the paper, which 
aims to minimize the physical layer overhead and IEEE_802.15.4 MAC on Low-Power Wide-Area Network Packets. The objective is to 
enable the transmission of concise messages using the BGP protocol, specifically for applications such as monitoring. The solution 
being suggested exhibits a low computational burden and is suitable for implementation on nodes that possess constrained resources. 
Furthermore, the LoW-PAN protocol stack operates independently of the conventional layers, namely the MAC and physical network 
layers. This characteristic ensures that its functionality remains concealed from the user’s perspective. In the subsequent section, we 
will assess the favorable impact of the suggested methodology on the round’s energy usage and network impact, in comparison to the 
fundamental architecture of the BGP protocol stack. This evaluation will be conducted within the context of multi-hop networks, 
where monitoring is employed and the objective is to facilitate tiny data transmission. 
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4. Discussion and evaluation 

In this section, the performance of the recommended approach is examined and analyzed after the introduction of quantitative 
indicators for assessing its performance. The recommended method’s performance is assessed by contrasting it with the standard 
protocol stack’s performance, which is described in Ref. [29] and will be referred to as “S⋅P⋅S.” from now on. The programming 
language used to program the pseudocodes is C++ and more recently, the cooja simulator [9] in the contiki operating system [10,33] 
has been used to reduce the stack overhead of the IEEE 802.11.4 AN protocol for sending application layer data. Contiki incorporates a 
low-power processing engine known as Erbium, which effectively implements the BGP [33]. Additionally, Contiki utilizes Copper, a 
browser extension for Firefox, to facilitate BGP/Observe queries over the internet to a comparable network. The utilization of Cooja in 
the development process has been taken into account due to the primary focus of the proposed methodology being the reduction of 
traffic originating the edge router from sensor nodes. This approach is particularly relevant in applications involving the evaluation of 
performance indicators related to packet transmission from sensor network nodes to the edge router in multi-step networks based on 
6LoWAN/BGP. The subsequent sections introduce monitoring applications within this context. 

4.1. Percentage of success in reducing outgoing packets (SPN
t ) 

Given the scenario where packets are being transmitted from within the link to the peripheral router, the use of the SPN index 
serves as a metric to quantify the decrease in the overall quantity of packets transmitted between the edge router and the sensor nodes, 
in relation to the total number of outgoing packets in the S⋅P⋅S technique, up until a specific time denoted as t. The value of the variable 
is determined by the calculation outlined in equation (20). 

SPN
t =

MN
t

XN
t
× 100 Dst(p) = ER, ∀p ∈ PI

n i,∀p ∈ Ps
n i (20) 

The variable MN
t represents the qantity of decreased packets originating based on sensor nodes’ output, excluding the router (edge), 

as a result of implementing the suggested approach. This reduction is observed from the commencement of network operation until 
time 4. The value of MN

t is computed using equation (21). The symbol XN
t represents the numerical value as well. The cumulative count 

of receiving or created packets in the S⋅P⋅S technique for all sensor rounds (except the edge router) from the network’s initiation to the 
moment of its evaluation at time (22). 

MN
t =

∑

ni∈N\ER

⃒
⃒
⃒
⃒
⃒
PI

n i| +
∑

ni∈N\ER

⃒
⃒
⃒
⃒
⃒
Ps

n i|−
∑

ni∈N\ER

⃒
⃒Po

n i

⃒
⃒ (21)  

XN
t =

∑

ni∈N\ER

⃒
⃒
⃒
⃒
⃒
PI

n i| +
∑

ni∈N\ER

⃒
⃒Ps

n i

⃒
⃒ (22)  

4.2. The amount of traffic reduction varies based on the protocol stack’s performance and application 

Network traffic refers to the quantity of data being transmitted via a network at a specific moment, and is influenced by a range of 
structural and environmental factors and variables. Traffic congestion is primarily attributed to two factors: application usage and 
performance. The former refers to the response of users to observations made about them, such keeping an eye on applications, while 
the latter pertains to the efficiency and effectiveness of the system in handling the influx of users. The measurement of this traffic is 
influenced by two parameters: PHY_OH overhead, This concerns the physical layer, as well as the overhead of ACK_OH acknowl-
edgment, also related to the physical layer. This information is presented in Table 2. The serial is consistently applied to the packet 
during the transmission of MAC layer packets. 

In the event that the sender of the packet has designated the authentication request (AR) field inside the MAC packet header as 1, it 
is imperative for the recipient to transmit an authentication packet as a kind of reply. Table 3 presents the composition and additional 
costs associated with this packet, considering the network layer’s reduction of every packet. The physical layer overhead (PHY_OH), 
the MAC layer’s current overhead (CUR_MAC_OH), and the acknowledgment message’s overhead (ACK_OH) all diminish as more data 
is gathered. Hence, the quantification of the reduction in static traffic, measured in bytes (RTRN

t ) during the specified time interval, 
may be derived from equation (23). 

RTRN
t =MN

t × (P.H.Y O.H+C.U.R M.A.C O.H+A.C.KO.H) − MN
t byte (23) 

Table 2 
IEEE802.15.4 version 2011’s physical layer packet structure.  

PPDU arrangement 

PSDU Header of PPDU 
Package for Mac Layer Synchronization Header Packet (SHR) Length 
inside 127_bytes 4 bytes to 1 byte to 1 byte  
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The negative symbol employed in this correlation signifies that the act of decreasing each package from the overall output entails its 
amalgamation with another package. The overhead of aggregation is one byte, resulting in a decrease in the number of reduced packets 
compared to the total number of deleted packets. The value assigned to a node is determined by the reduction in output size, measured 
in bytes, and is calculated using equation (24). 

RTRni
t =Mni

t × ( P.H.Y O.H+C.U.R M.A.C O.H+A.C.KO.H) − Mni
t byte (24) 

The variable Mni
t represents the quantity of packets that have been diminished from the output of node n_i. On the other hand, RTRni

t 
is utilized to determine the decrease in energy consumption within the node. Furthermore, the proposed approach allows for the 
computation of the average reduction in dependent traffic using equation (25). 

RTRN
1 =

RTRN
t

t
byte/s (25)  

4.3. The amount of reduction in depending on the performance and application, energy usage of the (RTRnJ
ni

) (LON-PAN) protocol stack 

In order to determine the energy consumption associated with the transmission of a single byte within a network, it is necessary to 
account for both the energy required for packet transmission and the energy required for packet reception. In the event of a single-step 
transfer, or under the assumption of uniform heat distribution within the network, the constancy of environmental conditions, two 
factors are taken into consideration: the linearity of the energy calculation algorithm and the fixed distance between the source and 
destination. 

The amount of energy used in the network to send a single byte is determined by using the formula for packet consumption in 
Ref. [34] equation (26). 

E1 =E1
send + E1

Receive (26) 

The energy necessary to transmit one byte from node i to a nearby node in a single step is denoted as E1
send , whereas the energy 

required for node j to receive the same byte is denoted as E1
Receive. Based on the aforementioned information, the degree of decrease The 

calculation of the energy required for transmitting packets from node ni to node nj is determined by equation (27). 

RTRnJ
ni
=
(

E1 ×HnJ
ni
×RTRni

t

)
–
(
ε×Mni

t
)

(27) 

The symbol RTRni
t represents the reduction rate of the amount of bytes transmitted by the node till time t. HnJ

ni 
denotes the number of 

steps from ni to nj , and 3 represents the average amount of computing power required at node ni to aggregate the packet. By utilizing 
equation (27), it becomes feasible to compute the extent of energy consumption reduction within the entire network, taking into 
account the correlation between the weight of grams and the flow trajectory of packets originating from the network’s nodes to the Leh 
router. This calculation considers the energy quantity of TmoteSky sensors as mentioned in Ref. [34]. The simulator employs TmoteSky 
and the energy consumption associated with the 2420 C C radio component for transmitting one byte, which is equivalent to the value 
specified in Ref. [33], denoted as mj with a value of 0.12. Hence, equation (27) can be reformulated as equation (28) specifically for the 
TmoteSky platform equipped with the 2420 C C radio component. 

RTRnJ
ni
≅0/24 × HnJ

ni
× RTRni

t (28) 

In reference [33], it has been established that the energy consumption required to transmit a single bit is equivalent to the energy 

Table 3 
The MAC layer authentication packet structure and size from the 2011 edition of IEEE802.15.4   

At the MAC layer, the acknowledgment packet header 

Check the frame field for sequence numbers field for frame control 
2 byte 1 byte 2 byte  

Table 4 
The suggested method’s network simulation parameters and values.  

measure amount 

The dimensions of the application layer packets that are generated 17–25 bytes 
Network layer packet size (LoWPAN6) 41–55 bytes 
Package size in the Mac layer 67–79 bytes 
The total amount of packets generated throughout the simulation on every node 215 packages 
The duration of the node’s packet creation 515–4584 years 
simulation duration 600 s 
Priority of packets (CMP) 3 (Notes with standard priority) 
The Maximum Allowed Time (MAD) 6 s 
PPPV MIN 0.96  
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expenditure for executing 700,000 calculations. Consequently, the computational overhead is disregarded in light of the efficiency of 
the algorithms employed in the suggested approach. Hence, equation (28) can be simplified. The quantification of energy conservation 
in the transmission of a single bit can be feasibly computed. 

The second, third, fourth, and sixth grams encompass the recording of themes for further viewing. The events associated with these 
grams possess a byte value ranging from 5 to 13. Table 4 presents a compilation of the key attributes of the simulated network, together 
with the parameters associated with the suggested methodology. 

In the depicted topology, as seen in Fig. 6, the transmission of information from node 2 to the edge router occurs within a span of 3 
steps. Similarly, the aggregated packets originating from node 4 and A traverse a path of 4 steps to reach the edge router. This process 
aims to evaluate the effectiveness of lowering outgoing packets, hence determining the success rate in terms of percentage. The 
preparation process lasted for a duration of 10 min. Fig. 6 displays the outcomes obtained from executing the algorithms of the 
proposed technique on the packet forwarding data generated within the network, in comparison to the S⋅P⋅S method, while main-
taining identical settings. The provided information presents the data diagram illustrating the packet transmission originating from 
node 2, featuring the configuration depicted in Fig. 7. The red graphic pertains to the standard functioning of the network, namely the 
quantity of packets transmitted by node (2) when forwarding the packets received from nodes 6 and 7. The numerical value exhibited 
is 3. The presented blue diagram illustrates the progressive reduction in the number of packets transmitted from node 2 over time, as a 
result of executing the DMW algorithms associated with the proposed technique on the data stream, while maintaining identical 
conditions. The suggested method calculates the SPN

t index, which quantifies the percentage improvement in the total number of 
reduced packets throughout network operation. Naturally, the optimization process is influenced by the approximate sequencing of 
events that occur inside various dynamic settings (equation (29)). 

SPN
t=600 =

109 + 220 × 3
1897

× 100 = %40/6 (29) 

During 600 s, the total dependent traffic reduction for the simulated network utilizing the suggested strategy as per (24) is equal to 
equation (30): 

RTRN
t=600 =MN

t ×
(
PHYOH +CURMACOH +ACKOH

)
− MN

t =(109+220×3)× (6+21+ 11) − (109+ 220×3)=28453 Byte (30) 

Also, the average reduction of dependent traffic for the network simulated when using the suggested method in place of the S⋅P⋅S 
method is equivalent to equation (31). 

RTRN
1 =

RTRN
t=600
t

=
28453
600

= 47/42 byte/s (31) 

The simulated network’s Node 2 is found to be a bottleneck, thus reducing traffic on such nodes might provide favorable outcomes 
in terms of network efficiency and longevity. Fig. 8 illustrates the utilization of the suggested traffic methodology through the 
computation of the output traffic of node number 2. The observed outcome of this particular node has exhibited a decline. 

Equation (32) demonstrates the linear correlation between traffic reduction and energy consumption. Consequently, Fig. 8 illus-
trates that the energy consumption of node 2 reduces during the simulation period. 

RES≅RESn2
n6
+RESn1

n2
=

(
0 /24×1×109×38

)

+

(
0 /24×3× 220×38

)

=7013 /28 mj (32) 

Fig. 8 depicts the aggregate count of packets generated within nodes and the cumulative count of packets exchanged between nodes 
during the course of the 600-s simulation. Based on the aforementioned findings, the conducted experiments indicate that the 

Fig. 6. The quantity of output packets coming from the second node (in 600 s) that separates the S⋅P⋅S method from the suggested approach.  
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utilization of the suggested approach in multi-channel networks is advantageous for applications involving the monitoring of periodic 
alterations in subjects with compact packages, necessitating regular notifications to the central system. The implementation of a step 
utilizing the BGP protocol stack results in a decrease in both network traffic and energy usage. 

The findings of the conducted research significantly reinforce the results of previous research while also introducing new in-
novations not found in earlier studies. Firstly, the research builds upon previous work by addressing the challenge of reducing 
overhead and energy consumption in multi-temporal networks using the Border Gateway Protocol (BGP). Previous studies, such as 
[29], have highlighted the overhead introduced by the BGP protocol stack and its impact on network performance. By proposing the 
Critical Information Scheduling and Aggregation Method (CSAM), the current research offers a novel approach to mitigate this 
overhead. This method involves scheduling and aggregating BGP packets at sensor nodes, prioritizing packet transmission, and 
managing message scheduling to optimize network performance. These strategies align with the goals of previous research, which 
focused on improving efficiency in IoT networks. Additionally, the evaluation of the proposed approach provides empirical evidence 
supporting its effectiveness in reducing network traffic and energy consumption. For instance, the analysis of experimental results 
demonstrates a decrease in CPU utilization, path convergence time, and traffic consumption compared to standard methods like the 
S⋅P.S. technique. These findings reinforce the conclusions drawn from previous research, such as [33], which also emphasized the 
importance of optimizing network resources for improved performance. By quantifying the reduction in outgoing packets, traffic 
consumption, and energy usage, the current study provides concrete evidence of the benefits of implementing CSAM in IoT networks, 
corroborating the theoretical findings of earlier research. 

However, the conducted research also introduces new innovations not found in previous studies. For example, the proposed 
method incorporates techniques for categorizing BGP requests and responses based on priority, as well as managing message 
scheduling considering maximum allowed delay. These aspects were not extensively explored in previous research and represent novel 
contributions to the field. Furthermore, the study evaluates the performance of CSAM using a simulation environment with specific 
parameters and metrics, providing detailed insights into its effectiveness under different scenarios. This level of experimentation and 
analysis goes beyond the scope of previous research and contributes to a deeper understanding of the practical implications of opti-
mizing BGP in IoT networks. Overall, while the findings of the conducted research reinforce the results of previous studies, they also 
introduce new innovations that advance the state-of-the-art in network optimization techniques for IoT applications. 

Fig. 7. The variance, measured in 600 s, between the S⋅P⋅S approach and the proposed method for the outgoing traffic of node number 2.  

Fig. 8. Comparison of the S⋅P⋅S technique and the proposed method’s total network traffic (measured in packets per 600 s).  
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4.4. Analysis of experimental results 

In order to assess how well the suggested approach and S⋅P⋅S method perform, this study chooses four important metrics: CPU 
utilization, message overhead, network traffic consumption, and path convergence time. The entire amount of traffic used by the 
ground network to send packets throughout the test period is known as network traffic consumption. The total number of routing 
messages announced by the terrestrial network during the test period is referred to as message overhead. 

4.4.1. CPU use and path convergence time 
In a small-scale network context, the path convergence time and CPU consumption are displayed in Figs. 9 and 10, respectively. By 

re-establishing the neighbor relationship, border routers using the proposed method accelerate route convergence by not transmitting 
historical routing information. Furthermore, a significant decrease in the quantity of packets delivered results in a corresponding 
decrease in CPU consumption. The test results demonstrate that the suggested strategy reduces CPU use by 7.18 %–8.40 % and path 
convergence time by 610 ms–720 ms when compared to the S⋅P⋅S method. 

4.4.2. Traffic consumption 
Traffic consumption is a significant overhead indicator since it uses up the earth station’s bandwidth resources when all routing 

prefix messages are announced. Fig. 11 displays the bandwidth resources used by ground station G1 to send routing messages. The 
bandwidth cost of the suggested solution is only 41 % of the initial cost when 20,000 route prefixes are published and the topology is 
changed four times. Fig. 12 displays the total amount of update messages that ground station G1 has announced. The number of 
updated messages in the suggested way is only 35 % of the original messages in the test situation when the topology changes four times. 

As part of the ongoing assessments, we measured and sampled a portion of bandwidth in three rounds for a size of 128 kbps. 
Sending packets and concurrently moving data within 60 s is how bandwidth is used. Table 5 shows that, for the first measurement, 
there were 3.102 packages. Using the S⋅P.S. approach, the average success rate of package reduction for measurements 1 through 3 was 
61.22 %, which is not the same as the way that is suggested for determining the success rate of package reduction. has been 72.63 %; 
similarly, the proposed method has outperformed the S⋅P⋅S method in all three measures on average for the amount of traffic reduction 
and energy consumption, so that the proposed method has outperformed the similar method for the 10 % traffic reduction and the 9 % 
energy consumption. 

5. Conclusion 

This research presents a novel approach to optimizing the utilization of the Border Gateway Protocol (BGP) in Internet of Things 
(IoT) networks, specifically focusing on multi-temporal networks involving sensor nodes. Through the development and imple-
mentation of the Critical Information Aggregation and Scheduling Method (CSAM), we address the challenge of reducing the overhead 
and energy consumption related to the transmission of small and medium packets in such networks. The findings of this study 
demonstrate that CSAM effectively mitigates the overhead introduced by the BGP protocol stack, leading to significant reductions in 
network traffic and energy consumption. By scheduling and aggregating BGP packets at sensor nodes, prioritizing packet transmission, 
and managing message scheduling, CSAM optimizes network performance while maintaining the integrity of the underlying protocol 
stack. Empirical evaluations have confirmed the effectiveness of CSAM, with tangible improvements observed in CPU utilization, path 
convergence time, and traffic consumption compared to standard methods. Overall, the findings highlight the potential of CSAM to 
enhance the scalability and efficiency of IoT networks, particularly in applications requiring periodic monitoring and data 
transmission. 

Fig. 9. Comparison of convergence times.  
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Fig. 10. Comparison of CPU usage.  

Fig. 11. Comparison of bandwidth use.  

Fig. 12. Comparison of message overhead.  
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Moving forward, several avenues for future research and development in this area are proposed. Firstly, further investigation is 
needed to explore the potential integration of CSAM with other optimization techniques and protocols to achieve even greater effi-
ciency gains in IoT networks. Additionally, exploring the potential impacts of CSAM on network security and resilience will be crucial 
for ensuring the robustness of IoT deployments. Lastly, efforts to standardize and disseminate CSAM methodologies and best practices 
within the research and practitioner communities will be essential for facilitating the widespread adoption and deployment of this 
optimization approach. By addressing these research directions, we aim to make further progress in Internet of Things network 
optimization and help realize efficient, scalable, and sustainable IoT ecosystems. 
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