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Abstract

Introduction: The Clinical and Translational Science Awards (CTSA) Consortium, a network
of academic health care institutions with CTSA hubs, is charged with improving the national
clinical and translational research enterprise. The CTSA Consortium and the NIH National
Center for Advancing Translational Sciences implemented the Common Metrics Initiative
comprised of standardized metrics and a shared performance improvement framework.
This article summarizes hubs’ perspectives on its value during the initial implementation.
Methods: The value was assessed across 58 hubs. Survey items assessed change in perceived
ability to manage performance and advance clinical and translational science. Semi-structured
interviews elicited hubs’ perspectives on meaningfulness and value-added of the Common
Metrics Initiative and hubs’ recommendations. Results:Hubs considered their abilities to man-
age performance to have improved, but there was no change in perceived ability to advance
clinical and translational science. The initiative added value by providing a formal structured
process, enabling strategic conversations, facilitating improvements in processes, providing
an external impetus for improvement, and providing justification for funds invested. Hubs were
concerned about the usefulness of the metrics chosen and whether the value-added was suffi-
cient relative to the effort required. Hubs recommended useful benchmarking, disseminating
best practices and promoting peer-to-peer learning, and expanding the use of data to inform the
initiative. Conclusions: Implementing Common Metrics and a performance improvement
framework yielded concrete short-term benefits, but concerns about usefulness remained,
particularly considering the effort required. The Common Metrics Initiative should focus on
facilitating cross-hub collaboration around metrics that address high-priority impact areas
for individual hubs and the Consortium.

Introduction

The Clinical and Translational Science Award (CTSA) Program is charged with growing and
improving the nation’s clinical and translational research enterprise. The CTSA Consortium is
comprised of academic health care institutions with CTSA hubs that deliver research services,
provide education and training, and innovate improved processes and technologies to support
clinical and translational research. To further this mission, a 2013 Institute ofMedicine (now the
National Academy of Medicine) Report on the CTSA Consortium recommended “common
metrics” across all CTSAs as a tool for assessing and continuously improving activities at each
hub and of the Consortium as a whole [1].

In response, the NIH National Center for Advancing Translational Science (NCATS), which
sponsors the CTSA Program, together with the CTSA Consortium hubs implemented the
Common Metrics Initiative. Between June, 2016 and December, 2017, a team from Tufts
Clinical and Translational Science Institute (CTSI) led the initial implementation of standard-
ized metrics and a shared performance improvement framework with three sequential
Implementation Groups of hubs [2]. Initial implementation focused on three metrics: duration
of Institutional Review Board (IRB) review, research career outcomes of trainees, and pilot
project publications and subsequent funding.

A separate team led by Tufts CTSI conducted a mixed-method evaluation of the first
19 months of Common Metrics implementation. Results detailing hubs’ progress and factors
affecting that progress are reported separately [3]. In short, the vast majority of hubs computed
metric results and made progress in understanding current performance. However, hubs also
encountered barriers when developing and carrying out performance improvement plans.
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Although initial reports indicated that implementation was
challenging, there were signs that the effort had facilitated self-
assessment and improved processes at hubs and that it had the
potential to support the CTSA Consortium’s translational research
mission [4]. Evidence about the value of shared metrics for net-
works of organizations is limited, but there is some information
to support the early positive indicators of implementing the
Common Metrics and performance improvement activities. For
example, a case study of a highly integrated network of organiza-
tions showed the benefits of benchmarking each organization’s
results with similar other ones in their network [5]. This article
summarizes the results of a systematic evaluation regarding
CTSA hubs’ perspectives on the value of the Common Metrics
Initiative in the initial 19 months, including recommendations.

Methods

A detailed description of methods for the full evaluation study is
reported separately [3]. In brief, the full evaluation study used
an intervention mixed-methods framework [6] to describe hubs’
progress and experiences implementing the Common Metrics
and a shared performance improvement framework. Quantitative
and qualitative data were analyzed independently, and results were
merged to fully describe hub experiences and perspectives [6].

This section describes methods specific to the assessment of the
overall value of implementing the Common Metrics and perfor-
mance improvement framework. Both quantitative and qualitative
methods were used to understand the multi-dimensional concept
of overall value. The quantitative analysis assessed change in the
ability to manage performance and to facilitate the mission of
advancing clinical and translational science. The qualitative analy-
sis addressed meaningfulness and perceived added value at the
local and Consortium levels, including recommendations based
on experiences with the initial implementation.

Quantitative Methods

Participants
Sixty CTSA hubs were invited to participate in each of three
surveys, conducted at the start of the study period (baseline), about
3 months after beginning the implementation program (first
follow-up), and at the end of the study period (final follow-up).
For each survey, invitation and reminder emails were sent to
one Principal Investigator per hub, who was asked to assign one
person to complete the survey after gathering input from others
at the hub. All eligible hubs (n= 60) responded to the baseline
survey. The two follow-up surveys received 95% response
(57 out of 60) and 98% response (59 out of 60), respectively.

Survey content
Quantitatively, the value was measured as a positive change in
hubs’ self-assessed ability to manage performance and facilitate
clinical and translational science. To operationalize these concepts,
the baseline and final follow-up surveys each included the same
eight items (Table 1). The ability to manage performance was
operationalized by asking about the extent hubs were able to assess
their performance (two items), engage stakeholders in discussions
about operational or strategic issues (two items), identify actions to
influence/improve performance (one item), and address perfor-
mance issues (two items). Hubs also reported on the extent they
were able to advance clinical and translational science (one item).

All items were measured on a four-point Likert-type scale (not at
all, a little, some, a lot).

In addition, surveys asked hubs to report on their performance
improvement activities at two time points. As part of the baseline
survey, hubs were asked to choose one local metric that best exem-
plified how the hub used metric data in the prior five months. For
this metric, hubs reported on whether they had completed activ-
ities in five domains of metric-based performance improvement
(creating the metric, understanding current performance, develop-
ing a performance improvement plan, implementing the perfor-
mance improvement plan, and documenting the metric result
and plan fully; Table 2). The first follow-up survey asked hubs
to report progress on completing the same performance improve-
ment activities for the CommonMetric that best exemplified its use
of metric data and the performance improvement framework as of
that time. Data about performance improvement activities were
used to sample for qualitative interviews.

All surveys were administered electronically using the Research
Electronic Data Capture (REDCap) software [7].

Statistical analyses
Self-assessed ability to manage performance and advance clinical
and translational science was calculated for each of the eight items
individually. We converted Likert-type scale responses into a
numeric scale ranging from 0 to 100, with a higher score reflecting
a better self-assessment. Since each item had four response catego-
ries, “not at all” responses were converted to zero, “a little” to
33.3%, “some” to 66.6%, and “a lot” to 100%. The response of
“not sure” was considered a missing value. After converting
responses, a mean score was calculated for all respondents.

Differences in the responses at the two time points were tested
using the chi-squared test for the distributions and the t-test for
means. Differences in mean scores were tested by taking the differ-
ence at the two time points and then testing the mean difference
against zero, equivalent to paired t-tests.

Qualitative Methods

Participants
Interviews were conducted with participants from a nested sub-
sample of 30 out of the 57 hubs that responded to both the baseline
and first follow-up surveys. The sampling plan sought to balance

Table 1. Survey items measuring self-assessed ability to manage performance

To what extent is your hub able to : : : *

• Assess whether its current performance is on track to meet its goals,
aims, and objectives

• Assess whether future performance is likely to be on track to meet
its goals, aims, and objectives

• Engage hub leaders, faculty, and staff in discussions about operational
or strategic issues

• Engage stakeholders outside the hub in discussions about operational
or strategic issues

• Identify actions that have the potential to influence/improve
performance

• Efficiently address performance issues

• Effectively address performance issues

• Advance clinical and translational science

*Four-point Likert-type responses were “not at all, a little, some, a lot.”
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hubs primarily according to their experiences with metric-based
performance improvement, as measured by the surveys, and sec-
ondarily by other key hub characteristics. First, each hub was
assigned a score indicating the extent to which it had completed
performance improvement activities at baseline (i.e., prior experi-
ence) and the first follow-up survey (i.e., early progress on a
Common Metric). To ensure a sample of hubs with diverse expe-
riences with performance improvement, a matrix of hub scores
at each time point was created, dividing scores into three levels
(minimal, moderate, and significant completion), yielding nine
cells (Table 3).

After assigning each hub to a cell in the matrix, the assignments
were reviewed to target three or four hubs per cell. For cells with
more than four hubs, four hubs were randomly sampled. Then, the

sample was reviewed for balance across five hub characteristics
(years of funding, total funding amount, the region of the country,
Implementation Group, and the number of hub implementation
team members reported). Sampled hubs that declined or did not
respond to invitations and reminders were replaced by randomly
selecting another hub from the same cell, when available. If no
additional hubs were available in the same cell, a hub from another
cell that represented a change in performance improvement expe-
rience from baseline to the first follow-up survey was selected.

To recruit hubs for qualitative interviews, agreement for hub
participation from a CTSA hub’s Principal Investigator or desig-
nee Administrator was sought. Once this agreement was obtained,
the Principal Investigator or designee nominated faculty or staff in
the other two roles addressed by the interview guide. If interviews
for all three roles could not be scheduled, another hub was selected.
A total of 90 interviews were conducted, with three respondents for
each of 30 hubs.

Semi-structured interviews
Qualitatively, the value of implementing Common Metrics was
elicited with questions about the perceived usefulness and
meaningfulness of the metrics to the local hub, the perceived
value-added at the local and Consortium levels, and recommenda-
tions for future implementation. A semi-structured interview
guide included five open-ended questions, plus follow-up probes,
related to these topics.

To elicit different perspectives at each hub, the interview guide
was adapted for three roles: the hub’s Principal Investigator,
the Administrator/Executive Director (or person acting as a
Common Metrics “champion” at the hub), and an “implementer”
knowledgeable about day-to-day operations related to the
Common Metrics. Each version of the guide was piloted during
mock interviews with Tufts CTSI leaders and staff members.
After each mock interview, three qualitative team members
debriefed and revised the interview guide as needed to clarify
content and improve the flow before study interviews began.
Full interview guides are available upon request.

One of two qualitative teammembers conducted each interview
by telephone. In advance of the interview, each participant was
emailed a study information sheet and provided verbal consent.
Interviews lasted between 20 and 60 minutes and were audio-
recorded with additional verbal consent.

Interviewer training included receiving feedback on interview
techniques from the qualitative team following both mock inter-
views and study interviews. To ensure consistency in interviewer
approaches, the two study interviewers listened to and discussed
audio recordings of interviews conducted early in the data collec-
tion process andmore difficult interviews conducted subsequently.
Additionally, during weeklymeetings, three qualitative teammem-
bers discussed study participants’ responses to and questions about
interview guide items and, following procedures for qualitative
interviewing, identified additional language to further facilitate
future interviews.

Coding and thematic analyses
Audio recordings of qualitative interviews were transcribed verba-
tim by a professional transcription company. To facilitate coding
and analysis, transcripts were uploaded into the NVivo qualitative
data analysis software [8].

A two-stage consensus-based process was used to develop
the codebook. First, an initial codebook was developed using the
main topics of the interview guide as pre-identified categories.

Table 2. Scoring rubric used in interview sampling: completion of Common
Metrics and performance improvement activities

Domains and related activities*

Creating the metric

• Collected data

• Computed metric result according to Operational Guideline (self-report)

Understanding current performance

• Forecasted future results or compared result to any other data

• Specified underlying reasons involving (i) hub leadership/staff/faculty
and/or (ii) any group outside hub leadership/staff/faculty**

Developing a performance improvement plan

• Involved (i) hub leadership/staff/faculty and/or (ii) any group outside
hub leadership/staff/faculty when developing an improvement plan**

• Specified actions for achieving the desired outcome

• Prioritized actions and, when prioritizing actions, considered potential
effectiveness of actions or feasibility**

Implementing the performance improvement plan

• Reached out to specific individuals or institutional partners for help in
carrying out an improvement plan

• Began to implement an improvement plan

Documenting metric result and plan fully

• Documented five elements in the Common Metric-specific Scorecard –
metric result; underlying reasons; potential partners; potential actions;
planned actions

*Activities did not have to be conducted sequentially. Each activity was assigned 1.0 point for
a maximum of 10 points.
**Half credit (0.5 point) was possible.

Table 3. Semi-structured interviews: final sample of hubs (N= 30)

Prior experience
(Number of prior performance
improvement activities* completed
for any metric; Baseline survey)

Initial progress on a Common
Metric

(Number of performance improve-
ment activities* completed for one
Common Metric by the end of the

coaching period; Follow-up
survey 1)

Minimal Moderate Significant

Minimal 4 4 5

Moderate 2 4 4

Significant 0 4 3

*Activities range from 0 to 10. Minimal= 0.0–4.5, moderate= 5.0–8.5, significant = 9.0–10.0.
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Then, analysts reviewed two transcripts and all interview notes and
reflections to identify emergent concepts, which were merged with
the pre-identified categories into a single codebook. This codebook
was reviewed by the qualitative team for clarity and consistency.

Second, to ensure definitions were clear and codes were being
used consistently, analysts independently applied the initial code-
book to two small batches of transcripts (one transcript and three
transcripts) of interviews with participants in different roles
(Principal Investigator, Administrator, and Implementer). After
each batch, the qualitative team met to identify discrepancies in
coding that reflected different interpretations of the meaning of
a passage, discuss the reasons for the discrepancies, and resolve
them. When independent coding agreed on the essence of the
meaning of a passage, minor differences in the length of a quota-
tion coded was deemed acceptable. After resolving discrepancies,
the codebook was revised as needed to reflect the team’s decisions.

Once consensus on the codebook and its application were
reached, one team member coded the interviews. Another team
member periodically reviewed a convenience sample of coded
transcripts for fidelity to the codebook. The full qualitative team
discussed all potential new themes or revisions before changes were
made to the codebook.

As coding progressed, themes were grouped into domains for
the perceived value of implementing the Common Metrics and
performance improvement framework and for recommendations.
For each domain, one analyst read all relevant quotations and sum-
marized the themes, including illustrative quotations. Each analyst
also identified intersections among themes, which were discussed
by the full team and incorporated into the results.

Results

Change in Self-Assessed Abilities

The quantitative analysis included the 58 hubs that responded
to items assessing the ability to manage performance and to facili-
tate clinical and translational science in the baseline and final
follow-up surveys. Comparing the two time points, hubs consid-
ered their abilities to manage performance to have improved on
most measures (Fig. 1 and Table 4). This improvement was

statistically significant for three measures: the ability to assess cur-
rent performance, assess future performance, and identify actions
to improve. Hubs also appeared to perceive an improvement in
their ability to efficiently and effectively address performance
issues and, to a lesser extent, engage stakeholders in operational
or strategic issues, although these changes were not statistically
significant. There was essentially no change in the perceived ability
to advance their mission of catalyzing clinical and translational
science, which was relatively high at both time points.

Areas of Value-Added

Participants from all hubs in the qualitative interview sample
reported at least one – and typically multiple – types of
perceived value of the Common Metrics Initiative. These included
providing a formal structured process, enabling strategic con-
versations, facilitating improvements and tracking progress,
providing an external impetus for improvements, and providing
concrete justification for continued funding for CTSAs.

Providing a formal structured process
Participants in all roles (Principal Investigators, Administrators,
and Implementers) identified the value of a formal structured
process to “think through” performance improvement. In the
words of one of these participants:

[T]he process of having to formally think through what is leading to the
current level of performance and what you could improve I think is a useful
thing : : : – Principal Investigator

Participants also emphasized the value of providing sets of clearly
defined metrics on which hubs needed to focus. For example:

I think the process of sort of having clearly defined metrics, whether they’re
the ultimate metrics or not, sort of in looking at the context behind those, I do
think it adds value and just helps us maintain a focus on some of the key
programs and how we can best help facilitate them : : : – Administrator

Similarly, some participants noted that the structured metrics and
process had helped to enhance accountability for improvement
and integrate evaluation into the hub’s activities more generally.

Fig. 1. Comparison of self-assessed ability to manage performance and facilitate clinical and translational science during the initial implementation of Common Metrics. *One
hub did not respond to the second follow-up survey. A second hubwas dropped from this analysis due tomissing data; **p = 0.02; ***p= 0.01; ϵ= 0–100 scale; higher score reflects
a better self-assessment.
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Table 4. Self-assessed ability to manage performance during initial implementation of Common Metrics

N= 58 hubs* Time point n (%)

P-values***To what extent is your hub able to : : : ? Baseline Final

Assess whether current performance is on track to meet
its goals, aims, and objectives
Baseline wording: Assess whether its current performance
is on track to meet its goals

Not at all 1 (2) 0 (0)

A little 2 (3) 1 (2)

Some 23 (40) 13 (22)

A lot 31 (53) 43 (74) 0.109

Not sure 1 (2) 1 (2)

Mean Score** 82.5 91.2 0.016

Assess whether future performance is likely to be on track
to meet its goals, aims, and objectives
Baseline wording: Assess whether future performance
is likely to be on track to meet its goals

Not at all 2 (3) 1 (2)

A little 11 (19) 4 (7)

Some 25 (43) 21 (36)

A lot 18 (31) 30 (52) 0.074

Not sure 2 (3) 2 (3)

Mean Score** 68.5 81.0 0.011

Engage hub leaders, faculty, and staff in discussions
about operational or strategic issues
Baseline wording: same

Not at all 1 (2) 0 (0)

A little 2 (3) 4 (7)

Some 13 (22) 8 (14)

A lot 42 (72) 46 (79) 0.386

Not sure 0 (0) 0 (0)

Mean Score** 88.5 90.8 0.545

Engage stakeholders outside the hub in discussions
about operational or strategic issues
Baseline wording: same

Not at all 7 (12) 5 (9)

A little 9 (16) 6 (10)

Some 25 (43) 31 (53)

A lot 16 (28) 15 (26) 0.657

Not sure 1 (2) 1 (2)

Mean Score** 62.6 66.1 0.539

Identify actions that have potential to improve performance
Baseline wording: Identify actions and activities that
have potential to influence performance

Not at all 1 (2) 0 (0)

A little 6 (10) 2 (3)

Some 18 (31) 13 (22)

A lot 32 (55) 43 (74) 0.144

Not sure 1 (2) 0 (0)

Mean Score** 80.7 90.2 0.020

Efficiently address performance issues
Baseline wording: Be efficient in addressing
performance issues

Not at all 1 (2) 1 (2)

A little 4 (7) 5 (9)

Some 35 (60) 25 (43)

A lot 16 (28) 27 (47) 0.207

Not sure 2 (3) 0 (0)

Mean Score** 72.6 78.2 0.193

Effectively address performance issues
Baseline wording: Be effective in addressing
performance issues

Not at all 2 (3) 1 (2)

A little 6 (10) 4 (7)

Some 28 (48) 24 (41)

A lot 20 (34) 29 (50) 0.447

Not sure 2 (3) 0 (0)

Mean Score** 72.6 79.9 0.115

(Continued)
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Yes, over time I have perceived the metrics as being increasingly useful to
my push to integrate evaluation activity more deeply into all of [our
organization’s] programs and services. – Implementer

Enabling strategic conversations
At a number of hubs, participants noted that the conversations
stimulated by implementing the Common Metrics and perfor-
mance improvement activities enabled strategically oriented discus-
sions about current performance and improvement opportunities.
For example, in the words of two participants:

: : : [I]t’s actually a good way to lead discussions among the program direc-
tors on where they want to take their metrics : : : – Administrator

It’s much more about the conversation around the data. : : :The data allow
us to have these broader strategic conversations around pilots, around edu-
cation, around IRB that we wouldn’t have been able to do if it was just kind of
a regular routine kind of process. – Implementer

Another participant noted that implementation helped the hub to
“take a step back” to reflect over all the hub’s programs, even those
performing well. Others commented that implementation encour-
aged considerations of the “broad picture,” including the national
scope of the Common Metrics Initiative.

Facilitating improvements in immediate outcomes
and processes
Although improvement in metric results may not have been evi-
dent in the short term, participants from a variety of hubs pointed
to improvements in processes and services. For example, in rela-
tion to the metric measuring career outcomes of trainees, a
Principal Investigator noted that scholars were receiving more ser-
vices to improve their funding applications, with the goal of sup-
porting their continued engagement in clinical and translational
science.

: : :There is zero, zero question that I’ve seen things improve. The scholars
are better. They’re better prepared. They’re sending out their first grants that
are a lot better. They’ve got infrastructure support for statistics that used to
be : : : ad hoc, nonexistent or worse. – Principal Investigator

Others noted improved processes for collecting metric data and
identifying gaps in hub practices. For example:

: : : [O]ne thing the Common Metrics has done, it’s made us think about–
outside of the Common Metrics–how we collect our local metrics and what
they should be. And so, I think it’s been a good thing, because that’s the only
way that we can ever really change our environment. – Administrator

Providing external impetus for improvement
Participants at a few hubs noted that the external mandate and
requirements of the Common Metrics, although burdensome for
some, served as a useful “impetus” or rationale to justify and moti-
vate hub stakeholders to expend effort on the topic areas addressed
by the metrics. In the words of a Principal Investigator:

[E]ven though I’d hoped that we would do that anyway, : : : the fact that we
have to report these outcomes is an impetus to do it. : : : [T]aking advantage
of this external requirement to do it is useful : : : – Principal Investigator

Providing justification for funds invested
At a number of other hubs, participants emphasized the role
of Common Metrics in justifying the value of CTSA activities to
a variety of key stakeholders and funders within and outside their
organizations, including their home institutions, the NIH, and
the US Congress that appropriates funds for the CTSA Program.
For example:

The way I see [the CommonMetrics’] biggest value is, number one, it gives us
—and that’s you and me and the whole Consortium—a way to show
Congress, a way to show the public, a way to show the rest of NIH, “Look
at what the : : :CTSA Program is doing. This is good stuff. We’re doing good
stuff.” – Principal Investigator

Areas of Concern about Value

Although participants identified areas of value in implementing
the CommonMetrics, concerns remained about receiving, or dem-
onstrating, sufficient value of the Common Metrics Initiative.
Participants at more than two-thirds of hubs taking part in quali-
tative interviews expressed concerns about the usefulness of the
specific chosen metrics and performance improvement framework
and/or the level of value gained relative to the effort expended.

Overall usefulness
Local level. Concerns about the usefulness of the chosen Common
Metrics for local improvement were cited as a reason for not
completing performance improvement activities. As a Principal
Investigator explained:

Certainly, the areas that were initially proposed and the new areas generally
going forwardmake a great deal of sense. : : :Having said that, I have no idea
exactly yet what their value added to us is because we obviously maintain
many, many, many more and different kinds of metrics than these for inter-
nal purposes. So, it’s a little unclear to me : : :where this is going to go across
the hub. – Principal Investigator

Table 4. (Continued )

N= 58 hubs* Time point n (%)

P-values***To what extent is your hub able to : : : ? Baseline Final

Advance clinical and translational science
Baseline item: same

Not at all 1 (2) 0 (0)

A little 1 (2) 3 (5)

Some 18 (31) 17 (29)

A lot 36 (62) 37 (64) 0.565

Not sure 2 (3) 1 (2)

Mean Score** 86.3 86.5 0.950

*One hub did not respond to the final follow-up survey. Another hub was dropped from the analysis due to missing data on the self-assessment questions at baseline, despite completing other
parts of the survey.
**0–100 scale; higher score reflects a better self-assessment.
***For each item, responses were compared using the chi-squared test for the distribution in two time points and the t-test for the difference of the final mean score minus the baseline mean
score. Bolded P-values indicate statistical significance.
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Participants indicated that the Common Metrics did not neces-
sarily reflect local definitions of success, measured outcomes that
took substantial time to achieve and made assessing current per-
formance difficult, and did not align with local context or prior-
ities. For example, emphasizing the publication of results from
pilot studies did not always align with the local goals of Pilot
Studies Programs. These concerns raised tension between the need
for the CTSA Program to implement standardized metrics and the
need for hubs to make performance measurement meaningful for
local improvement efforts within their own institutional context.
In the words of an Administrator:

[T]his is where you get into that balance of the CTSA Program as a whole
versus each individual CTSA in that we do function according to the needs of
our institutions. And in order for a metric to be more useful for the institu-
tion itself, it’s going to need to be tailored to the institution. So, there’s limited
value in a metric that’s going to be used across all CTSAs in terms of improv-
ing a specific CTSA : : : – Administrator

Consortium level. From hubs’ perspectives, concerns about the
value of the metrics at the Consortium level were two-fold.
First, the specific foci of some Common Metrics were perceived
as too narrow in scope to give a useful portrait of performance
in complex processes. For example, focusing on one aspect of
the research process, such as IRB review duration, would not
provide a complete understanding of clinical trial performance.
As a Principal Investigator explained:

: : : [Y]ou can’t pick everything, so : : : if your point is to accelerate clinical
trials, then create a dashboard for yourself that can benchmark CTSAs in
that function. Just having IRB review is not going to do that. : : : I don’t know
how anyone centrally can look at that across six institutions and be able to
say anything. – Principal Investigator

Second, participants expressed concern about the comparability of
metric results across hubs due to the potential for lack of standardi-
zation in how hubs collected metric data and computed results.
In the words of a Principal Investigator, “ ‘[I]f you’ve seen one
CTSA, you’ve seen one CTSA.’ And so, everyone was collecting
things a little bit differently.” Perceived lack of clarity ofmetric def-
initions was one source of variation. For example, the operational
guideline for the metric measuring career outcomes of trainees
allowed hubs to define “continued engagement in clinical and
translational research” differently, creating variability in measure-
ment. Similar concerns were voiced about the metric measuring
IRB review duration:

: : : [T]here was confusion about how it was worded in the CommonMetrics
and what our IRB then decided to use. So we felt that maybe you couldn’t
really compare it across CTSAs because it sounded like others were having
some of the same issues with the terminology a little bit. – Administrator

Another source of variation was the lack of alignment between the
metric’s data needs and some local data systems. For example,
regarding the IRB review duration metric, the activities included
in the time period being measured varied according to local work-
flows. At some hubs, substantial parts of the institutional review were
performed prior to protocols entering the IRB system, while at others
those same aspects of review occurred after protocols entered the IRB
workflow. Other participants mentioned the potential for “interpret-
ing [ametric] and kind of doing it in the ways that will bemost favor-
able for their organization,” in the words of an Administrator.

Demonstrating sufficient value relative to effort expended
Some participants expressed concern about demonstrating suffi-
cient value of the Common Metrics relative to the resources they

required. Participants voiced concerns about the effort required to
collect the needed data and expending effort on required topic
areas in which their hubs are performing well. For example:

I remember even asking this, “If you have 100% across these different metrics,
what is the Turn the Curve plan supposed to be about?” : : :And what
the : : : person told me was, “The Turn the Curve plan should be about what
your CTSA intends to do to continue that high level of success.” : : :The
people in my CTSA : : : kind of found those data not really helpful.
– Administrator

Some hubs questioned the value of the shared performance
improvement framework. Creating performance improvement
plans required substantial work, but their outcomes were perceived
as not worth the effort.

Well, I can tell you my only comment about this was collecting the metrics
wasn’t particularly difficult, but for our staff this concept of changing the
curve actually ended up being a lot work and a lot of effort. And I’m not sure
that I know in my ownmind that I feel like it was worth the effort put into it.
– Principal Investigator

From participants’ perspectives, the consequence of not demon-
strating sufficient value given the effort expended would be to
undercut hub engagement and momentum. In the words of an
Administrator:

I would just say it’s not a small amount of time and effort that folks are put-
ting towards this, and I think we are concerned as a hub of how to maintain
momentum given there’s a bit of missing information with regards to return
on investment. – Administrator

For several hubs, although they described less than the desired
value of the Common Metrics, they were willing to give the initia-
tive time to realize more value, either for the current metric topics
or for future ones.

Hub Recommendations

Their concerns notwithstanding, hubs provided recommendations
for future improvement of the Common Metrics Initiative:
(1) provide useful benchmarking, (2) disseminate best practices,
(3) promote peer-to-peer learning, and (4) share evaluation results
throughout the CTSA Consortium (Table 5).

Benchmarks were of substantial interest but also perceived with
some wariness. On the one hand, a number of hubs perceived that
benchmarks would help them understand their performance rela-
tive to other hubs, calibrate their progress, and identify areas still in
need of improvement. On the other hand, some participants
warned of potential hazards to avoid in order to ensure useful
benchmarking at local and national levels. Specifically, they
warned against aggregating results that were not comparable
and using metric results to rank hubs. These participants advo-
cated for a data quality process to ensure comparability of metric
results across hubs and emphasized the use of the metrics for local
improvement.

Of equally high interest, hubs recommended that successful
strategies and best practices for implementing Common Metrics
and achieving improvement be culled and disseminated. Related
to this, hubs recommended the creation of more opportunities
to learn from each other, particularly among hubs similar to each
other. Suggested approaches included connecting hubs that had
similar contexts and challenges or pairing experienced hubs with
those more recently established.

Hubs also recommended expanding the use of data and
research to guide Common Metrics work. Suggestions included
using additional hub data to test for predictors of Common
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Metrics outcomes, collecting data about local hub metrics in
order to identify common topics across hubs, and sharing assess-
ments of the Common Metrics Implementation across the CTSA
Consortium.

Discussion

From the perspective of CTSA Consortium hubs, the initial period
of implementing Common Metrics and a shared performance
improvement framework brought value but needed further devel-
opment to fulfill its potential. After 19 months, hubs reported
being better able to assess performance and identify specific actions
for improvement. However, they perceived no change in their
ability to achieve their broader mission of catalyzing clinical and
translational science. They had concerns about the usefulness of
the metrics chosen and, therefore, whether the effort and resources
required to implement them was justified. Developing metric
topics of broader scope and a higher priority, ensuring comparable
benchmarking, and facilitating cross-hub learning were seen as
ways to enhance the value of the initiative locally and nationally.

On the one hand, hubs recognized that the Common Metrics
Initiative provided a lever for working with local institutions to
improve some processes involved in clinical and translational
science. Establishing a formal, structured process for data-driven

performance improvement proved valuable by enabling strategic
conversations with stakeholders and facilitating improvement in
local processes related to metric topics. Additionally, the external
requirement provided justification to local stakeholders, when
needed, for devoting the resources and personnel needed for
metric-based improvements.

On the other hand, hubs questioned whether the Initiative pro-
vided evidence of their impact. The initial Common Metrics did
not always align with local priorities related to clinical and trans-
lational science, and they were perceived by some to be too limited
in scope to demonstrate meaningful impact of the Consortium.
Additionally, concerns about the comparability of results across
hubs weakened trust in aggregated Consortium-wide results and
thus the desire to use them to benchmark local performance, which
lessened the value of the metrics.

Overall, the evaluation of the CTSA Consortium’s initial
implementation of Common Metrics yielded two overarching
implications for future metric-based performance improvement
initiatives. As reported previously [3], implementing Common
Metrics and performance improvement across the loosely inte-
grated network of CTSA hubs required substantial time and
resources, and heterogeneity across hubs meant the challenges
were even greater for some. Taken together with results reported
in this article, the first implication is that careful selection of metric

Table 5. Hub recommendations for Common Metrics implementation

Themes and illustrative quotation(s)*

Provide useful benchmarking to inform improvement

Benchmarks would help calibrate performance and identify areas for improvement

I never know what “performing well” is because there’s not necessarily a benchmark. –Principal Investigator

I suppose if I saw data that made us look like we were not doing as well as our sister hubs, I would then be very interested in what they’re saying they’re
doing; and maybe we’d adjust our strategies accordingly. –Administrator

Benchmarks are useful if they are accurate and facilitate local improvement

[I]t is so critical : : : to develop Common Metrics and define very strict parameters on : : :what that data should look like that’s put into that system, so
really we can make valid comparisons across the Consortium. –Administrator

The main recommendation I would have is that these [metrics] should be used primarily to help each site improve : : : and used longitudinally. There
should be less emphasis on comparing one site to another : : : –Principal Investigator

Disseminate drivers and strategies for improvement

I think [it’d be] helpful [to] see what’s really working well at another place. And then if it looks interesting and it’s something we could implement here,
then we : : : have a little more : : : data or a plan of what works someplace else to show the leadership at [our hub] : : : –Administrator

Promote peer-to-peer learning

: : : [L]et’s say that they reported stats for : : : about 10 or 15 CTSAs [Clinical and Translational Science Award hubs] that were comparable to ours : : : and
you knew who the institutions were within that group, you could reach out to all of them and ask : : : , “How are you doing it?” : : : It just seems like it
would be a conversation starter. –Administrator

Use research and assessments to inform decision making

Expand data-driven decision making within the Common Metrics Initiative

The whole reason for having metrics : : : is to be making data-driven decisions : : : [W]ith all of the granular information [at hubs], : : :we ought to have the
ability to : : : see what things might be predictive of “better outcomes” or “shorter IRB times.” –Principal Investigator

: : : [I]t would be nice if there was a survey to find out what [metrics] people actually are collecting, that we could find “common” metrics, common
ground in the data : : : –Implementer

Share assessments throughout the CTSA Consortium

I think that people are eager to hear about the outcomes of the Common Metrics Initiative and to see the aggregated data, : : : examples of Turn the
Curve plans, and : : : internal evaluations of whether or not this is worth it and how. [D]emonstrate to the PIs [Principal Investigators] that there is some
serious self-reflection that’s going on, and that includes warts and all. –Implementer

*Unless stated otherwise, themes manifest in more than one way; a quotation represents one manifestation.
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topics that demonstrate high-priority impact and facilitate local
improvement is important to ensure the investment required is
perceived as worthwhile by participating organizations. Second,
establishing mechanisms to ensure comparable results across hubs
and cross-hub learning would provide the foundation for hubs to
receive more robust benefits from their efforts.

Limitations

In light of the significant effort involved in initiating Common
Metrics and a shared performance improvement framework across
a national network, this 19-month evaluation was relatively short
to assess its value. More time is needed to meaningfully assess
whether the medium- and long-term outcomes justify the time
and resources required. In addition, the current assessment repre-
sents the voices of individual CTSA hubs. The perspectives of other
stakeholders, including CTSA Consortium leaders and funders,
should be incorporated into future assessments.

Conclusion

For the national CTSA Consortium, implementing Common
Metrics and a shared performance improvement framework
yielded concrete benefits from the perspective of CTSA hubs.
They perceived value for assessing their performance in relation
to goals, identifying actions for improvement, holding valuable
strategic discussions with stakeholders, and improving processes.
Notwithstanding these short-term benefits, to reach its potential
for supporting the CTSA Program’s mission, hubs recommended
that the Common Metrics Initiative focuses on facilitating cross-
hub learning and collaboration around metrics that address
high-priority impact areas from the perspective of both individual
hubs and the Consortium.
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