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Abstract
Forensic firearm examination provides the court of law with information about the 
source of fired cartridge cases. We assessed the validity of source decisions of a com-
puter-based method and of 73 firearm examiners who compared breechface and fir-
ing pin impressions of 48 comparison sets. We also compared the computer-based 
method's comparison scores with the examiners' degree-of-support judgments and 
assessed the validity of the latter. The true-positive rate (sensitivity) and true-nega-
tive rate (specificity) of the computer-based method (for the comparison of both the 
breechface and firing pin impressions) were 94.4% and at least 91.7%, respectively. 
For the examiners, the true-positive rate was at least 95.3% and the true-negative rate 
was at least 86.2%. The validity of the source decisions improved when the evalua-
tions of breechface and firing pin impressions were combined and for the examiners 
also when the perceived difficulty of the comparison decreased. The examiners were 
reluctant to provide source decisions for "difficult" comparisons even though their 
source decisions were mostly correct. The correlation between the computer-based 
method's comparison scores and the examiners' degree-of-support judgments was low 
for the same-source comparisons to negligible for the different-source comparisons. 
Combining the outcomes of computer-based methods with the judgments of exam-
iners could increase the validity of firearm examinations. The examiners' numerical 
degree-of-support judgments for their source decisions were not well-calibrated and 
showed clear signs of overconfidence. We suggest studying the merits of performance 
feedback to calibrate these judgments.
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1  |  INTRODUC TION

Forensic firearm examination deals with the analysis and interpreta-
tion of features—striations and impressions—in fired cartridge cases 
and bullets. These features originate from different components 
of the firearm used to fire the cartridges. Firearm examiners com-
pare these features between cartridge cases or bullets recovered 
at shooting scenes or between those and reference shots fired with 
a submitted firearm. They then judge whether the results of this 
comparison provide support for a same-source or different-source 
proposition.

In current practice, several reporting formats are applied for 
these examiner judgments. While there is a growing acceptance 
that reporting the degree of support for a same-source or differ-
ent-source proposition is the method of choice [1-3], the uptake of 
this approach varies between countries and institutes [4]. Categorical 
conclusions are still often proposed [1], where an examiner reports a 
decision about the source of a cartridge case or bullet while implicitly 
assuming some prior odds and cost/benefit assessment of a right/
wrong decision. Proficiency tests and most of the literature on the 
validity and reliability of firearm examiners' judgments are based on 
the results of examiners providing such decisions. In the remainder 
of this paper, we will refer to these decisions as "source decisions," 
while referring to degree-of-support assessments for a source prop-
osition as "degree-of-support judgments." The term "judgments" will 
be used as an overall label for both types of judgments.

The judgments of the examiners are used in the court of law [5], 
where they are often treated as impartial and objective [6,7]. Yet, 
the scientific foundation, and validity and reliability of these judg-
ments, typically provided by human examiners [6,8], are increasingly 
challenged [5,9] and more empirical research is required on the va-
lidity and reliability of the applied methods and resulting judgments 
[5,9,10]. For the methods, the focus could lie on the implementation 
of context information management to mitigate unwanted effects 
of cognitive bias [5,9,11-14]. This could focus on mitigation of bias 
affecting the observations, their interpretation, and the resulting 
conclusion [15]. Such methods could include (linear) sequential un-
masking [6,16,17], management of case information [18,19], and 
blind peer review [6,11,20,21]. The validity and reliability of the 
judgments could be assessed with proficiency tests using items with 
a known source, where the difficulty of the comparisons is compara-
ble to what is seen in casework. These proficiency tests should pref-
erably be performed in a double-blind fashion in casework [10,22]. 
Together, these factors could ensure the ecological validity of the 
proficiency tests [23]. Additionally, calibration studies can be used 
to assess how well-calibrated the degree-of-support judgments  
are [24].

Another proposed avenue to improve forensic firearm exam-
ination is the development and implementation of more objective, 
computer-based comparison methods [9]. Currently, the application 
of such methods is limited to automated database searches, but 
these methods could also be used to evaluate the evidence. Several 
such methods have been developed, typically relying on 3D surface 

topography measurements of striation and impression patterns (e.g., 
[24,25,26-30]). Computer algorithms compare these topography 
measurements and provide a comparison score based on the de-
gree of similarity. These comparison scores are then used to make a 
source decision and to assess the error rate of that decision [27,31], 
or to determine the evidential strength of a comparison [24,25,30]. 
The likelihood ratio (LR) is used to express the evidential strength. 
This LR is the ratio between the probability of the comparison score 
under two mutually exclusive propositions [32]. An example of a set 
of such propositions could be as follows: H1: The cartridge case was 
fired with the submitted firearm; and H2: The cartridge case was 
fired with some other firearm. These evaluations require reference 
data consisting of comparison scores observed for known same-
source and known different-source comparisons with characteris-
tics relevant to the case.

With this study, we aim to assess the validity of source de-
cisions made by a computer-based method and by firearm ex-
aminers. Furthermore, we will assess the agreement between 
the examiners' degree-of-support judgments and the outcomes 
of the computer-based method by looking at the correlation 
between the two. Additionally, we will assess whether the de-
gree-of-support judgments of the examiners are well-calibrated. 
We do this to test whether forensic examiners are able to provide 
accurate degree-of-support judgments based on their training 
and experience [1,33,34]. For all assessments, we considered the 
comparison of breechface and firing pin impressions in cartridge 
cases.

2  |  MATERIAL S AND METHODS

In this section, we provide information about the test set used in 
this study, about the computer-based method we used, about the 
participants and the study design to acquire examiner judgments, 
and about the analyses we performed.

2.1  |  Test material

We created a test with 54 comparison sets. Each comparison set con-
sisted of one "questioned" cartridge case and two reference cartridge 
cases. The two reference cartridge cases were fired with one firearm. 
We selected cartridge cases from firearms of different calibers and 
manufacturers to represent the full range of comparison difficulty 
seen in casework (as suggested by the American Association for the 
Advancement of Science (AAAS) [35]). In 38 of the comparison sets, 
the questioned cartridge case was fired with the same firearm as the 
two reference cartridge cases (same-source comparisons) and in the 
other 16 with a different firearm (different-source comparisons). We 
decided to include more same-source comparisons in the test set be-
cause these are more prevalent in casework. For every different-source 
comparison, the questioned and reference cartridges were fired with 
firearms with the same caliber, manufacturer, and class characteristics. 
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We also ensured that the brand of ammunition was the same for all 
items per comparison set. We randomized the comparison sets into 
same-source and different-source comparisons and then randomized 
the order of the comparison sets in the test set. Appendix S1 provides 
details about the cartridge cases we used and their sources.

2.2  |  Computer-based method

2.2.1  |  Data acquisition

We measured the 3D topographies of the breechface and firing pin 
impressions of all cartridge cases in the test set using a disk scan-
ning confocal microscope [36]. For the breechface impressions, we 
used a 10× magnification objective resulting in a lateral resolution of 
3.125 μm and we set the vertical resolution to 10 nm. For the firing 
pin impressions, we used a 20× magnification objective resulting in 
a lateral resolution of 1.5625 μm and set the vertical resolution to 
5 nm. We manually cropped the measurements to select either the 
breechface or the firing pin impressions present in the primer cups 
of the cartridge cases. Doing so, we ensured that only the features of 
these firearm components were considered during further analysis 
of the impression patterns. To highlight the firearm features in the 
topography measurements of the breechface and firing pin impres-
sions, we attenuated the overall shape and measurement noise using 
Gaussian regression filters with band-pass cutoff lengths (50% at-
tenuation) of 250 μm and 16 μm for the breechface impressions and 
200 μm and 8 μm for the firing pin impressions.

To assess the degree of similarity between breechface impres-
sions and firing pin impressions of different cartridge cases, we cal-
culated the normalized Areal Cross Correlation Function maximum 
(ACCFmax) [37]. This score represents the average similarity of the 
compared surface topographies, expressed as the maximum value 
of the Pearson correlation coefficient observed when changing the 
relative orientation and position of the compared images. The com-
parison score ranges from −1 to 1 (maximum negative to maximum 
positive correlation). An ACCFmax of 0 represents no correlation.

2.3  |  Examiner judgments

2.3.1  |  Participants

We sent an invitation for participation to firearm examiners of fo-
rensic institutes and laboratories in North America, South America, 
Europe, Asia, and Oceania. The letter explained the aims of the study 
and asked examiners who wanted to participate to sign and return 
a consent form for the use of their data. Participants could partici-
pate individually or as an institute. In the latter case, the comparison 
sets could be distributed over the examiners within that institute to 
divide the workload of participation. We informed the participants 
that they would receive a proficiency report after submitting their 
answer forms, which we indeed sent them afterward.

Examiners from 32 forensic institutes of all invited continents 
sent us their answer forms. We received 69 answer forms (see 
Section 2.3.2) out of the 109 accepted invitations for individual 
participation and 4 out of the 9 acceptances for participation as an 
institute. Of the individually participating examiners, 65 stated that 
they were qualified examiners and 4 that they were in training, and 
51 stated that they worked for an accredited institute. Their expe-
rience ranged from 1 to 47 years (M = 13.0, Mdn = 12.0, SD = 8.5). 
Of the participants, 48 stated they normally reported categorical 
conclusions in casework (e.g., inclusion/inconclusive/exclusion), 16 
reported probabilistic conclusions of whom 8 reported likelihood 
ratios, two reported on a 5-step scale, and one examiner did not 
provide this information. The examiners who participated as an ac-
credited institute all stated that they were qualified examiners. One 
of these institutes stated they normally reported categorical conclu-
sions and three reported probabilistic conclusions, one of which as 
likelihood ratios.

2.3.2  |  Study design

Each participating institute received one test set, which could be 
used by all participating examiners of that institute. The test set 
consisted of a box with a numbered compartment for each of the 
54 comparison sets. For these test sets, we created dark brown pig-
mented epoxy resin replicas [38] of the original cartridge cases to 
ensure that all participants examined the same breechface and firing 
pin impressions. We marked the bottom of each replica with the num-
ber of the comparison set and a "Q" or an "R" to identify the ques-
tioned and reference cartridge cases, respectively. Furthermore, we 
marked the location of the extractor mark on the cartridge cases to 
facilitate positioning of the replicas during examination.

In addition to the test set, the institutes received: (a) an answer 
form for each participating examiner, (b) information about the de-
sign of the test set and instructions how to complete the answer 
form, with some examples, (c) a short information sheet that sum-
marized the instructions and could be used as a reference during 
the comparisons, and (d) a list of firearms with which the reference 
cartridge cases of each comparison set were fired (columns 1–4 of 
Appendix S1).

Figure 1 shows the layout of the answer form for the first com-
parison set. We asked the participants to give their judgments for the 
breechface and firing pin impressions separately. To ensure that the 
examiners would take into account the same breechface impressions 
as the computer-based method, we instructed them to only consider 
the features present in the primer cup. Because the aperture shear 
marks were often very prominent on the primer cup, we manually 
scratched these out on the questioned cartridge cases. This ensured 
that striations of the aperture shear marks could not influence the 
interpretation of the breechface and firing pin impressions.

As Figure 1 shows, we first asked the participants to indicate if 
their comparison of the breechface impressions provided support 
for the proposition that the questioned cartridge case was fired with 
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the same firearm as the two reference cartridge cases ("Yes") or that 
it provided support for the proposition that it was fired with a differ-
ent firearm ("No") in the third column. We refer to these judgments 
as "source decisions." By using this terminology, we do not mean 
that an examiner is in a position to make such a categorical decision; 
there might be other evidence, and it is not up to the examiner to 
judge the benefit/cost of right/wrong decisions. We stick to the ter-
minology introduced earlier and redefine it as the examiner's opinion 
about which proposition is supported by the evidence, regardless of 
how strong that support is. When we refer to the "source decision" 
of a computer-based method, this means that the resulting likelihood 
ratio of that method is greater or smaller than one. In practice, our 
computer-based method did not provide LRs, and we used a proxy 
instead (see the Section 2.4.2). When the examiners judged that 
there were no suitable features in the breechface impressions, and 
they therefore could not make a source decision, they could indicate 
this by ticking the "not applicable" (NA) box.

Secondly, in the fourth column of Figure 1 we asked the partici-
pants to give their judged degree of support for their chosen source 
proposition on a 6-point scale (Figure 1 and Table 1). Participants 
could choose to use the verbal scale (e.g., strong support), or the 
same scale but defined by numerical frequency ranges (e.g., strong 
support [1 in 1000 to 1 in 10,000 test fires]). We instructed the par-
ticipants who chose to use the numerical frequency ranges on how 
to apply these. For same-source decisions, we asked them to assume 
that the questioned cartridge case was actually fired with a different 
firearm than the reference cartridge cases, and then to estimate in 

how many test fires from other firearms (based on the given ranges 
in Table 1) they would expect to find the same breechface impres-
sions (and resulting degree of similarity). For different-source deci-
sions, we asked them to assume that the questioned cartridge case 
was actually fired with the same firearm as the reference cartridge 
cases, and then to estimate in how many test fires from that firearm 
they would expect to find the same breechface impressions (and 
resulting low degree or absence of similarity) as in the questioned 
cartridge case.

We used these estimated frequencies to calculate approximate 
LRs by considering them as random match equivalents [39] (Table 1). 
For same-source decisions, we calculated the LR by setting the proba-
bility of the comparison results given the same-source proposition to 1 
and dividing that by how often the examiners thought they would find 
the same degree of similarity with test fires from different firearms. 
For different-source decisions, we set the probability of the compari-
son results given the different-source proposition to 1. As a result, the 
LR was determined by how often the examiners thought they would 
find the same lack of similarity when the questioned cartridge case 
was fired with the same firearm as the reference cartridges. We de-
cided to apply this approach to approximate LRs because we expected 
most participants to be fairly unfamiliar with the underlying mecha-
nisms of assigning LRs while this approach still allowed us to study the 
assumption that examiners can provide accurate degree-of-support 
judgments. We asked the participant to indicate in the fifth column 
whether they would be confident to report their source decision in 
casework or would rather report an "inconclusive" judgment.

TA B L E  1   The scale used to indicate the degree of support for the same-source or different-source propositions (column 1) and the 
corresponding numerical frequency ranges (column 2)

Degree of support Judged frequency

Approximate LR when 
support for the same-
source proposition was 
found

Approximate LR 
when support for 
the different-source 
proposition was found

Weak support In 1 in 2 to 1 in 10 test fires (from different firearms) 2–10 0.1–0.5

Moderate support In 1 in 10 to 1 in 100 test fires (from different firearms) 10–100 0.01–0.1

Moderately strong 
support

In 1 in 100 to 1 in 1000 test fires (from different firearms) 100–1000 0.001–0.01

Strong support In 1 in 1000 to 1 in 10,000 test fires (from different firearms) 1000–10,000 0.0001–0.001

Very strong support In 1 in 10,000 to 1 in 1,000,000 test fires (from different firearms) 10,000–1,000,000 0.000001–0.0001

Extremely strong 
support

In less than 1 in 1,000,000 test fires (from different firearms) >1,000,000 <0.000001

Note: The approximated LRs based on random match equivalents for the same-source and different-source decisions are shown in column 3 and 
column 4, respectively. The degree-of-support ranges were chosen in line with those published elsewhere [33,54].

F I G U R E  1   Layout of the answer form for the first comparison set
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After providing these three judgments for the breechface im-
pressions, we asked the participants to do the same for the firing 
pin impressions. We asked them to repeat these steps for the subse-
quent 53 comparison sets.

The participants were given approximately four months to per-
form the comparisons and to return the answer forms. All their an-
swers were manually entered into a spreadsheet, by two people 
working independently. We then merged the two spreadsheets to 
check and correct potential mistakes to ensure that all answers were 
entered correctly.

2.4  |  Analyses

2.4.1  |  Included comparison sets

After we had sent the test sets to the participants, we discovered that 
the features in the breechface and the firing pin impressions in com-
parison sets 6, 16, and 26 provided contradictory source information. 
We meant these comparison sets to be different-source comparisons, 
which they were for the breechface impressions but not for the firing 
pin impressions. As it turned out, the same firing pin was used for the 
slides of all firearms in the study from which we acquired these car-
tridge cases [40]. As a consequence, examiners would be expected 
to find support for the same-source proposition when comparing 
firing pin impressions, while finding support for the different-source 
proposition when comparing the breechface impressions of the same 
comparison set. Because we did not intend such contradictory source 
information to be present in our test set, we decided not to include 
these three comparison sets in the analyses.

For comparison sets 14, 48, and 50, we could not use our source 
decision protocol (see Section 2.4.2) because the caliber and man-
ufacturer of the firearms used to fire the respective cartridge cases 
were only used once in this study. To mitigate having to create an 
arbitrary additional source decision proxy, we also removed these 
three comparison sets, leaving us with 48 comparison sets for the 
analyses.

2.4.2  |  Validity of source decisions

To determine the validity of the computer-based method's and the 
firearm examiners' source decisions, we calculated the true-positive 
rates (sensitivity) and true-negative rates (specificity) and the com-
plementary false-negative and false-positive rates. We calculated 
the true-positive rates (TPR), true-negative rates (TNR), false-pos-
itive rates (FPR), and the false-negative rates (FNR) with the follow-
ing equations: TPR = TP/(TP + FN), TNR = TN/(TN + FP), FPR = FP/
(FP + TN), and FNR = FN/(FN + TP). The false-negative rates provide 
information about the rates of incorrect decisions (reported mislead-
ing evidence) for same-source comparisons, and the false-positive 
rates do so for different-source comparisons. We calculated all four 
rates for the breechface and firing pin impressions separately and 

combined. Additionally, we calculated the total error rates of the 
source decisions, defined as the percentage of incorrect source deci-
sions. We will refer to these five measures (TPR, TNR, FPR, FNR, and 
total error rate) as the validity measures for the source decisions.

To determine the source decision of the computer-based 
method, it would seem most appropriate to calculate a likelihood 
ratio for each comparison (see e.g., [24]). An LR above 1 would 
provide support for the same-source proposition and an LR below 
1 for the different-source proposition. Without considering the 
degree of support for a proposition, an LR of 1 would then serve 
as a decision threshold. The same-source and different-source 
distributions, needed to calculate these LRs, varied between the 
calibers and firearm manufacturers in our test. Therefore, we 
judged it to be unadvisable to consider them as one population in 
this study. This resulted in small subsets of comparison sets per 
combination of caliber and firearm manufacturer. The number of 
available cartridge cases per subset was insufficient to calculate 
robust likelihood ratios. Therefore, we used a proxy to decide 
whether there is support for the same-source or different-source 
proposition. This proxy is based on a decision threshold that we 
aimed to represent an LR value of 1. To calculate this decision 
threshold, we considered the highest comparison score (ACCFmax) 
between the questioned cartridge case and the two reference car-
tridge cases in each comparison set. We chose to use the highest 
comparison score because examiners will typically look for the 
highest degree of similarity with one of the reference cartridge 
cases. We compared this questioned cartridge case's highest com-
parison score with the comparison score between the two refer-
ence cartridge cases (calculated as the mean of the reversed order 
comparisons between the two reference cartridge cases, that 
is, mean of R1 vs R2 and R2 vs R1) in the same comparison set. 
We also compared it with all different-source comparison scores 
in the complete test set between cartridge cases that were fired 
with a firearm of the same caliber and manufacturer. Based on 
these two results, we defined a source decision protocol to get 
a proxy for a same-source or different-source decision. Figure 2 
shows a schematic representation of this protocol. We defined the 
midpoint (average) between the comparison score of the two ref-
erence cartridge cases and the mean comparison score of the dif-
ferent-source comparisons as a source decision threshold. When 
the highest comparison score between the questioned cartridge 
case and the reference cartridge cases was higher than this source 
decision threshold, we considered this a proxy for a same-source 
decision. When the highest comparison score was lower than 
this threshold, we considered this a proxy for a different-source 
decision. Because of our limited data, we could not consider the 
dispersion of the same-source comparison scores (which we have 
no data for) and different-source comparison scores in our source 
decision protocol. Therefore, we could not approximate the de-
cision threshold (LR = 1) more rigorously than via our considered 
decision threshold (midpoint between the comparison score of 
the two reference cartridge cases and the mean comparison score 
of the different-source comparisons). In an effort to reduce the 
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false-positive rate or the false-negative rate, one could increase or 
decrease the decision threshold, respectively.

To determine the combined source decisions for the comput-
er-based method, we considered its source decisions of both the 
breechface and firing pin impressions per comparison set. When the 
source decisions of these two were the same, we coded the com-
bined source decision similarly. When the source decisions of the 
two marks were different (one same-source and one different-source 
decision), we called the combined source decision inconclusive.

To determine the combined source decisions for the examin-
ers, we considered the comparison sets where source decisions for 
both the breechface and firing pin impression comparisons were 
given. When the source decisions of these two were the same, we 
coded the combined source decision similarly. When the source 
decisions of both marks were different (one same-source and one 
different-source decision), we considered the magnitude of the two 
judged degrees of support. When the judged degree of support for 
the same-source proposition for one of the impression marks was 
higher than the judged degree of support for the different-source 
proposition for the other impression mark, the combined source de-
cision would be same source and vice versa. When the degrees of 
support for contradicting propositions were of the same magnitude, 
we called the combined source decision inconclusive.

To calculate the validity measures for the source decisions made 
by the computer-based method and by the examiners, we considered 
their (by proxy) source decisions. We called a correct same-source 
decision (for a same-source comparison) a true-positive decision 
and an incorrect same-source decision (for a different-source com-
parison) a false-positive decision. Likewise, we called a correct 
different-source decision (for a different-source comparison) a 

true-negative decision and an incorrect different-source decision 
(for a same-source comparison) a false-negative decision.

For the examiners, we calculated the validity measures of all 
their source decisions and also of only the source decisions that they 
felt confident to report (excluding the source decisions for which 
they would have reported an inconclusive judgment in casework). 
Additionally, we calculated these validity measures for all source 
decisions per judged degree of support. For the calculation of the 
validity measures, we did not consider the comparisons where ex-
aminers did not report a source decision (missing data) or where they 
reported a lack of suitable features (indicated by NA in the answer 
form). We did however compare the examiners' total error rates with 
their source decision rates. We defined the source decision rate in 
two ways: (a) as the proportion of the 48 comparisons where they 
provided a source decision and not an NA judgment or missing data, 
and (b) as the proportion of the 48 comparisons where they provided 
a source decision and also felt confident to report this (no NA judg-
ments, missing data, or inconclusive judgment).

We determined the relation between the examiners' de-
gree-of-support judgments and the comparison scores of the 
computer-based method by calculating the Spearman correlation 
coefficient. We did this for each examiner, for the same-source and 
different-source comparisons, and for both the breechface and firing 
pin impression comparisons separately.

2.4.3  |  Calibration of degree-of-support judgments

To determine whether the judgments of the degrees of support were 
well-calibrated, we looked at the judgments of the examiners who 

F I G U R E  2   Schematic representation of the computer-based method's source decision protocol for a same-source or different-source 
decision. A different-source comparison score distribution is shown on the left [Color figure can be viewed at wileyonlinelibrary.com]

www.wileyonlinelibrary.com
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stated that they had used the numerical frequency ranges as shown 
in Table 1. The other examiners provided their judgments of the de-
gree of support on a verbal scale, and consequently, we expected 
lower between-subject reliability in their perception and use of the 
degrees of support [41,42]. To accommodate peoples' preferences 
for the use of verbal or numerical scales [43,44] and to aim for the 
reliable interpretation and use of degree-of-support judgments, it is 
advised to provide a standardized list of verbal expressions [41,45], 
that are rank-ordered [46,47], and to define these expressions by 
(ranges of) numerical probabilities [44,46-50]. Because of the ex-
pected low reliability in degree-of-support judgments when the 
examiners only used the verbal scale and because these judgments 
were not numerically defined, we do not believe that it would be ap-
propriate to aggregate their judgments to study how well they were 
calibrated.

If the judgments of the degree of support were well-calibrated, 
there is a direct link between the judged degree of support and the 
proportion of incorrect source decisions. The lower the degree of 
support, the higher the proportion of incorrect source decisions will 
be and vice versa. We calculated the proportion of incorrect source 
decisions of the combined examiners and comparisons for each com-
bination of source decision (same source and different source) and 
degree of support. We compared these proportions with the ranges 
of expected proportions of incorrect source decisions based on the 
judged degree of support. We calculated these expected ranges 
based on the approximated LR ranges (Table 1), using Equation (1) 
[51]:

This equation is based on the premises that an ideally calibrated 
degree-of-support judgment correctly represents the evidential 
strength (LR) of the findings of the comparison. When this is true, the 
same probabilities that apply to the findings of the comparison should 
also apply to the LR: That is, the probability of the findings and of the 
corresponding LR should both be x times larger given H1 than given H2. 
So, when the findings (E) are—for example—10 times more probable 
under H1 than under H2 (LR =10), the LR of 10 should also be 10 times 
more probable under H1 than under H2 (Equation 2).

Assuming this ideal calibration and an equal number of same-
source and different-source comparisons (a priori ratio of 1), 
Equation (1) is derived from Equation (3) [51].

When the number of same-source (Nsame-source comparisons) and dif-
ferent-source comparisons (Ndifferent-source comparisons) is not equal, the 

LR value in Equation (3) should be multiplied by Nsame-source compari-

sons/Ndifferent-source comparisons, leading to Equation (1).
We considered the judged degree of support to be well- 

calibrated when the actual proportion of incorrect source decisions 
fell within the range of expected proportions of incorrect source 
decisions. We also calculated the Pearson correlation coefficient 
between the actual proportions of incorrect source decisions and 
the upper bound of the range of expected proportions of incorrect 
source decisions. We assessed the calibration of degree-of-sup-
port judgments and their correlation with the range of expected 
proportions of incorrect source decisions for the same-source and 
different-source decisions and for the breechface and firing pin im-
pressions separately.

3  |  RESULTS

3.1  |  Validity of source decisions

The validity measures of the source decisions for the comparisons 
of the breechface and firing pin impressions are shown in the confu-
sion matrices in Table 2. These are shown for the computer-based 
method, all examiners' source decisions, and the examiners' source 
decisions that they felt confident to report.

When we explore the validity measures in Table 2, we see that 
the true-positive rates of the examiners for both the breechface 
and firing pin impression comparisons are slightly higher than those 
of the computer-based method's source decisions (Table 2), while 
the true-negative rates are slightly higher for the computer-based 
method. When we only consider the examiners' source decisions 
that they felt confident to report, we see that their true-positive 
and true-negative rates are slightly higher than when we consider all 
their source decisions. But even then, the examiners' true-negative 
rates are not as high as those of the computer-based method. The 
total error rates of the examiners' source decisions are also higher 
than those of the computer-based method.

When we look at how often examiners did not feel confident to 
report their observed support for a same-source or different-source 
proposition, we see that the majority of the examiners' inconclu-
sive judgments are given for initial true-positive and true-negative 
source decisions, both for the breechface (80.3%) and for the firing 
pin (80.7%) impression comparisons.

While Table 2 shows the validity measures for the examiners as a 
group, there are large individual differences (Figures S1 and S2). Not 
only did these validity measures vary between examiners, the ex-
aminers also differed in how often they decided that there were no 
suitable features in the impressions to provide support for a same-
source or different-source proposition (NA) and in how often they 
did not feel confident to report their source decision (inconclusive 
judgment). Figure 3 shows the relation between the examiners' total 
error rates and their source decision rates.

There was an overall positive relation between validity of 
source decision and degree of support (Figure 4 and Appendix 

(1)
1

Nsame-source comparisons

Ndifferent-source comparisons

×LR +1
=

1
36

12
×LR +1

(2)P(E|H1)

P(E|H2)
=LR=

P(LR|H1)

P(LR|H2)

(3)P(LR|H2)

P(LR|H1)+P(LR|H2)
=

1

P(LR|H1)∕P(LR|H2)+1
=

1
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S2). The higher the examiners' judged the degree of support for a 
source proposition, the higher the true-positive and true-negative 
rates were and the lower the complementary false-negative and 
false-positive rates, as well as the total error rate.

The validity measures in Table 3 show that the computer-based 
method's source decisions for the breechface and firing pin impres-
sion comparisons combined are comparable to or better than those 
for the separate impression mark types. The total error rate of the 
combined source decisions is lower than that of the separate source 
decisions (Table 2). The examiners' source decisions combined 
(Table 3) are also better than those of their source decisions for 
these impression marks separately, and the total error rate of these 

source decisions combined is also lower than that of the separate 
impression marks (Table 2).

3.2  |  Relation between examiners' degree-
of-support judgments and the outcomes of the 
computer-based method

We found low positive Spearman correlations for the same-source 
comparisons for both the comparison of breechface (M  =  0.38, 
SD = 0.19, 95% CI [0.34, 0.42]) and firing pin impressions (M = 0.32, 
SD  =  0.20, 95% CI [0.27, 0.36]) [52]. For the different-source 

TA B L E  2   Confusion matrices and total error rates for the same-source (SS) and different-source (DS) decisions of the computer-based 
method and the examiners

Breechface impression comparisons Firing pin impression comparisons

Computer-based method Computer-based method

N = 48 SS comparison DS comparison N = 48 SS comparison DS comparison

SS decision 34 1 FPR = 0.083 SS decision 34 0 FPR = 0.000

DS decision 2 11 FNR = 0.056 DS decision 2 12 FNR = 0.056

TPR = 0.944 TNR = 0.917 TPR = 0.944 TNR = 1.000

Total error rate 6.25% Total error rate 4.17%

All examiners’ source decisions All examiners’ source decisions

N = 3504 SS comparison DS comparison N = 3504 SS comparison DS comparison

SS decision 2009 101 FPR = 0.138 SS decision 2287 98 FPR = 0.127

DS decision 97 632 FNR = 0.046 DS decision 114 676 FNR = 0.047

TPR = 0.954 TNR = 0.862 TPR = 0.953 TNR = 0.873

Total error rate 6.97% Total error rate 6.68%

No features to 
compare

597 No features to 
compare

245

Missing source 
decisions

68 Missing source 
decisions

84

Examiners’ source decisions that they felt confident to report Examiners’ source decisions that they felt confident to report

N = 2767 SS comparison DS comparison N = 2705 SS comparison DS comparison

SS decision 1635 52 FPR = 0.112 SS decision 1913 56 FPR = 0.121

DS decision 48 414 FNR = 0.029 DS decision 55 405 FNR = 0.028

TPR = 0.971 TNR = 0.888 TPR = 0.972 TNR = 0.879

Total error rate 4.65% Total error rate 4.57%

No features to 
compare

597 No features to 
compare

245

Missing source 
decisions

21 Missing source 
decisions

31

Number of inconclusive judgments Number of inconclusive judgments

N = 737 SS comparison DS comparison Total N = 799 SS comparison DS comparison Total

SS decision 374 49 423 SS decision 374 42 416

DS decision 49 218 267 DS decision 59 271 330

Total 423 267 433 313

Missing source 
decisions

47 Missing source 
decisions

53

Note: This table also shows how often the examiners judged that there were no features to compare (NA), the number of missing source decisions 
(where no source decision was made on the answer form), and the number of inconclusive judgments.
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comparisons, we found negligible positive correlations for the com-
parison of breechface impressions (M  =  0.11, SD  =  0.33, 95% CI 
[0.03, 0.19]) and negligible negative correlations for the firing pin 
impressions (M = −0.07, SD = 0.35, 95% CI [−0.15, 0.01]).

3.3  |  Calibration of degree-of-support judgments

The examiners of 21 of the 73 answer forms stated that they had 
used the numerical ranges provided (Table 2) when judging the de-
grees of support for their source decisions. Figure 5 shows the rela-
tion between the proportion of their incorrect source decisions and 
their judged degrees of support for both the breechface and firing 
pin impression comparisons. In this figure, we also show the ranges 
of expected proportions of incorrect source decisions given the 
judged degree of support (shaded area).

For the breechface impression comparisons, we found a signifi-
cant and very high positive Pearson correlation coefficient between 
the upper bound of the range of expected proportions of incorrect 
source decisions and the proportion of actual incorrect same-source 
decisions (r(4) =0.92, p = 0.008) and no significant correlation for the 
different-source decisions (p = 0.238). For the firing pin impression 
comparisons, we found a significant and very high positive Pearson 
correlation coefficient for the same-source decisions (r(4)  =0.97, 

p = 0.002) and no significant correlation for the different-source de-
cisions (p = 0.834). However, even when we observe a high positive 
correlation, most of the actual proportions of incorrect source deci-
sions are a lot higher than would be expected based on the examin-
er's judged degrees of support (Figure 5).

4  |  DISCUSSION

This study showed the performance of the computer-based method 
and firearm examiners when giving support for propositions about 
the source of a questioned cartridge case based on the compari-
son of breechface or firing pin impressions. The true-positive rates 
(sensitivity) and true-negative rates (specificity) for the compari-
sons of these impressions by either the computer-based method or 
the examiners as a group ranged from 86.2% to 95.4%. When we 
compare the examiners' validity measures with those of the com-
puter-based method, we see that the examiners performed slightly 
better at identifying same-source comparisons correctly and the 
computer-based method performed slightly better at identifying 
different-source comparisons correctly. Of course, these results do 
not only depend on performance but also on the chosen decision 
thresholds. This result is not consistent with the results of earlier 
studies [24,53], but the differences between the computer-based 

F I G U R E  3   The total error rate as a function of the source decision rate per examiner for the breechface impression (top) and firing pin 
impression (bottom) comparisons. In the left two panels, the source decision rate is calculated as the proportion of the 48 comparisons 
where the examiner provided a source decision and not an NA judgment or missing data. In the right two panels, the source decision is 
calculated as the proportion of the 48 comparisons where the examiner provided a source decision and also felt confident to report this (no 
NA judgments, missing data, or inconclusive judgments)
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method's and examiners' performance are small, and we used a dif-
ferent computer-based method than used in the earlier studies. The 
validity measures of the examiners' source decisions improved when 
the examiners were given the liberty to decide which of their source 

decisions they felt confident to report. This outcome corresponds 
to the results of a study by Mattijssen et al. [24]. But even when 
we only consider the source decisions that they felt confident to re-
port, the examiners' true-negative rates were not as high as those 

F I G U R E  4   Values for each of the source decision validity measures based on all examiners' source decisions per judged degree of 
support for both the breechface and firing pin impression comparisons [Color figure can be viewed at wileyonlinelibrary.com]

Computer-based method

N = 48 SS comparison DS comparison

SS decision 33 0 FPR = 0.000

DS decision 1 11 FNR = 0.029

TPR = 0.971 TNR = 1.000

Total error rate 2.22%

Inconclusive results 3

All examiners’ source decisions

N = 3504 SS comparison DS comparison

SS decision 1921 79 FPR = 0.118

DS decision 55 591 FNR = 0.028

TPR = 0.972 TNR = 0.882

Total error rate 5.06%

No combined source decision 858

Note: For the computer-based method, the number of inconclusive results is given, and for the 
examiners, the number of comparisons where one of the source decisions was missing.

TA B L E  3   Confusion matrices and 
total error rates for the combined source 
decisions of both the computer-based 
method and examiners

www.wileyonlinelibrary.com
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of the computer-based method. We believe that we should focus on 
all examiners' source decisions for a fair comparison between the 
computer-based method and the examiners, because considering all 
source decisions does not enable the examiners to artificially alter 
the overall difficulty of the test set. By stating that they did not feel 
confident to report their source decisions, examiners could remove 
"difficult" comparisons from the test set. This is a liberty that the 
computer-based method did not have. The difference in the possibil-
ity to affect the difficulty of the test between the examiners and the 
computer-based method was not completely mitigated, however, as 
the validity measures of the examiners' source decisions did not con-
sider comparisons where examiners did not report a source decision 
(missing data) or where they reported a lack of suitable features for 
comparison (NA judgments). The computer-based method was set 
to provide a source decision for all comparison sets, which may have 
increased its error rates relative to those of the examiners.

Figure 3 shows that there were large differences between exam-
iners in how often they stated that there were no suitable features 
for comparisons or that they did not feel confident to report their 
judged support for a same-source or different-source proposition 
(inconclusive judgement). The inclination to state that there are no 

suitable features for comparison varied considerably between ex-
aminers, with examiners' source decision rates ranging from 0.44 
to 1. When the examiners were also allowed to state that they did 
not feel confident to report their source decision (inconclusive judg-
ments), their source decision rates ranged from 0.06 to 1. These dif-
ferences are striking, especially when we consider that the use of the 
epoxy resin replicas ensured that all examiners were provided with 
the same features for comparison. The differences in the inclination 
of examiners to provide source decisions show that it may be hard 
to predict the "appropriate" outcome of a given comparison when 
setting up a proficiency test where examiners are asked to provide 
a categorical conclusion about the source of a cartridge case [23]. 
Asking examiners to judge the degree of support for a source propo-
sition will enable them to provide more information, without having 
to adhere to decision thresholds, which apparently vary consider-
ably between examiners.

When we look at the examiners' total error rates, we also see 
considerable differences, with total error rates ranging from 0% to 
24%. The observed variability in both the source decision rates and 
the total error rates indicates that there is room to improve the re-
liability of examiner judgments. It can be expected that examiners 

F I G U R E  5   The proportion of incorrect source decisions per judged degree of support for both the same-source and different-source 
decisions and the number of source decisions per combination. For the different-source decisions, we reversed the source propositions to 
calculate the approximate LR ranges (1/LR). The shaded area represents the expected range of incorrect source decisions given the judged 
degree of support [Color figure can be viewed at wileyonlinelibrary.com]

www.wileyonlinelibrary.com
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who are reluctant to provide source decisions (high decision thresh-
old) would provide fewer incorrect source decisions, but this does 
not always seem to be the case. These results show that trying to 
establish one overall error rate for a forensic discipline is count-
er-productive [23,24]. The error rate (or rate of misleading evidence) 
will depend on both the difficulty of the comparison and the ex-
aminer's expertise. It could be argued that an examiner's expertise 
could be assessed by considering both their total error rate and their 
source decision rate per perceived degree of difficulty of compar-
ison. Performance would increase with decreasing error rates and 
increasing source decision rates. Individual or group results over 
time could be used to assess, for example, the effects of additional 
training or of new quality control procedures [23].

We consider the judged degrees of support for the source 
propositions as a proxy for perceived comparison difficulty; the 
lower the judged degree of support, the more difficult the com-
parison. The results that the true-positive and true-negative rates 
increased and that the total error rates decreased with decreasing 
difficulty (increasing degree of support) indicate that the validity 
of source decisions depends on the comparison difficulty. These 
results correspond to those of another study on the validity of 
forensic firearm examiners' source decisions [24]. Based on these 
results, we recommend the use of a reporting format in which the 
evidential strength of a comparison is reported in probabilistic 
terms (a likelihood ratio) to provide the court of law with a more in-
formative opinion. This recommendation is in line with that of oth-
ers [4,34,35,54,55] and corresponds to the growing acceptance 
of the logical approach as the method of choice for interpreting 
forensic evidence [1-3].

Combining the separate source decisions for the breechface and 
firing pin impression comparisons had an overall positive effect on 
the performance of both the computer-based method and the exam-
iners. This is clearly seen when looking at the total error rates, which 
decrease from 6.25% (breechface impressions) and 4.17% (firing pin 
impressions) to 2.22% (combined) for the computer-based method 
and from 6.97% (breechface impressions) and 6.68% (firing pin im-
pressions) to 5.06% for the examiners. These results are comparable 
to those of an earlier study [56] and suggest that when possible it is 
beneficial to combine the features of several firearm marks when 
judging the source of a cartridge case instead of basing an opinion on 
the features of just one mark (assuming that no firearm components 
have been replaced).

The higher validity measures, which were observed when 
the information from the breechface and firing pin impressions is 
combined or when examiners judged the degree of support for a 
proposition to be higher, seem comparable to the performance of 
examiners in earlier studies (e.g., [24,57,58]).

We acknowledge that it is difficult to relate the computer-based 
method's and the examiners' validity measures from this study to 
their performance in actual casework (see also [23,59]). We selected 
cartridge cases from various calibers and firearm manufacturers 
to represent the full range of comparison difficulty seen in case-
work, but are unsure whether the resulting test set really provided 

a representative sample (equally difficult) of the relevant popu-
lation, or a less or more difficult sample. Furthermore, we asked 
the examiners to judge the source of cartridge cases based on the 
comparison of two separate impression marks. In actual casework, 
examiners can combine the results of these judgments with those 
of other firearm marks, which this study indicates to be beneficial 
for the validity of the source decisions. The use of epoxy resin rep-
licas could also have affected the outcomes. We chose to use these 
replicas to ensure that all examiners examined the same breechface 
and firing pin impressions. A downside of using replicas is that visu-
alizing the features in the breechface and firing pin impressions is 
typically somewhat more difficult than in original cartridge cases. 
This could have increased the difficulty of the comparisons. We tried 
to minimize the negative effect of using replicas by providing the 
examiners with the possibility to state that there were no suitable 
features to compare (NA judgment). Also, the examiners' source de-
cisions were not peer reviewed, while this is typically done in actual 
casework with the aim to improve the validity of source decisions 
and to prevent errors [13,20,21,60]. The examiners might also have 
behaved differently because they knew they were participating in a 
study in which the actual sources of cartridge cases were known and 
would receive performance feedback, which is not possible in actual 
casework. Finally, this study did not include some forms of context 
information that are typically seen in casework. In casework, bias 
resulting from—for example—the case information, and cultural and 
organizational factors could also affect both the observations of the 
examiners and the subsequent interpretation of those observations 
[61-63].

The result that approximately 80% of the inconclusive judg-
ments were given when the initial source decision (either support-
ing the same-source or different-source proposition) was actually 
correct indicates that examiners seemed reluctant to report source 
decisions. In an earlier study, a similar result was seen, where ap-
proximately 73% of the inconclusive judgments were given when 
the source decisions were correct [24]. We believe that these results 
show that examiners, who are expected to provide impartial and ob-
jective judgments [6,7], are reluctant to provide a source decision, 
which could potentially be incorrect. They seem to prefer to default 
to the current noninformative state, which could be perceived as less 
harmful to the judicial decision-making process than a wrong opin-
ion with the weight of a categorical conclusion. The fact that most 
participants (67%) typically provide categorical conclusions in case-
work could have contributed to this finding. Such a source decision 
implies a high level of certainty, and examiners could have applied 
a high decision threshold to guard against providing an incorrect 
source decision, defaulting to an inconclusive judgment. If examin-
ers would refrain from expressing categorical conclusions and would 
express their judged degree of support for a source proposition, they 
would be able to provide the court of law with valuable information 
in more cases. When expressing the degree of support, inconclusive 
judgments (or “approximately equally probable” LR conclusions) of 
forensic examiners should be equally distributed over correct and 
incorrect source decisions (see [64] for a discussion about the use 
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of inconclusive judgments). In this study, this was not the case. An 
inconclusive judgment was 7.6 (for breechface impression compari-
sons) or 8.9 (for firing pin impression comparisons) times more likely 
when the initial same-source decision was correct than when it was 
incorrect. A correct initial different-source decision was 4.4 (breech-
face impression comparisons) or 4.6 (firing pin impression compar-
isons) times more likely to result in an inconclusive judgment than 
an incorrect initial different-source decision. These results seem to 
indicate that for difficult comparisons, examiners were more certain 
about their incorrect source decision than about their correct source 
decision, while also being slightly more reluctant to report a same-
source than a different-source decision.

The low positive correlations between the examiners' de-
gree-of-support judgments and the comparison scores of the 
computer-based method for the same-source comparisons do not 
provide strong support for their agreement. The negligible associ-
ations for the different-source comparisons provide no support for 
agreement. These low to negligible associations could in part be 
explained by possible differences in comparison approaches used 
by the computer-based method and the examiners. The comput-
er-based method's comparison score represents the average simi-
larity of the compared impressions, while examiners have the liberty 
to focus on specific features instead of on the whole surface area of 
these impressions, thus considering different information. Because 
of such possible differences in comparison approaches, future work 
could explore possibilities of combining the outcomes of comput-
er-based methods with the judgments of examiners to increase the 
overall validity of firearm examination.

When we compare the correlation results with those of another 
study [24], we see that those of the same-source comparisons are 
comparable, while those of the different-source comparisons are 
lower in this study (from r ≈ 0.5 to r ≈ 0.1). We are unsure what caused 
this deviation for the different-source comparisons, but it could be 
related to the differences in study design. In the study of Mattijssen 
et al. [24], only the firing pin aperture shear marks of cartridge cases 
fired with 9 mm Luger Glock pistols were compared, while in this 
study, the features of other marks in cartridge cases of various cali-
bers and firearm manufacturers were compared. The added variabil-
ity in features and the chance that some of the examiners might be 
less familiar with some of these firearm manufacturers could have 
resulted in more variability in the degree-of-support judgments, de-
creasing the potential for a positive association with the comput-
er-based method's comparison scores. Due to the low and negligible 
associations between the computer-based method and the examin-
ers, it is likely that their reported degree-of-support judgments for 
the same comparison will deviate. Such differing outcomes could be 
resolved in practice [65], where the combination of the outcomes 
could increase the overall validity of firearm examination.

On 21 out of the 73 answer forms, the examiners stated that 
they had used the numerical ranges provided to judge the degree of 
support for a source proposition. When we look at how well these 
degree-of-support judgments are calibrated (Figure 5), we see that 
for most degrees of support, the actual proportions of incorrect 

source decisions are a lot higher than would be expected. This is 
especially evident for the different-source decisions. The fact that 
most of the actual proportions of incorrect source decisions are too 
high means that the judged degrees of support were too high. These 
results are similar to those of an earlier study that looked at how well 
the degree-of-support judgments of firearm examiners were cali-
brated [24]. The study of Mattijssen et al. [24] and the current study 
indicate overconfidence of examiners, where their estimates for the 
degree of support for a same-source or different-source proposition 
are too high. This overconfidence is also seen in other studies on 
the calibration of judgments of expert groups [66-69]. It does not 
support the assumption that examiners are capable of providing ac-
curate degree-of-support judgments based on their training and ex-
perience [1,33,34]. Since the court of law relies on these judgments, 
it is important that they are well-calibrated. Performance feedback 
has been shown to increase calibration of judgments [66,70-72], and 
the merits of this technique should be studied for the calibration of 
examiner judgments.

5  |  CONCLUSIONS

We conclude that the true-positive rate (sensitivity) and true-
negative rate (specificity) of the computer-based method (for the 
comparison of both the breechface and firing pin impressions) 
were 94.4% and at least 91.7%, and that for the examiners, the 
true-positive rate was at least 95.3% and the true-negative rate 
was at least 86.2%. The validity of the source decisions improved 
when the information from different impression marks was com-
bined. The validity of the examiners' source decisions also improved 
when the comparison was perceived as less difficult, as assessed 
by the estimated degree of support for a source proposition. The 
correlation between the comparison scores of the computer-based 
method and the degree-of-support judgments of the examiners was 
low for the same-source comparisons and negligible for the differ-
ent-source comparisons. The examiners' judged numerical degrees 
of support for the source decisions were not well-calibrated and 
showed clear signs of overconfidence: They were too high when 
compared to the respective proportions of incorrect source deci-
sions. Examiners were reluctant to provide initial source decisions 
for "difficult" comparisons, even though in this study, the majority 
of these initial source decisions were correct. This demonstrates an 
important aspect of reporting categorical conclusions: It does not 
allow one to report evidence that provides valuable information but 
less than certainty.
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