
LIME-based ensemble machine for predicting
performance status of patients with liver cancer

Hung Viet Nguyen1 and Haewon Byeon1

Abstract

Objective: The Eastern Cooperative Oncology Group performance status (ECOG PS) is a widely recognized measure used to
assess the functional abilities of cancer patients and predict their prognosis. It plays a crucial role in guiding treatment deci-
sions made by physicians. This study aimed to build a stacking ensemble-based prognosis predictor model for predicting the
ECOG PS of a liver cancer patient undergoing treatment.

Methods: We used Light Gradient Boosting Machine (LightGBM) as the meta-model, and five base models, including
Random Forest (RF), Extra Trees (ET), AdaBoost (Ada), Gradient Boosting Machine (GBM), and Extreme Gradient
Boosting (XGBoost). After preprocessing the data and applying feature selection method, the stacking ensemble model
was trained using 1622 liver cancer patients’ data and 46 variables. We also integrated the stacking ensemble model
with a LIME-based explainable model to obtain model prediction explainability.

Results: According to the research, the best combination of the stacking ensemble model is ET+ XGBoost+ RF+GBM+ Ada
+ LightGBM and achieved a ROC AUC of 0.9826 on the training set and 0.9675 on the test set.

Conclusions: This explainable stacking ensemble model can become a helpful tool for objectively predicting ECOG PS in liver
cancer patients and aiding healthcare practitioners to adapt their treatment approach more effectively.

Keywords

stacking ensemble model, machine learning, deep learning, explainable AI, ECOG, liver cancer

Submission date: 2 June 2023; Acceptance date: 3 October 2023

Introduction
Liver cancer is the sixth most prevalent type of primary
cancer and the fourth leading cause of mortality due to
cancer worldwide.1 Liver cancer accounts for about
906,000 new cases and 830,000 fatalities annually, and
the numbers are continually rising, according to
GLOBOCAN 2020.2 Eastern Asian nations, including
South Korea, reported the highest liver cancer incidence
rates.3 For patients with liver cancer, poor performance
status is an independent and significant prognostic predictor
of survival.4 In particular, performance status is used as an
indicator of treatment and a predictor of long-term sur-
vival.4 Therefore, developing a prognosis predictor model
to predict a patient’s performance status is essential for
comprehensive customized therapy for liver cancer.

The ECOG Performance Status Scale (ECOG PS),5

which was devised by the Eastern Cooperative Oncology
Group, is a widely utilized method for assessing a patient’s
actual level of function and self-care capacity.6 ECOG PS is
a single-item rating scale determined by the physician,
ranging from Grade 0 (0, fully active without symptoms)
to Grade 5 (dead). The ECOG PS is widely employed in
oncology trials to evaluate the functional capacity of
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patients undergoing treatment.6 It was shown that ECOG
PS has a strong prognostic influence on survival and facil-
itates physician decision-making in treatment choice.4

Nonetheless, this evaluation is highly heterogeneous and
dependent on the individual physician’s subjective categor-
ization, so different physicians in various centers may
evaluate a single patient differently, resulting in a heteroge-
neous group of patients within a single ECOG PS level.7

Consequently, an objective prediction model for ECOG
PS is required to obtain an accurate and homogeneous for
each patient in order to aid physicians in selecting an effect-
ive treatment for a patient.

In recent years, due to the rapid development of artificial
intelligence, an increasing number of researchers have
turned to machine learning (ML) techniques to address clin-
ical problems,8 and liver cancer has been the subject of a
substantial number of studies.9 For instance, Książek
et al.10 employed patient-specific attributes, including
viral status, comorbidities, and laboratory findings, to
anticipate the onset of hepatocellular carcinoma (HCC)
using a dataset of 23 quantitative and 26 qualitative fea-
tures. In this work, the support vector machine (SVM)
(type C-SVC) model achieved remarkable accuracy and
F1-Score of 0.8849 and 0.8762, respectively, indicating
its effectiveness in predicting HCC progression., indicating
its effectiveness in predicting HCC progression. In a more
recent study, Zhang et al.11 devised an innovative liver
cancer diagnosis approach by building a patient similarity
network using three distinct liver cancer omics datasets.
They introduced a novel method that combined similarity
network fusion, denoising autoencoder, and dense graph
convolutional neural network (DenseGCN) to leverage
patient similarity network and multi-omics data effectively.
The proposed method exhibited impressive performance,
with an accuracy reaching up to 0.9857. Fa et al.12

employed a combination of high-throughput genetic
expression data and support vector machines (SVM) to
predict the survival of HCC patients. This approach pro-
vided valuable insights into the prognosis of HCC patients,
contributing to personalized treatment strategies. Another
notable study by Morshid et al.13 leveraged the power of
convolutional neural networks (CNN) to analyze prethera-
peutic quantitative CT images and predict the responses
of HCC patients to transcatheter arterial chemoemboliza-
tion. By extracting relevant information from medical
images, their model showcased the potential of ML in
aiding treatment decisions.

The aforementioned studies10–13 showcase the wide-
ranging applications of machine learning (ML) techniques in
liver cancer research, highlighting their potential to enhance
diagnostics, prognosis, and treatment outcomes. However,
there remains a scarcity of research focused on prediction
models for the ECOG PS, specifically in liver cancer patients.
While a few studies14–16 have developed ML models for pre-
dicting ECOG PS, these investigations have primarily focused

on lung cancer patients. Moreover, these studies utilized single
classifier models, such as Logistic Regression (LR), XGBoost,
and AdaBoost, while a stacking ensemble method can
combine multiple classifiers to improve prediction accuracy
compared to a single base classifier.17

In light of these research gaps, we have introduced a
novel stacking ensemble-based prognosis predictor model
specifically for predicting the ECOG PS of liver cancer
patients undergoing treatment. In addition to accuracy,
interpretability is a crucial aspect in Clinical Decision
Support Systems (CDSS). Recently, many studies18–23

have used LIME (Local Interpretable Model-Agnostic
Explanation) to provide interpretability to ML models in
tabular data. Therefore, we have integrated a LIME-based
explainability model with the stacking ensemble model.
This integration allows us to comprehensively and accur-
ately explain the interpretability of the prediction model,
making it more transparent and interpretable for clinical
professionals and improving the trustworthiness and applic-
ability of the model in real-world healthcare settings. To the
best of our knowledge, this study is the first to develop an
explainable stacking ensemble model for predicting
ECOG PS specifically in liver cancer patients.

The main contributions of this work are given below:

• We developed a stacking ensemble-based prognosis pre-
dictor model for predicting the ECOG PS of a liver
cancer patient.

• To evaluate the effectiveness of our stacking model, we
conducted performance comparisons against various
base classifier models. We also compared the stacking
model with TabNet21 model, a recently released deep
learning model that outperforms numerous prediction
models on tabular data. By doing so, we demonstrate
the competitiveness of our approach against an advanced
deep learning technique.

• In recognition of the critical importance of interpretabil-
ity in clinical decision-making, we integrated the
LIME-based explainability model into our stacking
ensemble approach. This innovative hybrid model
offers comprehensive and accurate explanations of the
prediction results, enabling medical professionals to
better understand and trust the model’s decisions.

Literature review
In order to predict the ECOG PS in lung cancer patients,
Andreano et al.14 suggested a LR model employing admin-
istrative healthcare data from 4488 patients with 11 fea-
tures. The target feature was divided into two categories:
“poor” (ECOG PS values between 3 and 5) and “good”
(ECOG PS values between 0 and 2). The training and val-
idation portions of the dataset were split 50:50 randomly.
On the training set and validation set, the model achieved
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“Area under the receiver operating characteristic curve”
(ROC AUC) values of 0.76 and 0.73, respectively.

Agrawal et al.15 developed models using LR or XGBoost to
predict ECOG PS at various diagnosis stages using a dataset of
31,425 Non-Small Cell Lung Cancer patients. Laboratory
testing, physical examinations, comorbidities, medications,
age, and metastatic status were used to identify key features.
The ROC AUC score for the LR model improved to 0.73
when only 220 features were utilized. Using 22,000 features
and the XGBoost model, the patient’s final ECOG PS could
be evaluated with a ROC AUC of 0.81. The ROC AUC
score of the XGBoost model was 0.77 when generating more
interpretable models with 110 or 40 characteristics.

Nguyen et al.16 utilized clinical data from 2063 lung
cancer patients to create a prediction model using the
AdaBoost classification model for predicting the ECOG PS
of lung cancer patients. According to the results, the
AdaBoost model achieved the highest ROC AUC score of
0.7890, outperforming other benchmark models such as
LR, K-Nearest Neighbors (KNN), Decision Trees (DT),
Random Forest (RF), XGBoost, and TabNet. In addition,
the interpretability of the model was evaluated by combining
the AdaBoost model with a LIME-based explainable model.

Materials and methods

Data source and study design

The Korean Central Cancer Registry reported 3067 cases of
liver cancer in 2016. In order to examine clinical character-
istics, treatment information, and outcomes of Korean lung
cancer patients, data was taken from 13 cancer centers
across the nation using a systematic sampling method.
The Korean Association for Liver Cancer and the Korean
Central Cancer Registry collected standardized information
including age, gender, BMI, smoking history, symptoms,
histopathologic type, clinical stage, ECOG PS after treat-
ment, mode of treatment, and survival status. Clinical char-
acteristics were collected at the time of initial cancer
diagnosis, prior to treatment. The ECOG PS score, a key
prognostic factor on survival,4 evaluates the patient’s per-
formance status based on medical records at the time of
diagnosis, encompassing admission records, progress
notes, nursing records, and nursing assessment forms.
Patient survival information was gathered from the
National Health Insurance database, telephone interviews,
and medical records. The study protocol was approved by
the Institutional Review Board of the National Cancer
Center, and informed consent was waived due to the retro-
spective nature of the study.

This study carried out various procedures, as shown in
Figure 1, in order to develop an accurate prediction
model for ECOG PS in liver cancer patients after treatment.
The dataset was initially processed to ensure its suitability
for analysis. A feature selection process was conducted to

select relevant attributes that were highly predictive of
liver cancer patients’ ECOG PS. Subsequently, several
single base models and stacking models were trained and
evaluated, in order to explore the model with the best pre-
diction performance. Finally, the LIME technique was uti-
lized to gain insights into the prediction made by the
superior stacking ensemble model and enhance its interpret-
ability. Detailed explanations of each method and model
used in this study are provided in the following subsections.

Data preprocessing

The raw dataset included 3067 patients and 65 columns of
identifying data. We started pre-processing by removing 9
unnecessary columns relating to serial numbers and date/
time variables. The categorical variables in the dataset
were then encoded with ordinal encoding. The “perform-
ance” column, abbreviated “ECOG PS,” was chosen as
the study’s target variable.

To handle missing values, columns containing 50% null
values and rows with missing values on “performance”
were eliminated. This dataset contained both numeric and
categorical variables; therefore, we used a hybrid of the
forward-fill (ffill) and back-fill (bfill) approaches to fill in
missing values. The dataset was condensed to 2170 patients
with 56 variables and the target feature after removing
redundant columns and filling in missing values.

The target feature “performance” assesses a patient’s
level of functioning with regard to daily tasks, self-care,
and physical capacities. The specific description of each
score is shown in Table 1, along with the total number of
values for each score in the dataset. The values of score 0
are severely out of proportion to the other scores, as seen
in Table 1. Due to the imbalanced data, machine learning
algorithms may overfit when making predictions. In order
to address the imbalanced issue, we decided to combine
the values of scores from 1 to 4 into one group denoting
“restricted performance status”, encoding as value 1. The
significance and value of score 0 remain unaltered. Only
two values remained in the “performance” column follow-
ing processing: 0= “fully active, able to carry on all pre-
disease performance without restriction” and 1= “restricted
performance status”. The ratio between the number of score
0 (class 0) and the number of score 1 (class 1) is 1537:633.
Because the dataset was still imbalanced, we then utilized
the SMOTE-ENN24 approach to rebalance it.

The synthetic minority over-sampling technique
(SMOTE) method, developed by Chawla et al.,25 is an

Figure 1. Study design.
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enhanced technique for balancing out imbalanced data.
Essentially, the SMOTE algorithm generates new samples
by randomly interpolating between a small number of
samples and the neighbors of those samples. In order to
enhance the classification impact of an imbalanced
dataset, the ratio of imbalanced data is increased by gener-
ating a specified number of artificial minority samples.26

The core idea of edited nearest neighbor (ENN)27 is to elim-
inate samples whose class differs from that of its k-nearest
neighbors in the majority. The main objective of the algo-
rithm is to remove most of the noise samples. In principle,
the SMOTE-ENN technique combines the SMOTE capabil-
ity to generate synthetic instances for the minority class with
the ENN capability to eliminate observations from both
classes that are identified as belonging to a different class
than the majority class’s k-nearest neighbor and the observa-
tion’s class. In this study, the dataset was stratify-split into a
training set and a test set at a ratio of 70:30 before the
SMOTE-ENN approach was applied. The SMOTE-ENN
approach only rebalanced the training dataset. The test set
(also called holdout set), comprising 651 patients, was left
unaltered to ensure that model performance was evaluated
on representative data, representative of real-world scenarios.
The final train set consisted of 971 patients, with a ratio of
376:595 between class 0 and class 1 patients. This study
finally analyzed clinical data from 1622 liver cancer patients.

Feature selection

Feature selection methods aid in identifying and prioritizing
the most important and highly regarded features of a
dataset. Wrapper, filter, and embedded method are the
three techniques to select features.28 Since the embedded
technique combines the advantages of both the filter
method and the wrapper method, it serves as a middle

ground solution.29 Particularly, the embedded technique is
computationally simpler than the wrapper method while
remaining computationally intensive compared to the
filter method. Despite allowing interactions with the classi-
fier (i.e., incorporating the bias of the classifier into feature
selection, which tends to increase classifier performance) in
a similar way to wrapper approaches, the embedded method
has a lower computing cost.

Feature selection is integrated or built into the classification
algorithm in an embedded approach. For the best classification
accuracy during the training phase, the classifier adjusts its
internal settings and selects the appropriate weights/import-
ance given to each feature. Consequently, procedures of iden-
tifying the optimum feature subset and creating the model are
merged into a single step in an embedded technique.30

The Random Forest (RF),31 Extra Tree (ET),32 AdaBoost
(Ada),33 Gradient Boosting Machine (GBM),34 Extreme
Gradient Boosting (XGBoost),35 and Light Gradient Boosting
Machine (LightGBM)36 models, which are component
models of stacking ensemble model in this study, have
built-in feature selection methods as instances of embed-
ded methods. As a result, we used the feature selection
techniques of the RF, ET, Ada, GBM, and XGBoost
models to extract significant features from the dataset.
We employed the default models of RandomForestClassifier,
ExtraTreeClassifier, AdaBoostClassifier, GradientBoosting-
Classifier, and XGBClassifier in Python version 3.11.3 to fit
the training set, then selected features with an importance
score of 0.01 or higher.

Development of stacking ensemble model

Stacking37 is a type of heterogeneous ensemble model in
which multiple base classifiers are combined via a meta-
classifier to generate a final prediction model. The base

Table 1. Performance Status scale and the number of each score value in the dataset.

Score Performance Status
Number of
values

0 Capable of performing all activities at the same level as before the illness, without any limitations. 1537

1 Limited in physically demanding activities, but able to walk and perform tasks that are easy or do not require
much physical effort, such as light household chores and office work.

440

2 Able to take care of oneself and move around, but unable to perform any work-related activities. One spends
more than 50% of waking hours standing or walking.

116

3 Able to perform only some basic self-care tasks and spending more than 50% of waking hours confined to a
bed or chair.

42

4 Fully incapacitated, unable to perform any self-care tasks, and completely bedridden or restricted to a chair. 35

5 Dead 0
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classifiers employ several learning techniques and are trained
using the entire training dataset. The results of the base clas-
sifiers are used as a training set for the meta-classifier in order
to construct the final prediction model. The stacking ensem-
ble algorithm is outlined in the pseudo-code in Algorithm 1.
The algorithm adopts a training data set D with m instances
as input, with each instance having the values (x, y), where x
is a feature vector and y denotes a class label. After three
primary stages, it returns a stacking ensemble model H.

The first-level classifiers create the second-level training
set during the training phase of the ensemble model based
on the stacking algorithm. If the training set of the first-level
classifiers is directly utilized to generate the second-level
training set, overfitting is probably to occur. Consequently,
the cross-validation method was employed to generate train-
ing samples for the second-level classifier using the unused
samples from the first-level classifiers’ training process. In
this manner, the overfitting can be reduced. Therefore, the
stratified 10-fold cross-validation (CV) method was applied
in this research to implement the stacking ensemble model.

This study employed a stacking ensemble model using
RF, ET, Ada, GBM, and XGBoost as the base models
and the LightGBM model as the meta-model. This study
deployed a stacking ensemble model with RF, ET, Ada,
GBM, and XGBoost as the base models and LightGBM
as the meta-model. Before stacking base models and meta-
model, we used the Optuna38 framework to fine-tune these
models’ hyperparameters on the optimized train set with
features obtained from the best feature selection method
in our study. These tree-based ensemble models and their
optimized hyperparameters are briefly described below:

• Random Forest (RF)31 is a bagging algorithm that
leverages the power of multiple small decision trees

generated from random subsets of the dataset. The tree
diversity is enhanced by randomly selecting a subset
of features at each node to find the best split. Due to
the randomness in both the dataset and features, overfit-
ting is effectively reduced. In classification tasks, the
ultimate class label is determined by a majority vote, con-
solidating the collective decisions of the individual trees.
Hyperparameters of RF in this study are n_estimators=
300, criterion= ‘entropy’, max_depth= 11, min_sample-
s_leaf= 2, max_features= 0.4, min_impurity_decrease=
8.65e-07, bootstrap=False, class_weight= ‘balanced’.

• Extra Trees (ET),32 also known as extremely rando-
mized trees, resemble the RF algorithm while adding
more randomness. However, ET deviates from RF in
two notable ways: (1) it constructs each decision tree
using the entire dataset, and (2) it adopts a random
split selection strategy at each node, disregarding the
pursuit of optimal splits. Hyperparameters of ET in
this study are min_samples_leaf= 1, min_samples_s-
plits= 2, n_estimators= 100, criterion= ‘gini’.

• AdaBoost (Ada),33 also called adaptive boosting, is a
well-established boosting algorithm pioneered by
Freund and Schapire. Ada iteratively constructs a collec-
tion of base classifiers while adapting the instance
weights. In particular, misclassified instances are
assigned increased weights, and the updated instance
weights are utilized for training subsequent base classi-
fiers. The final prediction is derived by aggregating the
outputs of the base learners using a weighted majority
vote, where each classifier’s contribution is weighted
based on its performance. Hyperparameters of Ada in
this study are n_estimators= 300, learning_rate= 0.5,
algorithm= ‘SAMME’, base_estimator= ‘deprecated’.

• Gradient Boosting Machine (GBM)34 is an extension of
the Ada ensemble technique that offers flexibility in
choosing various loss functions. Unlike Ada, GBM con-
structs base classifiers based on gradients rather than
misclassified instance weights. Adopting GBM
enhances the efficiency of base classifier fitting; never-
theless, it may result in suboptimal memory usage and
increased processing time. Hyperparameters of GBM
in this study are learning_rate= 0.08, n_estimators=
199, subsample= 0.8, min_samples_split= 7, min_sam-
ples_leaf= 4, max_depth= 8, min_impurity_decrease=
1.6e-08, max_features= 0.468.

• Extreme Gradient Boosting (XGBoost)35 bears similarities
to the GBM algorithm. However, in contrast to GBM,
XGBoost constructs a new base classifier by utilizing
second-order derivatives of the loss function. This approach
in XGBoost is believed to offer increased precision and
effectiveness compared to GBM. Hyperparameters of
XGBoost in this study are objective= ‘binary:logicstic’, col-
sample_bytree=0.5, learning_rate=0.5, min_child_weight
=4, n_estimators=161, reg_alpha=1e-10, reg_lambda=
10, scale_pos_weight=22.79.

Algorithm 1. Stacking ensemble

Input: Training data D = {xi , yi }i=1...m(xi ∈ Rn, yi ∈ y)

1: Step 1: Learn first-level classifiers
2: for t ← 1 to T do
3: Learn a Tree-based ensemble ht based on D
4: end for
5: Step 2: Construct new data sets from D
6: for i ← 1 to m do
7: Construct a new data set that contains {x ′ i , yi }, where

x ′i = {h1(xi ), h1(xi ), . . . , hT (xi )}

8: end for
9: Step 3: Learn a second-level classifier
10: Learn a new classifier ℎ′ based on the newly constructed data
set
11: return H(x) = h′(h1(x), h1(x), . . . , hT (x))

Output: An ensemble classifier H
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• Light Gradient Boosting Machine (LightGBM)36 is a
novel gradient-boosting framework that has been
widely applied to machine learning tasks and facilitates
efficient parallel training, similar to XGBoost. The
LightGBM algorithm integrates two cutting-edge techni-
ques, respectively referring to the gradient-based
one-side and the exclusive feature bundling methods. In
contrast to GBM or XGBoost, LightGBM grows the
tree vertically (i.e., leaf-wise tree growth), whereas other
alternative algorithms extend their structures horizontally
(i.e., level-wise tree growth). This makes LightGBM an
effective algorithm for processing large-scale and high-
dimensional data. Hyperparameters of LightGBM in
this study are num_leaves= 185, learning_rate= 0.5,
n_estimators= 300, min_child_samples= 100, reg_al-
pha= 0.04, reg_lambda= 1.097.

This study developed five base models and five stacking
ensemble models ((1)ET+LightGBM, (2)ET+XGBoost+
LightGBM, (3)ET+XGBoost+RF+LightGBM, (4)ET+
XGBoost+RF+GBM+LightGBM, (5)ET+XGBoost+
RF+GBM+Ada+LightGBM) to predict ECOG PS in
liver cancer patients (Figure 2). The combination of base
models in each stacking ensemble was determined based
on their performance ranking using the “Area under the
receiver operating characteristic curve” (ROC AUC) value.
For instance, the stacking ensemble model (1) consisted of
the top-performing base model and the meta-model.
Similarly, the stacking ensemble model (2) included the
two highest-performing base models along with the meta-
model, and so on. Our first goal was to evaluate the efficacy
of a single ML model that sought to predict ECOG PS in
patients with liver cancer. The following goal was to

explore the stacking model with the best prediction perform-
ance by stacking different base models with the meta-model.

The Python programming language was used to create all
classification experiments. To facilitate the implementation of
these models and to perform a rigorous evaluation, we lever-
aged several well-established Python libraries. Specifically,
we utilized the “scikit-learn” library, a comprehensive
machine learning toolkit, to access and utilize classifiers such
as “AdaBoostClassifier”, “GradientBoostingClassifier”,
“RandomForestClassifier”, and “ExtraTreesClassifier”.
Additionally, we harnessed “lightgbm” and “xgboost” libraries
for employing the “LGBMClassifier” and “XGBClassifier”,
respectively.

In addition, the stratified 10-fold cross-validation (CV)
technique was used to evaluate the models’ performance.
The preprocessed training set with 971 patients was used
for the CV process. During the stratified 10-fold CV
process, the dataset was divided into 10 equal parts. In
each iteration, nine of these folds (approximately 90% of
the data, approximately 874 samples) were utilized for
training the model, while the remaining one fold (approxi-
mately 10% of the data, approximately 97 samples) was
reserved for validation to evaluate the model’s perform-
ance. This process was repeated 10 times, with each fold
serving as the validation set once, thereby ensuring a com-
prehensive and reliable assessment of the model’s general-
ization capabilities. To implement the stratified 10-fold CV,
we used the “StratifiedKFold” function from “scikit-learn”.

Benchmark deep learning model: TabNet

TabNet21 is a deep learning model built on the framework
of sequence multi-step processing. The architecture of

Figure 2. Process flow diagram for predictive models.
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TabNet facilitates feature selection and improves the capacity
to learn high-dimensional features. After handling a d-
dimensional feature vector, the nth stage of a Feature
Transformer block produces an output. There are multiple
levels in this feature transformer block, which are either uni-
versal to all decision stages or unique to a particular decision
phase. Each block contains a batch normalization layer, a
Gated Liner Unit (GLU) activation, and fully linked layers.
Additionally, the GLU is connected to a normalization
residual connection, which lowers the overall network’s vari-
ance. This multi-layered block increases the efficiency of the
network’s parameters and helps with choosing features.

Figure 3 provides a full explanation of TabNet’s archi-
tecture. Each phase consists of an attentive transformer, a
mask, a feature transformer, a split node, and a ReLu acti-
vation. The steps are gradually raised by up to N steps
before connecting to a fully linked layer and the output.
Attentive Transformer includes a fully linked layer, batch
normalizing, prior scaling, and sparsemax dimensionality
reduction. The mask function yields significant feature con-
tributions for aggregate.

The TabNet model used in this study was created with
pytorch_tabnet version 4.0. The Optuna framework also fine-
tuned TabNetl’s hyperparameters. The optimized hyper-
parameters of the TabNet model in this work are as follows:
‘mask_type’= ‘entmax’, ‘n_da’=64, ‘n_steps’=6, ‘gamma’
=1, ‘n_shared’=4, ‘lambda_sparse’=2.53e-06, ‘bn_momen-
tum’=0.9997, ‘patienceScheduler’=10, ‘patience’=24,
‘epochs’=92, ‘optimizer_fn’= ‘torch.optim.adam.Adam’.

Performance evaluation metrics

In this study, the performance of prediction models was
assessed using accuracy, precision, recall, and F1-score.
These metrics are computed using the formulas below:

Accuracy = (Truepositive + Truenegative) / (Truepositive

+ Truenegative + False positive

+ Falsenegative) (1)

Precision = Truepositive / (Truepositive + False positive) (2)

Recall = True positive / (True positive + Falsenegative) (3)

F1score = 2 ∗ (Precision ∗ Recall) / (Precision
+ Recall) (4)

where Truenegative and Truepositive denote the correct predic-
tions for “fully active, able to carry on all pre-disease per-
formance without restriction” (class 0) and “restricted
performance status” (class 1) accordingly; whereas
Falsenegative and Falsepositive denote the incorrect predic-
tions for class 0 and class 1 accordingly.

In addition, we also employed the “Area under the
receiver operating characteristic curve value” (ROC

AUC) to evaluate the performance of models. The ROC
AUC is given as

ROC AUC =
∫0

1

TPR(ti)d(FPR(ti)) (5)

where TPR (ti) and FPR (ti) denote the true positive rate and
false positive rate for a threshold ti.

In our investigation, it was presumed that a model with
the highest ROC AUC had the best prediction ability. If
the ROC AUC remained constant, the model with the great-
est F1 score was deemed the best.

Local interpretable model-agnostic explanations
(LIME)

The LIME39 framework is an interpretable machine learn-
ing approach that provides explanations for predictions pro-
duced by “black box” machine learning models at the
instance level. LIME conducts experiments by manipulat-
ing data instances and observing the impact on model pre-
dictions. By generating a new dataset via adjustments such
as noise addition, word removal, or image manipulation,
LIME trains an interpretable model (e.g., linear regression,
decision tree) that is weighted based on the sampled
instances’ proximity to the target instance. This method-
ology enables LIME to approximate the local behavior of
the underlying model and generate more interpretable
explanations.

LIME’s primary goal is to offer an explanation that is
reliable and comprehensible. To achieve this, LIME mini-
mizes the following objective function:

ξ(x) = argming∈GL( f , g, πx)+ Ω(g), (6)

where f is an initial model, g is the interpretable model, x
represents the initial observation, πx denotes the proximity
measure from all permutations to the original observation,
L( f , g, πx) component is a measure of unfaithfulness of
g in approximating f in the locality defined by π, and
Ω(g) is a measure of model complexity. In this research,
we selected a specific instance to analyze and demonstrate
how the LIME model worked with the stacking ensemble
model to predict ECOG PS in liver cancer patients.

Results

Evaluation of SMOTE-ENN method

We assessed the performance of base models with default
hyperparameters to determine whether rebalancing the
dataset using the SMOTE-ENN method would be neces-
sary. The evaluation results are presented in Table 2.
When utilizing the original training set, the default base
models achieved a minimum ROC AUC of 0.7503 (ROC
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AUC of the default Ada model). However, due to the issue
of imbalanced data, the default GBM model only achieved
a recall of 0.4626 for this training set. Notably, the predic-
tion models exhibited significant improvement in perform-
ance when trained on the rebalanced training set using the
SMOTE-ENN technique. In particular, the default ET
model demonstrated superior performance compared to
other models in this dataset. It achieved an excellent ROC
AUC of 0.9699, accuracy of 0.9125, precision of 0.9080,
recall of 0.9544, and F1- score of 0.9301. These results
highlight the importance of rebalancing the training set in

this study, as it played a crucial role in significantly enhan-
cing the performance of the prediction models.

Results of feature selection

After obtaining key features selected by RF, ET, Ada,
GBM, and XGBoost embedded methods, we utilized the
base models with default hyperparameters to assess the per-
formance of feature selection methods. Table 3 displays the
comparison results. When all features were included, the
default ET model outperformed other models with a ROC

Table 2. Comparison performance between imbalanced data and rebalanced data.

Model Accuracy Precision Recall F1-score ROC AUC

Imbalanced training set GBM 0.7669 0.6397 0.4626 0.5352 0.7830

RF 0.7682 0. 6517 0. 4377 0.5208 0.7771

ET 0.7617 0.6384 0.4241 0.5073 0. 7731

XGBoost 0.7525 0.6112 0.4288 0.5014 0.7523

Ada 0.7551 0.6106 0.4491 0.5165 0.7503

SMOTE-ENN rebalanced training set ET 0.9125 0.9080 0.9544 0.9301 0.9699

XGBoost 0.8981 0.9116 0.9223 0.9149 0.9592

RF 0.8868 0.8991 0.9173 0.9065 0.9503

GBM 0.8755 0.8961 0.8988 0.8949 0.9478

Ada 0.8601 0.8874 0.8820 0.8808 0.9314

Random Forest Classification model= RF, Extra Tree Classification model= ET, AdaBoost Classification model= Ada, Gradient Boosting Classification model=
GBM, Extreme Gradient Boosting Classification model= XGBoost.

Figure 3. Tabnet’s architecture.
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AUC of 0.9699. The default ET model was also superior to
the different models when applying all feature selection
methods. The highest ROC AUC of the default ET model
was 0.9722 when features were picked using the ET
feature selection approach. In this study, out of 56 variables,
only 46 features selected by the ET feature selection method
were used to optimize single prediction models and identify
the best stacking ensemble model. The details of these 46
variables are provided in Table 4.

Comparison of optimized models

Table 5 displays the predictive performance of optimized
single models, including five base models (RF, ET, Ada,
GBM, and XGBoost) and the benchmark deep learning
model (TabNet), for predicting ECOG PS in patients with
liver cancer. Among numerous single models, the ET
model’s ROC AUC of 0.9722 was the highest. In terms
of F1-score (0.9341) and accuracy (0.9177), the ET also
outperformed other models. According to Table 3, the
ROC AUC of base models were 0.9722 (ET), 0.9522
(GBM), 0.9598 (XGBoost), 0.9522 (GBM), and 0.9312
(Ada) before optimization. Except for the ET model,
which did not exhibit a significant increase in ROC AUC
when the value was rounded to four decimal places, the
other base models exhibited a significant improvement in
ROC AUC after optimization. On the other hand, the
TabNet model obtained a ROC AUC of 0.8774. Other
evaluation metrics, such as accuracy, precision, recall,
and F1-score, also demonstrated that TabNet did not

perform as well as tree-based ensemble models for our
dataset. TabNet was outperformed by all of the base
models in this study.

The performance of the five stacking models is outlined
in Table 6. All stacking models outperform single models,
with ROC AUC values greater than 0.98. ROC AU C score
increased proportionally when further the base models were
combined. The analysis results confirmed that the Stacking
5 mode (ET+XGBoost+RF+GBC+Ada+LightGBM),
which combines all five base models with the LighGBM
metamodel, was superior. This model achieved ROC
AUC of 0.9826, accuracy of 0.9352, precision of 0.9474,
recall of 0.9477, and F1-score of 0.9464.

During the evaluation on the test set, the Stacking 5
model exhibited superior performance compared to other
models, achieving a ROC AUC of 0.9675, as depicted in
Figure 4. Notably, all other stacking models also outper-
formed single base models, with ROC AUC values surpass-
ing 0.96. The confusion matrix presented in Figure 5
illustrates the performance of the Stacking 5 model on a
total of 651 patients in the test set. Among the patients
belonging to class 0, the model correctly predicted 403
out of 461 cases, resulting in a true negative rate of 87%.
For patients in class 1, the model accurately predicted 186
out of 190 cases, yielding a true positive rate of 98%.
These results further validate the efficacy and effectiveness
of the proposed stacking model for predicting the ECOG PS
in liver cancer patients.

Evaluation of LIME-based stacking ensemble model

To demonstrate how the LIME model collaborates with the
stacking ensemble model to predict the ECOG PS of a
patient with liver cancer, we specifically selected one
instance to analyze. Figure 6 describes a liver cancer
patient with “restricted performance status”. The patient’s
condition and the contributing factors are outlined in
Figure 6(c). In a total of 46 variables, we compiled the
states of a patient by the 10 features that had the most
impact as follows:

• hypertensive= 0 (Hypertensive: No)
• CPC= 0 (Child-Pugh Classification: A (0))
• i_m= 1 (M factor: M1 (1))
• CPS= 5 (Child-Pugh Score: 5)
• afp= 100,000 (AFP: 100,000 ng/mL)
• ascites= 2 (Ascites: Mild (1))
• ast= 232 (AST (GOT): 232 IU/L)
• albumin= 3.6 (Albumin: 3.6 g/dl)
• smok_ox= 1 (Smoking: Yes (1))
• i_vp= 1 (Portal vein thrombosis: Yes (1))

Our stacking ensemble model predicted that the patient
would have restricted performance status with a probability
of 100%, shown in Figure 6(a). Figure 6(b) depicts the

Table 3. ROC AUC of the default base models for each feature
selection method.

Feature selection
method RF ET Ada GBM XGBoost

All features 0.9503 0.9699 0.9314 0.9478 0.9592

RF feature
selection

0.9545 0.9684 0.9421 0.9545 0.9607

ET feature
selection

0.9548 0.9722 0.9312 0.9522 0.9598

Ada feature
selection

0.9533 0.9714 0.9423 0.9562 0.9616

GBM feature
selection

0.9514 0.9695 0.9253 0.9503 0.9582

XGBoost feature
selection

0.9532 0.9689 0.9317 0.9467 0.9518

Random Forest Classification model= RF, Extra Tree Classification model=
ET, AdaBoost Classification model= Ada, Gradient Boosting Classification
model=GBM, Extreme Gradient Boosting Classification model= XGBoost.
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Table 4. Selected variables and their description.

Variables Description Field Type

afp AFP Continuous: () (ng/mL)

afp1 AFP unit Categorical: ng/ml (0), IU/ml (1)

age Age Continuous: () years-old

albumin Albumin Continuous: () (g/dl)

alcohol Alcohol Categorical: No (0), Yes (1)

alt ALT (GPT) Continuous: () (IU/L)

ascites Ascites Categorical: None (0), Mild (1), Moderate to severe (2)

ast AST (GOT) Continuous: () (IU/L)

b_c1 Hepatitis B antiviral
treatment

Categorical: No (0), Yes (1), Unknown (9)

bilirubin Total bilirubin Continuous: () mg/dl

CPC Child-Pugh
Classification

Categorical: A (0), B (1), C (2)

CPS Child-Pugh Score Categorical: (5)—(15)

creatinine Creatinine Continuous: () (mg/dL)

dbp Diastolic (DBP) Continuous: () mgHg

dm Diabetes Categorical: No (0), Yes (1)

glucose Fasting glucose Continuous: () mg/dl

h_tnm Histological TNM Categorical: T1N0M0 (0), T2N0M0 (1), T2N1M0 (2), T2N1M1 (3), T3N0M0 (4),_T3N1M0 (5),
T4N0M0 (6), T9 (7), T9N0M0 (8), T9N9M9 (9)

h_tnm_stage Histological stage Categorical: Stage I (0), Stage II (1), Stage III (2), Stage IV-A (3), Stage IV-B (4), No TNM (5)

hbv_d HBV DNA Categorical: No (0), Yes (1)

hcv_r HCV RNA positive Categorical: Negative (0), Positive (1), No test result (9)

height Height Continuous: () cm

hepatitisB Hepatitis B Categorical: No (0), Yes (1), No test (2)

hepatitisC Hepatitis C Categorical: No (0), Yes (1), No test (2)

hypertensive Hypertensive Categorical: No (0), Yes (1)

i_m M factor Categorical: M0 (0), M1 (1), Unknown (9)

i_maxsize Continuous: () cm

(continued)
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LIME methodology. The blue bars represent the variables
that significantly contribute to the prediction’s rejection,
whereas the orange bars represent the states and factors
that considerably contribute to the prediction’s support.

According to the explanation, at the time of the prediction,
“i_m”, “afp”, “ast”, “albumin”, “smok_ox”, and “i_vp”
were the target’s main factors and states that most contrib-
uted to the prediction.

Table 4. Continued.

Variables Description Field Type

Maximum tumor
diameter

i_method1 CT diagnosis Categorical: No (0), Yes (1)

i_method2 MRI diagnosis Categorical: No (0), Yes (1)

i_t_case Number of tumors Categorical: 1 (1), 2 (2), 3 (3), 4 (4), More than 5 (5)

i_tnm Clinical TNM Categorical: T1N0M0 (0), T1N0M1 (1), T1N1M0 (2), T2N0M0 (3), T2N0M1 (4), T2N1M0 (5),
T2N1M1 (6), T3N0M0 (7), T3N0M1 (8), T3N1M0 (9), T3N1M1 (10), T4N0M0 (11), T4N0M1 (12),
T4N1M0 (13), T4N1M1 (14), T9 (15), T9N0M0 (16), T9N0M1 (17), T9N1M0 (18), T9N1M1 (19)

i_tnm_stage TNM stage Categorical: Stage I (0), Stage II (1), Stage III (2), Stage IV-A (3), Stage IV-B (4), No TNM (5)

i_vp Portal vein thrombosis Categorical: No (0), Yes (1)

inr INR ratio Continuous: ()

meld MELD score Continuous: ()

meldna MELD-Na score Continuous: ()

pi PT index Continuous: () %

pivka PIVKA II Continuous: () (mAU/mL)

platelet Platelet Continuous: () x103/uL

pt PT time Continuous: () sec

sbp Systolic blood pressure Continuous: () mmHg

sex Gender Categorical: Male (1), Female (2)

smok_ox Smoking Categorical: No (0), Yes (1)

sodium Sodium Continuous: () (mmol/L)

totalcol Cholesterol Continuous: () mg/dl

tx1_name First treatment method Categorical: surgical resection (0), liver transplantation (1), local ablation therapy (2),
Radiofrequency ablation(RFA) (3), Alcohol injection (4), Other local ablation (5), transarterial
therapy (6), Transarterial chemoembolization(TACE) with gelatin sponge (7), TACE with
beads(DCB or Hepasphere) (8), Transarterial chemolipiodolization (no gelatin sponge) (9),
transarterial chemoinfusion(via catheter or chemo-port; no gelatin sponge, no lipiodol) (10),
radioembolization(Yt-90) (11), chemotherapy (12), sorafenib (13), other systemic
chemotherapy (14), radiation therapy (15), no treatment (16)

weight Weight Continuous: () kg
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After applying LIME to all testing data in cases of liver
cancer patients with restricted performance status, we
assessed the relative contributions of factors for predicting
ECOG PS in liver cancer patients. With a weight of
11.83%, the “hypertensive” contributed the most to model
prediction, while the “CPC” contributed 10.09%. The
“i_m”, “totalcol”, and the “CPS” were responsible for
9.05%, 8.22%, and 7.62% of the weights, respectively.
The best five variables contributed nearly 47% to the pre-
diction. The top variables for liver cancer patients’ ECOG
PS prediction were arranged in detail, as shown in Figure 7.

Discussions
This study compared the performance of ten machine learn-
ing algorithms and one deep learning algorithm in

predicting ECOG PS in patients with lung cancer and con-
firmed that the ET+XGBoost+RF+GBM+Ada+
LightGBM model obtained the highest predictive perform-
ance. The results were in line with earlier studies18,40,41 that
discovered the accuracy of the stacking ensemble model to
be superior to that of the single machine learning model.
Byeon41 demonstrated that the stacking ensemble model
outperformed the single machine learning model in terms
of accuracy, variance of errors, and index of agreement,
suggesting that it might perform better in terms of predic-
tion for structured data. Our investigation confirms this
assertion.

This study also discovered how crucial the feature selec-
tion strategy was to the effectiveness of the model. Once the
number of selected features exceeds a certain threshold, the
prediction outcomes of all models become stable, and
adding more features does not improve the accuracy of
the models but significantly increases the computational
burden. Using the ExtraTree feature selection method,
Arya et al.42 outperformed earlier studies with their diabetes
disease prediction model. Our model also utilized the
ExtraTree feature selection method to reduce from 56 to
46 variables, thereby decreasing execution time and enhan-
cing performance. Additionally, by lowering noise, the
hyperparameters can be tweaked with a broader range of
values without taking excessive time to execute, leading
to a more efficient model.

Currently, there is a notable scarcity of studies focusing
on prediction models for the ECOG PS in liver cancer
patients. Only a few studies14–16 have developed machine
learning models to predict ECOG PS, and these studies pri-
marily concentrated on lung cancer patients. Among these
studies, the XGB model proposed by Agrawal et al.15

achieved the highest performance, with a ROC AUC of
0.81. However, our proposed model in this study surpassed
the performance of previous studies, achieving a ROC AUC
of 0.9826 on the training set and 0.9675 on the test set. This
noteworthy improvement in performance highlights the
effectiveness of our approach. The key distinction lies in
the fact that previous studies solely employed single classi-
fier models, such as LR, XGBoost, and Ada. In contrast, our
proposed model harnessed the power of the stacking
ensemble method, which combines multiple base classifiers
to generate a more accurate and reliable meta classifier.17

By leveraging the strengths of various classifiers, our
model outperforms any single base classifier alone.
Furthermore, to the best of the authors’ knowledge, this
study is the first to develop an explainable stacking ensem-
ble model for predicting ECOG PS specifically in liver
cancer patients.

According to previous research, Arik et al.21 revealed
that TabNet outperforms eXtreme Gradient Boosting
(XGBoost), a well-known performance leader for learning
from tabular data. Shwartz-Ziv et al.43 and Fayaz et al.44

countered that XGBoost outperforms TabNet across all

Table 5. Comparison performance of optimized single models.

Model Accuracy Precision Recall F1-score ROC AUC

ET 0.9177 0.9124 0.9579 0.9341 0.9722

GBM 0.9074 0.9146 0.9358 0.9326 0.9694

XGBoost 0.8785 0.8584 0.9612 0.9061 0.9681

RF 0.8888 0.9044 0.9156 0.9076 0.9566

Ada 0.8724 0.8959 0.8937 0.8917 0.9436

TabNet 0.7629 0.7994 0.7629 0.7646 0.8774

Random Forest Classification model= RF, Extra Tree Classification model=
ET, AdaBoost Classification model= Ada, Gradient Boosting Classification
model=GBM, Extreme Gradient Boosting Classification model= XGBoost,
TabNet Classification model= TabNet.

Table 6. Performance of five stacking models.

Stacking
model Accuracy Precision Recall F1-score

ROC
AUC

Stacking 1 0.9249 0.9366 0.9426 0.9378 0.9801

Stacking 2 0.9310 0.9416 0.9460 0.9428 0.9813

Stacking 3 0.9310 0.9425 0.9460 0.9430 0.9818

Stacking 4 0.9321 0.9413 0.9494 0.9442 0.9820

Stacking 5 0.9352 0.9474 0.9477 0.9464 0.9826

Stacking 1= ET+ LightGBM, Stacking 2= ET+ XGBoost+ LightGBM,
Stacking 3= ET+ XGBoost+ RF+ LightGBM, Stacking 4= ET+ XGBoost+RF
+GBM+ LightGBM, Stacking 5= ET+ XGBoost+ RF+GBM+ Ada+
LightGBM, Random Forest Classification model=RF, Extra Tree Classification
model= ET, AdaBoost Classification model=Ada, Gradient Boosting
Classification model=GBM, Extreme Gradient Boosting Classification model
= XGBoost.
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datasets, including the datasets used in the study that estab-
lished the TabNet model. In the previous study, while

developing an Adaboost model for predicting ECOG PS
of lung cancer patients, Nguyen et al.16 also compared the

Figure 4. All models’ ROC curves on the test set.

Figure 5. Confusion matrix of stacking five model on the test set.
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Figure 6. Example of a prediction for a lung cancer patient with physical activity restricted.

Figure 7. LIME-based stacking ensemble model’s top features for predicting “restricted performance status.”
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AdaBoost model to the TabNet model and demonstrated
that AdaBoost outperformed TabNet in the case of predict-
ing ECOG PS in lung cancer patients. This study confirmed
that AdaBoost and other boosting models, such as GBM
and XGBoost, were also superior to the TabNet model in
the case of predicting ECOG PS in liver cancer patients.
In addition, the stacking ensemble models also achieved
higher performance than the TabNet model in this study.
Until recently, studies comparing the performance of
TabNet and boosting models utilizing disease data have
been insufficient; thus, further study is needed in the future.

The significance of this work is that we developed a
LIME-based stacking ensemble model to predict ECOG
PS in liver cancer patients in order to explain the patient’s
ECOG PS assessment of AI in a way that medical practi-
tioners can understand. Moreover, our model might contrib-
ute to a more objective prediction of ECOG PS, thereby
reducing heterogeneity and reliance on subjective classifi-
cation by individual doctors during patient evaluation.
Therefore, our LIME-based stacking ensemble model has
the potential to become a helpful tool for predicting
patients’ ECOG PS in liver cancer objectively and to aid
healthcare practitioners can adapt their treatment approach
more effectively.

Limitations

The limitations of this investigation are as follows. First, the
dataset is unbalanced and insufficiently large; hence, our
model is unable to generate the same results with 5- score
levels as the ECOG measurement. In order to have a com-
plete state of ECOG PS in the target feature and a balanced
dataset, we need to collect more data in future studies to
develop a superior model. Second, we only got important
features utilizing embedded feature selection methods
such as RF, ET, Ada, GBM, and XGBoost. Future studies
need to go deeper into methods for feature selection, such
as filter methods, wrapper methods, ensemble feature selec-
tion methods, and features chosen by medical specialists in
order to improve the model’s performance. Lastly, LIME
explanations may lack stability or consistency as they can
vary depending on the samples used or the selection of
local data points for the local model. Therefore, the inter-
pretations provided by LIME for our model should be
subject to thorough discussion and evaluation by medical
experts.

Conclusions
The Eastern Cooperative Oncology Group performance
status (ECOG PS) is a crucial measure used to evaluate
the functional abilities of cancer patients and predict their
prognosis. It holds significant importance in guiding treat-
ment decisions made by medical professionals. In this
research, we developed a novel prognosis predictor model

for predicting the ECOG PS of liver cancer patients under-
going treatment. Our proposed model is based on a stacking
ensemble approach, which combines several base models,
including Extra Trees (ET), XGBoost, Random Forest
(RF), Gradient Boosting Machine (GBM), and AdaBoost.
The meta-model used in our ensemble is LightGBM. In
addition, the proposed model integrated a LIME-based
explainability model with the stacking ensemble model to
explain the interpretability of the prediction model compre-
hensively and correctly. The evaluation of our proposed
model yielded highly promising results, with a ROC
AUC of 0.9826 on the training set and 0.9675 on the test
set. These outcomes outperformed the results obtained
from single classifier models used in previous studies.
Our LIME-based stacking ensemble model demonstrates
significant potential in becoming a valuable tool for object-
ively predicting patients’ ECOG PS in liver cancer cases.
By offering more accurate predictions, it can assist health-
care practitioners in adapting their treatment approach
more effectively, leading to improved patient outcomes.
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