
Accuracy and reliability of measurements performed 
using two different software programs on digital 
models generated using laser and computed 
tomography plaster model scanners

Objective: The aim of this study was to compare the accuracy and reliability 
of measurements performed using two different software programs on digital 
models generated using two types of plaster model scanners (a laser scanner 
and a computed tomography [CT] scanner). Methods: Thirty plaster models 
were scanned with a 3Shape laser scanner and with a Flash CT scanner. Two 
examiners performed measurements on plaster models by using digital calipers 
and on digital models by using Ortho Analyzer (3Shape) and Digimodel® 
(OrthoProof) software programs. Forty-two measurements, including tooth 
diameter, crown height, overjet, overbite, intercanine and intermolar distances, 
and sagittal relationship, were obtained. Results: Statistically significant 
differences were not found between the plaster and digital model measurements 
(ANOVA); however, some discrepancies were clinically relevant. Plaster and 
digital model measurements made using the two scanning methods showed 
high intraclass coefficient correlation values and acceptable 95% limits of 
agreement in the Bland-Altman analysis. The software used did not influence 
the accuracy of measurements. Conclusions: Digital models generated from 
plaster casts by using laser and CT scanning and measured using two different 
software programs are accurate, and the measurements are reliable. Therefore, 
both fabrication methods and software could be used interchangeably.
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INTRODUCTION

Dental study models in plaster have been an essential 
part of patient records in orthodontics. They are 
valuable tools for diagnosis and treatment planning 
and enable dynamic assessment of treatment progress 
in clinical cases.1 However, plaster models present some 
problems such as storage, breakage, and loss.2,3 The 
use of digital models in orthodontics has increased 
because of their advantages, and they would probably 
replace the traditional plaster models in the future. In 
the last two decades, the methods, techniques, and 
software programs used for three-dimensional scanning 
of plaster models and dental impressions have been 
continuously improved. Plaster models can now be 
scanned using different scanning methods, such as 
laser scanning, structured light scanning, or computed 
tomography (CT) scanning. In laser scanning systems, 
receivers capture laser beams that reach the object. 
These systems typically operate with three, four, or more 
different laser beams. The scanning software can record 
the time interval between the emission and reflection 
of the laser beams to capture images of objects such 
as dental impressions or plaster models. CT scanners 
provide information about both superficial and deep 
structures of the plaster models, dental impressions, 
and wax bite registrations. CT scanners are more often 
used to scan impressions of alginate or polyvinylsiloxane 
materials than to scan plaster models,3-5 but their 
disadvantages include the absence of color value and 
radiation risk for the operator.6 The accuracy of digital 
dental models generated using laser scanning of plaster 
models has been evaluated.2,7-24 However, the accuracy 
of digital models generated by scanning plaster casts or 
impressions with structured light and CT scanners has 
not been studied intensively.7,25-27 

An orthodontist who uses digital models for diagnosis 
and treatment planning needs to use specific software 
programs to perform measurements, execute the dental 
analyses, and make a virtual setup. Training is needed 
to master each program.28 In general, software used for 
analyzing digital models can show the model in different 
planes; moreover, the model can be enlarged using 
the zoom function, and the images can be segmented 
using clipping functions. Most software programs for 
analyzing digital models are able to show the occlusal 
contacts and can be used to make point-to-point 
or point-to-plane measurements. Moreover, some of 
these software programs automatically provide the peer 
assessment rating index or the index of the American 
Board of Orthodontics analysis. 

Several software programs are available for performing 
measurements on digital dental models, such as 
E-models (GeoDigm Corporation Inc., Falcon Heights, 

MN, USA), Ortho Analyzer™ (3Shape, Copenhagen, 
Denmark), SureSmile (OraMetrix, Richardson, TX, USA), 
Maestro3D (AGE Solutions, Pisa, Italy), NemoCast 
(Nemotec, Madrid, Spain), and DigiModel (OrthoProof, 
Nieuwegein, The Netherlands). Although the measuring 
tools used in these software programs are almost 
identical, their accuracy has to be compared. In this 
study, we selected two software programs (Ortho 
Analyzer® and Digimodel®) and evaluated the accuracy 
of their digital model measurement tools.

To digitize the plaster models, several types of 
scanners and different scanning methods are available. 
The stereolithographic (STL) output files of the laser 
scanner and the Digital Imaging and Communications 
in Medicine (DICOM) output files of the CT scanner 
can both be used with different measurement software 
programs. Previous studies have compared the 
measurements on plaster models obtained using calipers 
and digital models with different software programs, 
but no study has compared the measurement accuracy 
of different software programs.7-11,13 The aim of this 
study was to evaluate and compare both the accuracy 
and reliability of digital models generated using laser 
and CT scanners to those of plaster models, as well as 
to assess the measurement accuracy of two different 
software programs. The null hypothesis of this study was 
that there would be no clinically relevant difference in 
the accuracy and reliability of measurements obtained 
using two different software programs on digital models 
generated using two plaster model scanning methods.

MATERIALS AND METHODS

Sample
A sample of 10 plaster models was used to determine 

the power for this study. The formula described by 
Pandis,29 assuming a 90% power test with an α of 
0.05 to detect a difference of 1 mm and a standard 
deviation of 1.16 mm, was used. The sample size cal
culation revealed the need for a sample of at least 29 
plaster models, which was similar to or larger than the 
sample size of previous studies.7,9-11,13-15,17,19,21,23,25,30 The 
final research sample consisted of dental models of 30 
students at the Orthodontic Department of Universidade 
Federal Fluminense, who volunteered to participate in 
this study. The inclusion criterion was the presence of 
fully erupted permanent dentition including all upper 
and lower first permanent molars. The exclusion criteria 
were as follows: dental anomalies in size and shape, 
presence of severe gingival recessions, dental crown 
abrasions, attritions and erosions, or presence of fixed 
orthodontic retention. The age of the volunteers at the 
time of impression taking was between 21 and 39 years; 
their average age was 27 years and 9 months.
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Ethical approval was obtained for the study (No. 
221.664, 01/02/2013) from Universidade Federal 
Fluminense, and each volunteer signed an informed 
consent form before the start of this research.

Methods 
Alginate impressions of the upper and lower arches 

were made (Hydrogum®, Zhermack, Badia Polesine, 
Rovigo, Italy) following the manufacturer’s guidelines. 
A bite registration was made using number 7 dental 
wax (Clássico®, São Paulo, Brazil). According to the 
guidelines of the manufacturer, the impressions were 
stored in a humidified storage cabin for 20 minutes to 
complete alginate setting, and then, the impressions of 
the teeth and the alveolar ridge were filled with type IV 
plaster (Vigodent®, Rio de Janeiro, Brazil). The base of 
the plaster model was filled with white plaster (Mossoró®, 
Rio de Janeiro, Brazil). 

Each set of plaster models was scanned using two sca
nners, a laser scanner R700® (3Shape) with a maximum 

resolution of 20 microns and a Flash CT scanner (model 
FCT-1600; Hytec Inc., Los Alamos, NM, USA). The tube 
voltage of the CT scanner was constant and set at 160 
kV, and the voxel resolution was 0.05 mm (50 microns). 
The scanner produced 780 slices in a rotation of 360o, 
and the scanning time was approximately 28 seconds. 
In the laser scanner, the upper and lower models were 
scanned separately. Then, the plaster models were sca
nned in occlusion to obtain the interarch relationship. In 
the CT scanner, the upper and lower models and the bite 
registration were scanned simultaneously. The occlusion 
of the digital models was adjusted by the technician 
with the Digimodel software by using the scanned wax 
bite registration as a reference. 

For analysis, 42 parameters with clinical orthodontic 
relevance were defined (Table 1). Two trained and 
calibrated examiners performed the measurements 
on the plaster and digital models. Examiner 1 was an 
orthodontist with 10 years of experience and familiar 
with measuring digital models, and examiner 2 was 

Table 1. Parameter definitions

Parameter Abbreviation Definition

Mesiodistal diameter MDD Upper and lower mesiodistal diameter of each tooth from 1st molar to 1st 
molar (largest mesiodistal distance from the mesial contact point to the 
distal contact point parallel to the occlusal plane)

Sum of upper 6 teeth Sum upper 6 Diameter sum of 6 anterior upper teeth

Sum of upper 12 teeth Sum upper 12 Diameter sum of 12 upper teeth

Sum of lower 6 teeth Sum lower 6 Diameter sum of 6 anterior lower teeth

Sum of lower 12 teeth Sum lower 12 Diameter sum of 12 lower teeth

Crown height CH Upper and lower crown height of upper and lower 1st molars, canines and 
central incisors on the right side (from incisal edge or cusp tip to the lower 
gingival margin from the vestibular axis of each clinical crown - Andrews)

Upper intercanine distance Upper ICD Distance between the cusp tip of the upper left canine to cusp tip of the upper 
right canine

Upper intermolar distance Upper IMD Distance between the tip of the mesiobuccal cusp of the upper left 1st molar 
to the tip of the mesiobuccal cusp of the upper right 1st molar

Lower intercanine distance Lower ICD Distance between the cusp tip of the lower left canine to cusp tip of the lower 
right canine

Lower intermolar distance Lower IMD Distance between the tip of the mesiobuccal cusp of the lower left 1st molar to 
the tip of the mesiobuccal cusp of the lower right 1st molar

Overjet Overjet Distance from the middle of the incisal edge closest to the buccal surface of 
the upper right maxillary central incisor to the buccal surface of the lower 
incisor antagonist, parallel to the occlusal plane

Overbite Overbite Vertical distance between the marking where the incisal edge of the upper 
right central incisor overlaps the buccal surface of the lower incisor 
antagonist until its respective incisal edge

Interarch right sagittal 
  relationship

Right Sag Rel Distance from the cusp tip of the upper right canine to the marking where the 
mesiobuccal cusp of the upper right 1st molar occludes to the lower arch

Interarch left sagittal 
  relationship

Left Sag Rel Distance from the cusp tip of the upper left canine to the marking where the 
mesiobuccal cusp of the upper left 1st molar occludes to the lower arch
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an orthodontic resident with 2 years of experience in 
measuring digital models. For measurements on plaster 
models, a digital caliper (IP67; Tesa SA®, Renens, 
Switzerland) was used. Each pair of digital models was 
measured with two different software programs: Ortho 
Analyzer (OA) software (version 1.5.1.7; updated May 
13, 2015; 3Shape) and Digimodel (DM) software (version 
3.25.0; updated Mar 6, 2015; OrthoProof). According to 
the manufacturers, the digital caliper and both software 
programs could be used with an accuracy of 0.01 mm.

The digital models produced by CT scanning (DICOM 
files) were converted to STL files to be opened in OA, 
and the digital models scanned in the laser scanner (STL 
files) were converted to Quadrox Digital CCTV System 
Components (OPM files), to be opened in DM. Figure 1 
illustrates the design of the study. Two examiners mea
sured the plaster models and the digital models from 
both scanners and by using both software programs, 
thereby creating four different series of models: models 
from the laser scanner measured with OA (Laser OA), 
models from the laser scanner measured with DM (Laser 
DM), models from the CT scanner measured with OA (CT 
OA), and models from the CT scanner measured with DM 
(CT DM). Examiner 1 performed all the measurements 
and examiner 2 performed the measurements of 25 
selected parameters to evaluate the reliability of the 
measurement method.

Statistical analysis
Statistical analyses were performed using IBM SPSS 

Statistics for Windows, version 20.0 (IBM Co., Armonk, 

NY, USA). To calculate the intraexaminer performance, 
measurements were repeated by examiner 1 after 15 
days on one-third of the samples, selected randomly. 
The difference in intraexaminer and interexaminer 
performance was quantified using the paired t-test. 
The comparison of measurements made on different 
types of dental models was evaluated using ANOVA 
with Bonferroni correction. The intraclass coefficient 
correlation (ICC) for consistency was calculated to 
establish examiner 1’s reliability in all comparisons 
performed. The p-values < 0.05 were considered 
statistically significant. Measurement agreement of all 
comparisons was also assessed using the Bland-Altman 
method through means, standard deviations, and 95% 
limits of agreement, which were available as a table.

For evaluating clinically relevant differences, we used 
the values described in the literature.30-32 Differences of 
more than 0.3 mm for the overjet, overbite, and tooth 
size (tooth diameter and tooth height) and more than 
0.4 mm for the transverse and sagittal parameters were 
considered clinically relevant.30,31 For differences in the 
sum of the mesiodistal diameter of 6 anterior teeth in 
the upper or lower dental arch, a threshold of 0.75 mm 
was used. For the sum of the mesiodistal diameter of 12 
teeth in the upper or lower arch, a difference of 1.5 mm 
was used to register clinically relevant differences.32

RESULTS

Reliability
The intraexaminer performance for examiner 1 was 

evaluated. The mean difference was 0.07 mm for all 
measurements on the plaster models. For the Laser OA 
measurements, the mean difference was −0.06 mm. 
For the CT OA measurements, the mean difference was 
−0.05 mm. The intraexaminer mean difference for the 
Laser DM measurements was −0.01 mm and that for 
the CT DM measurements was 0.02 mm. The largest 
intraexaminer differences were found in the sum of the 
12 upper teeth for plaster models (0.87 mm) for CT 
OA (−0.53 mm) and for CT DM (0.81 mm). The highest 
intraexaminer difference found on Laser OA was −0.83 
mm for the sum of the 12 lower teeth. In Laser DM, the 
highest intraexaminer difference was 0.42 mm for the 
sum of the 6 upper teeth. 

According to the paired t-test, examiners 1 and 2 
presented excellent interexaminer reliability, with only a 
few statistically significant differences in the parameters 
selected. The highest difference was found in the right 
sagittal relationship, especially in CT OA and CT DM. The 
other parameters did not present any clinically relevant 
differences (Table 2). The average ICC of all parameters 
on the plaster models and on all combinations of digital 
models was 0.95, which showed excellent reliability for 

Plaster models
n = 30

Measurement
with

digital caliper

Laser
scanner

Scanning
method

CT
scanner

Laser OA
n = 30

Laser DM
n = 30

CT OA
n = 30

CT DM
n = 30

Measurement
with software

Figure 1. Schematic overview of the design of the study. 
Laser OA, Digital model produced by laser scanning and 
measured with the Ortho Analyzer software; Laser DM, 
digital model produced by laser scanning and measured 
with the Digimodel software; CT OA, digital model 
produced by computed tomography (CT) scanning and 
measured with the Ortho Analyzer software; CT DM, 
digital model produced by CT scanning and measured 
with the Digimodel software.

http://www.webcctv.com/
http://www.webcctv.com/


Camardella et al • Comparison of two different plaster model scanners and software programs

www.e-kjo.org 17https://doi.org/10.4041/kjod.2020.50.1.13

Ta
bl

e 
2.

 In
te

re
xa

m
in

er
 c

om
pa

ris
on

 o
f 

m
ea

su
re

m
en

ts
 a

cc
or

di
ng

 t
o 

th
e 

pa
ire

d 
t-

te
st

T
yp

e 
of

m
ea

su
re

m
en

t
P

ar
am

et
er

C
om

pa
ri

so
n

 b
et

w
ee

n
 e

xa
m

in
er

P
la

st
er

 m
od

el
La

se
r 

O
A

C
T

 O
A

La
se

r 
D

M
C

T
 D

M

D
if

fe
re

n
ce

 (
m

m
)

p
D

if
fe

re
n

ce
 (

m
m

)
p

D
if

fe
re

n
ce

 (
m

m
)

p
D

if
fe

re
n

ce
 (

m
m

)
p

D
if

fe
re

n
ce

 (
m

m
)

p

M
es

io
d

is
ta

l d
ia

m
et

er
M

D
D

 1
6

−0
.1

0 
± 

0.
22

0.
10

0.
06

 ±
 0

.4
8

0.
63

0.
13

 ±
 0

.2
5

0.
07

−0
.0

2 
± 

0.
30

0.
80

−0
.0

2 
± 

0.
25

0.
76

M
D

D
 1

5
−0

.1
2 

± 
0.

17
0.

02
*

−0
.0

7 
± 

0.
20

0.
19

0.
10

 ±
 0

.1
2

0.
01

*
0.

08
 ±

 0
.1

3
0.

02
*

0.
11

 ±
 0

.2
3

0.
10

M
D

D
 1

4
−0

.1
0 

± 
0.

12
0.

00
*

−0
.0

4 
± 

0.
19

0.
48

0.
01

 ±
 0

.1
9

0.
88

0.
04

 ±
 0

.1
1

0.
16

0.
12

 ±
 0

.1
4

0.
01

*

M
D

D
 1

3
0.

01
 ±

 0
.1

6
0.

86
0.

15
 ±

 0
.3

1
0.

09
0.

12
 ±

 0
.3

0
0.

14
0.

04
 ±

 0
.1

4
0.

30
0.

15
 ±

 0
.1

9
0.

01
*

M
D

D
 1

2
−0

.0
2 

± 
0.

12
0.

53
0.

00
 ±

 0
.1

9
0.

94
−0

.0
5 

± 
0.

35
0.

58
−0

.1
2 

± 
0.

26
0.

09
−0

.0
6 

± 
0.

19
0.

25

M
D

D
 1

1
−0

.0
2 

± 
0.

09
0.

50
−0

.0
2 

± 
0.

22
0.

71
−0

.0
5 

± 
0.

17
0.

23
−0

.1
2 

± 
0.

17
0.

02
*

−0
.1

7 
± 

0.
19

0.
00

*

M
D

D
 4

1
−0

.0
5 

± 
0.

19
0.

31
0.

03
 ±

 0
.2

7
0.

64
−0

.0
2 

± 
0.

17
0.

60
−0

.0
9 

± 
0.

12
0.

01
*

0.
00

 ±
 0

.1
6

0.
93

M
D

D
 4

2
−0

.0
2 

± 
0.

12
0.

63
−0

.0
8 

± 
0.

25
0.

23
0.

06
 ±

 0
.1

9
0.

22
0.

03
 ±

 0
.1

3
0.

43
0.

00
 ±

 0
.1

6
0.

95

M
D

D
 4

3
−0

.0
2 

± 
0.

21
0.

71
−0

.0
5 

± 
0.

19
0.

33
0.

10
 ±

 0
.2

9
0.

21
−0

.0
1 

± 
0.

14
0.

76
0.

06
 ±

 0
.2

8
0.

46

M
D

D
 4

4
−0

.0
8 

± 
0.

11
0.

02
*

−0
.0

8 
± 

0.
17

0.
11

−0
.0

3 
± 

0.
18

0.
53

−0
.1

2 
± 

0.
13

0.
00

*
0.

18
 ±

 0
.2

0
0.

00
*

M
D

D
 4

5
−0

.0
9 

± 
0.

16
0.

05
−0

.1
4 

± 
0.

32
0.

11
0.

11
 ±

 0
.2

7
0.

12
0.

01
 ±

 0
.1

5
0.

91
0.

17
 ±

 0
.1

7
0.

00
*

M
D

D
 4

6
−0

.0
8 

± 
0.

20
0.

15
0.

01
 ±

 0
.2

3
0.

82
0.

16
 ±

 0
.2

4
0.

02
*

0.
01

 ±
 0

.2
1

0.
92

0.
17

 ±
 0

.1
3

0.
00

*

C
lin

ic
al

 c
ro

w
n

 h
ei

gh
t

C
H

 1
6

−0
.1

9 
± 

0.
33

0.
05

0.
12

 ±
 0

.1
7

0.
02

*
0.

23
 ±

 0
.3

0
0.

01
*

0.
07

 ±
 0

.1
7

0.
14

0.
09

 ±
 0

.2
7

0.
20

C
H

 1
3

0.
00

 ±
 0

.1
9

0.
96

0.
13

 ±
 0

.1
4

0.
00

*
0.

31
 ±

 0
.1

5
0.

00
*

0.
10

 ±
 0

.1
4

0.
01

*
0.

16
 ±

 0
.1

3
0.

00
*

C
H

 1
1

−0
.0

6 
± 

0.
15

0.
17

0.
01

 ±
 0

.0
9

0.
64

0.
20

 ±
 0

.1
7

0.
00

*
0.

02
 ±

 0
.1

5
0.

65
−0

.0
6 

± 
0.

14
0.

13

C
H

 4
1

0.
03

 ±
 0

.1
8

0.
56

0.
02

 ±
 0

.1
7

0.
69

0.
13

 ±
 0

.1
3

0.
00

*
−0

.0
3 

± 
0.

16
0.

42
0.

06
 ±

 0
.2

1
0.

27

C
H

 4
3

−0
.0

5 
± 

0.
19

0.
35

0.
04

 ±
 0

.2
0

0.
52

0.
19

 ±
 0

.1
7

0.
00

*
0.

02
 ±

 0
.2

0
0.

66
0.

14
 ±

 0
.1

4
0.

00
*

C
H

 4
6

0.
09

 ±
 0

.1
9

0.
10

0.
27

 ±
 0

.3
0

0.
00

*
0.

26
 ±

 0
.1

8
0.

00
*

0.
21

 ±
 0

.1
8

0.
00

*
−0

.0
2 

± 
0.

23
0.

80

T
ra

n
sv

er
se

 d
is

ta
n

ce
U

p
p

er
 IC

D
0.

03
 ±

 0
.5

9
0.

87
−0

.2
1 

± 
0.

44
0.

08
0.

08
 ±

 0
.5

4
0.

59
0.

07
 ±

 0
.4

1
0.

51
0.

10
 ±

 0
.7

1
0.

59

L
ow

er
 IC

D
0.

13
 ±

 0
.6

6
0.

47
0.

23
 ±

 0
.5

3
0.

12
0.

27
 ±

 0
.5

5
0.

08
0.

06
 ±

 0
.4

5
0.

60
0.

14
 ±

 0
.2

6
0.

07

U
p

p
er

 IM
D

0.
07

 ±
 0

.3
3

0.
40

0.
21

 ±
 0

.6
8

0.
25

0.
18

 ±
 0

.3
5

0.
07

0.
17

 ±
 0

.2
5

0.
02

*
0.

30
 ±

 0
.3

6
0.

01
*

L
ow

er
 IM

D
0.

13
 ±

 0
.7

0
0.

50
0.

34
 ±

 0
.3

1
0.

00
*

0.
27

 ±
 0

.4
1

0.
02

*
0.

28
 ±

 0
.3

7
0.

01
*

0.
13

 ±
 0

.4
8

0.
32

In
te

rm
ax

ill
ar

y
  m

ea
su

re
m

en
t

O
ve

rj
et

−0
.0

5 
± 

0.
27

0.
48

−0
.2

2 
± 

0.
44

0.
08

0.
00

 ±
 0

.2
5

0.
99

−0
.0

4 
± 

0.
26

0.
53

−0
.1

4 
± 

0.
30

0.
09

O
ve

rb
it

e
−0

.1
8 

± 
0.

46
0.

14
0.

04
 ±

 0
.1

8
0.

43
0.

04
 ±

 0
.1

8
0.

39
0.

00
 ±

 0
.0

8
0.

87
0.

09
 ±

 0
.2

5
0.

17

R
ig

h
t S

ag
 R

el
0.

36
 ±

 0
.7

1
0.

07
0.

36
 ±

 0
.5

0
0.

02
*

0.
68

 ±
 0

.4
9

0.
00

*
0.

39
 ±

 0
.5

3
0.

01
0.

47
 ±

 0
.4

7
0.

00
*

V
al

u
es

 a
re

 p
re

se
n

te
d

 a
s 

m
ea

n
 ±

 s
ta

n
d

ar
d

 d
ev

ia
ti

on
. 

La
se

r 
O

A
, D

ig
it

al
 m

od
el

 p
ro

d
u

ce
d

 b
y 

la
se

r 
sc

an
n

in
g 

an
d

 m
ea

su
re

d
 w

it
h

 t
h

e 
O

rt
h

o 
A

n
al

yz
er

 s
of

tw
ar

e;
 C

T
 O

A
, d

ig
it

al
 m

od
el

 p
ro

d
u

ce
d

 b
y 

co
m

p
u

te
d

 t
om

og
ra

p
h

y 
(C

T
) 

sc
an

n
in

g 
an

d
 m

ea
su

re
d

 w
it

h
 th

e 
O

rt
h

o 
A

n
al

yz
er

 s
of

tw
ar

e;
 L

as
er

 D
M

, d
ig

it
al

 m
od

el
 p

ro
d

u
ce

d
 b

y 
la

se
r 

sc
an

n
in

g 
an

d
 m

ea
su

re
d

 w
it

h
 th

e 
D

ig
im

od
el

 s
of

tw
ar

e;
 C

T
 D

M
, d

ig
it

al
 

m
od

el
 p

ro
d

u
ce

d
 b

y 
C

T
 s

ca
n

n
in

g 
an

d
 m

ea
su

re
d

 w
it

h
 th

e 
D

ig
im

od
el

 s
of

tw
ar

e.
R

ef
er

 to
 T

ab
le

 1
 fo

r 
p

ar
am

et
er

 d
ef

in
it

io
n

s.
*S

ta
ti

st
ic

al
ly

 s
ig

n
if

ic
an

t.



Camardella et al • Comparison of two different plaster model scanners and software programs

www.e-kjo.org18 https://doi.org/10.4041/kjod.2020.50.1.13

Ta
bl

e 
3.

 M
ea

su
re

m
en

t 
ac

cu
ra

cy
 a

nd
 r

el
ia

bi
lit

y 
be

tw
ee

n 
th

e 
pl

as
te

r 
an

d 
di

gi
ta

l m
od

el
s 

m
ea

su
re

d 
by

 e
xa

m
in

er
 1

 a
cc

or
di

ng
 t

o 
AN

O
VA

 w
it

h 
Bo

nf
er

ro
ni

 c
or

re
ct

io
n 

as
 

w
el

l a
s 

IC
C

T
yp

e 
of

 m
ea

su
re

m
en

t
P

ar
am

et
er

 M
ea

n
 d

if
fe

re
n

ce
 (

m
m

)
SD

 (
m

m
)

p
-v

al
u

e*
R

el
ia

bi
li

ty
 

IC
C

P
la

st
er

 v
s.

La
se

r 
O

A
 P

la
st

er
 v

s.
C

T
 O

A
 P

la
st

er
 v

s.
La

se
r 

D
M

 P
la

st
er

 v
s.

C
T

 D
M

M
es

io
d

is
ta

l d
ia

m
et

er
Su

m
 u

p
p

er
 6

 
0.

28
−0

.0
0

1.
13

0.
33

0.
67

0.
43

0.
97

Su
m

 u
p

p
er

 1
2 

−0
.1

5
−0

.8
6

0.
77

−0
.3

1
1.

29
0.

79
0.

99

Su
m

 lo
w

er
 6

 
−0

.0
8

−0
.5

6
0.

56
0.

25
0.

57
0.

37
0.

96

Su
m

 lo
w

er
 1

2 
−0

.2
2

−1
.0

5
0.

59
0.

51
1.

14
0.

61
0.

97

C
lin

ic
al

 c
ro

w
n

 h
ei

gh
t

C
H

 1
6

−0
.3

6
−0

.3
1

−0
.2

7
−0

.1
5

0.
23

0.
56

0.
92

C
H

 1
3

−0
.0

9
−0

.2
0

−0
.1

1
−0

.1
6

0.
22

0.
92

0.
94

C
H

 1
1

−0
.1

4
−0

.2
7

−0
.1

7
−0

.0
6

0.
23

0.
80

0.
97

C
H

 4
1

−0
.0

2
0.

04
−0

.0
8

−0
.0

9
0.

19
0.

95
0.

94

C
H

 4
3

−0
.0

7
−0

.1
4

−0
.1

4
−0

.2
5

0.
27

0.
91

0.
93

C
H

 4
6

−0
.0

2
−0

.0
6

−0
.2

6
−0

.0
6

0.
19

0.
69

0.
90

T
ra

n
sv

er
se

 d
is

ta
n

ce
U

p
p

er
 IC

D
0.

33
0.

28
0.

44
0.

40
0.

51
0.

92
0.

97

L
ow

er
 IC

D
−0

.1
4

−0
.1

5
0.

02
−0

.0
2

0.
46

0.
99

0.
95

U
p

p
er

 IM
D

−0
.0

2
0.

11
−0

.0
4

0.
12

0.
81

0.
99

0.
98

L
ow

er
 IM

D
−0

.2
8

−0
.2

8
0.

03
−0

.0
2

0.
68

0.
98

0.
98

In
te

rm
ax

ill
ar

y 
m

ea
su

re
m

en
t

O
ve

rj
et

0.
11

0.
11

0.
08

0.
04

0.
21

0.
98

0.
91

O
ve

rb
it

e
0.

31
0.

26
0.

30
0.

21
0.

24
0.

68
0.

93

R
ig

h
t S

ag
 R

el
−0

.1
2

−0
.2

4
−0

.4
2

−0
.2

6
0.

45
0.

91
0.

90

L
ef

t S
ag

 R
el

−0
.1

3
−0

.2
3

−0
.2

4
−0

.2
2

0.
45

0.
98

0.
94

IC
C

, I
n

tr
ac

la
ss

 c
oe

ff
ic

ie
n

t c
or

re
la

ti
on

; L
as

er
 O

A
, d

ig
it

al
 m

od
el

 p
ro

d
u

ce
d

 b
y 

la
se

r 
sc

an
n

in
g 

an
d

 m
ea

su
re

d
 w

it
h

 th
e 

O
rt

h
o 

A
n

al
yz

er
 s

of
tw

ar
e;

 C
T

 O
A

, d
ig

it
al

 m
od

el
 p

ro
d

u
ce

d
 

by
 c

om
p

u
te

d
 t

om
og

ra
p

h
y 

(C
T

) 
sc

an
n

in
g 

an
d

 m
ea

su
re

d
 w

it
h

 t
h

e 
O

rt
h

o 
A

n
al

yz
er

 s
of

tw
ar

e;
 L

as
er

 D
M

, d
ig

it
al

 m
od

el
 p

ro
d

u
ce

d
 b

y 
la

se
r 

sc
an

n
in

g 
an

d
 m

ea
su

re
d

 w
it

h
 t

h
e 

D
ig

im
od

el
 s

of
tw

ar
e;

 C
T

 D
M

, d
ig

it
al

 m
od

el
 p

ro
d

u
ce

d
 b

y 
C

T
 s

ca
n

n
in

g 
an

d
 m

ea
su

re
d

 w
it

h
 th

e 
D

ig
im

od
el

 s
of

tw
ar

e;
 S

D
, s

ta
n

d
ar

d
 d

ev
ia

ti
on

. 
R

ef
er

 to
 T

ab
le

 1
 fo

r 
p

ar
am

et
er

 d
ef

in
it

io
n

s.
 

*B
y 

A
N

O
V

A
.



Camardella et al • Comparison of two different plaster model scanners and software programs

www.e-kjo.org 19https://doi.org/10.4041/kjod.2020.50.1.13

Ta
bl

e 
4.

 B
la

nd
-A

lt
m

an
 a

na
ly

si
s 

of
 t

he
 c

om
pa

ris
on

 b
et

w
ee

n 
th

e 
pl

as
te

r 
an

d 
di

gi
ta

l m
od

el
s 

w
it

h 
95

%
 li

m
it

s 
of

 a
gr

ee
m

en
t

T
yp

e 
of

 m
ea

su
re

m
en

t
P

ar
am

et
er

P
la

st
er

 v
s.

 L
as

er
 O

A
 

P
la

st
er

 v
s.

 C
T

 O
A

 
P

la
st

er
 v

s.
 L

as
er

 D
M

 
P

la
st

er
 v

s.
 C

T
 D

M
 

M
es

io
d

is
ta

l d
ia

m
et

er
Su

m
 u

p
p

er
 6

 
0.

28
 ±

 0
.6

4 
(−

0.
98

 to
 1

.5
3)

−0
.0

0 
± 

0.
55

 (
−1

.0
9 

to
 1

.0
8)

1.
13

 ±
 0

.3
9 

(0
.3

5 
to

 1
.9

0)
0.

33
 ±

 0
.4

4 
(−

0.
54

 to
 1

.2
0)

Su
m

 u
p

p
er

 1
2 

−0
.1

5 
± 

0.
94

 (
−2

.0
0 

to
 1

.7
0)

−0
.8

6 
± 

0.
76

 (
−2

.3
4 

to
 0

.6
3)

0.
77

 ±
 0

.6
6 

(−
0.

53
 to

 2
.0

6)
−0

.3
1 

± 
0.

69
 (

−1
.6

7 
to

 1
.0

5)

Su
m

 lo
w

er
 6

 
−0

.0
8 

± 
0.

70
 (

−1
.4

5 
to

 1
.2

8)
−0

.5
6 

± 
0.

60
 (

−1
.7

3 
to

 0
.6

1)
0.

56
 ±

 0
.4

9 
(−

0.
40

 to
 1

.5
1)

0.
25

 ±
 0

.7
2 

(−
1.

16
 to

 1
.6

7)

Su
m

 lo
w

er
 1

2 
−0

.2
2 

± 
1.

30
 (

−2
.7

7 
to

 2
.3

2)
−1

.0
5 

± 
0.

81
 (

−2
.6

4 
to

 0
.5

5)
0.

59
 ±

 0
.9

9 
(−

1.
36

 to
 2

.5
4)

0.
51

 ±
 1

.0
7 

(−
1.

58
 to

 2
.6

0)

C
lin

ic
al

 c
ro

w
n

 h
ei

gh
t

C
H

 1
6

−0
.3

6 
± 

0.
33

 (
−1

.0
1 

to
 0

.2
9)

−0
.3

1 
± 

0.
35

 (
−0

.9
9 

to
 0

.3
8)

−0
.2

7 
± 

0.
27

 (
−0

.7
9 

to
 0

.2
5)

−0
.1

5 
± 

0.
48

 (
−1

.1
0 

to
 0

.7
9)

C
H

 1
3

−0
.0

9 
± 

0.
26

 (
−0

.5
9 

to
 0

.4
1)

−0
.2

0 
± 

0.
18

 (
−0

.5
4 

to
 0

.1
5)

−0
.1

1 
± 

0.
20

 (
−0

.5
0 

to
 0

.2
8)

−0
.1

6 
± 

0.
35

 (
−0

.8
4 

to
 0

.5
1)

C
H

 1
1

−0
.1

4 
± 

0.
20

 (
−0

.5
4 

to
 0

.2
5)

−0
.2

7 
± 

0.
18

 (
−0

.6
3 

to
 0

.0
8)

−0
.1

7 
± 

0.
21

 (
−0

.5
8 

to
 0

.2
4)

−0
.0

6 
± 

0.
18

 (
−0

.4
1 

to
 0

.2
9)

C
H

 4
1

−0
.0

2 
± 

0.
19

 (
−0

.3
9 

to
 0

.3
5)

0.
04

 ±
 0

.2
8 

(−
0.

51
 to

 0
.6

0)
−0

.0
8 

± 
0.

24
 (

−0
.5

6 
to

 0
.3

9)
−0

.0
9 

± 
0.

25
 (

−0
.5

8 
to

 0
.3

9)

C
H

 4
3

−0
.0

7 
± 

0.
21

 (
−0

.4
9 

to
 0

.3
5)

−0
.1

4 
± 

0.
28

 (
−0

.6
8 

to
 0

.4
1)

−0
.1

4 
± 

0.
28

 (
−0

.6
9 

to
 0

.4
0)

−0
.2

5 
± 

0.
53

 (
−1

.2
9 

to
 0

.7
8)

C
H

 4
6

−0
.0

2 
± 

0.
33

 (
−0

.6
6 

to
 0

.6
3)

−0
.0

6 
± 

0.
28

 (
−0

.6
2 

to
 0

.4
9)

−0
.2

6 
± 

0.
21

 (
−0

.6
7 

to
 0

.1
6)

−0
.0

6 
± 

0.
28

 (
−0

.6
0 

to
 0

.4
8)

T
ra

n
sv

er
se

 d
is

ta
n

ce
U

p
p

er
 IC

D
0.

33
 ±

 0
.4

5 
(−

0.
55

 to
 1

.2
0)

0.
28

 ±
 0

.4
7 

(−
0.

65
 to

 1
.2

2)
0.

44
 ±

 0
.4

1 
(−

0.
36

 to
 1

.2
4)

0.
40

 ±
 0

.4
4 

(−
0.

46
 to

 1
.2

7)

L
ow

er
 IC

D
−0

.1
4 

± 
0.

49
 (

−1
.1

1 
to

 0
.8

2)
−0

.1
5 

± 
0.

52
 (

−1
.1

8 
to

 0
.8

8)
0.

02
 ±

 0
.4

4 
(−

0.
85

 to
 0

.9
0)

−0
.0

2 
± 

0.
47

 (
−0

.9
5 

to
 0

.9
1)

U
p

p
er

 IM
D

−0
.0

2 
± 

0.
43

 (
−0

.8
6 

to
 0

.8
2)

0.
11

 ±
 0

.5
1 

(−
0.

89
 to

 1
.1

2)
−0

.0
4 

± 
0.

54
 (

−1
.1

0 
to

 1
.0

1)
0.

12
 ±

 0
.7

4 
(−

1.
33

 to
 1

.5
7)

L
ow

er
 IM

D
−0

.2
8 

± 
0.

48
 (

−1
.2

2 
to

 0
.6

6)
−0

.2
8 

± 
0.

48
 (

−1
.2

3 
to

 0
.6

6)
0.

03
 ±

 0
.5

1 
(−

0.
96

 to
 1

.0
3)

−0
.0

2 
± 

0.
67

 (
−1

.3
2 

to
 1

.2
9)

In
te

rm
ax

ill
ar

y 
m

ea
su

re
m

en
t

O
ve

rj
et

0.
11

 ±
 0

.2
8 

(−
0.

44
 to

 0
.6

6)
0.

11
 ±

 0
.4

1 
(−

0.
70

 to
 0

.9
1)

0.
08

 ±
 0

.3
3 

(−
0.

56
 to

 0
.7

3)
0.

04
 ±

 0
.4

8 
(−

0.
90

 to
 0

.9
8)

O
ve

rb
it

e
0.

31
 ±

 0
.2

8 
(−

0.
24

 to
 0

.8
7)

0.
26

 ±
 0

.3
8 

(−
0.

48
 to

 1
.0

1)
0.

30
 ±

 0
.3

2 
(−

0.
32

 to
 0

.9
3)

0.
21

 ±
 0

.5
4 

(−
0.

85
 to

 1
.2

7)

R
ig

h
t S

ag
 R

el
−0

.1
2 

± 
0.

65
 (

−1
.4

0 
to

 1
.1

6)
−0

.2
4 

± 
0.

60
 (

−1
.4

1 
to

 0
.9

2)
−0

.4
2 

± 
0.

72
 (

−1
.8

4 
to

 0
.9

9)
−0

.2
6 

± 
1.

08
 (

−2
.3

8 
to

 1
.8

6)

L
ef

t S
ag

 R
el

−0
.1

3 
± 

0.
68

 (
−1

.4
7 

to
 1

.2
1)

−0
.2

3 
± 

0.
48

 (
−1

.1
8 

to
 0

.7
1)

−0
.2

4 
± 

0.
41

 (
−1

.0
5 

to
 0

.5
7)

−0
.2

2 
± 

0.
65

 (
−1

.4
9 

to
 1

.0
4)

V
al

u
es

 a
re

 p
re

se
n

te
d

 a
s 

m
ea

n
 d

if
fe

re
n

ce
 ±

 s
ta

n
d

ar
d

 d
ev

ia
ti

on
 (

m
in

im
u

m
 to

 m
ax

im
u

m
 o

f 9
5%

 li
m

it
s 

of
 a

gr
ee

m
en

t)
. U

n
it

: m
m

.
La

se
r 

O
A

, D
ig

it
al

 m
od

el
 p

ro
d

u
ce

d
 b

y 
la

se
r 

sc
an

n
in

g 
an

d
 m

ea
su

re
d

 w
it

h
 t

h
e 

O
rt

h
o 

A
n

al
yz

er
 s

of
tw

ar
e;

 C
T

 O
A

, d
ig

it
al

 m
od

el
 p

ro
d

u
ce

d
 b

y 
co

m
p

u
te

d
 t

om
og

ra
p

h
y 

(C
T

) 
sc

an
n

in
g 

an
d

 m
ea

su
re

d
 w

it
h

 th
e 

O
rt

h
o 

A
n

al
yz

er
 s

of
tw

ar
e;

 L
as

er
 D

M
, d

ig
it

al
 m

od
el

 p
ro

d
u

ce
d

 b
y 

la
se

r 
sc

an
n

in
g 

an
d

 m
ea

su
re

d
 w

it
h

 th
e 

D
ig

im
od

el
 s

of
tw

ar
e;

 C
T

 D
M

, d
ig

it
al

 
m

od
el

 p
ro

d
u

ce
d

 b
y 

C
T

 s
ca

n
n

in
g 

an
d

 m
ea

su
re

d
 w

it
h

 th
e 

D
ig

im
od

el
 s

of
tw

ar
e.

R
ef

er
 to

 T
ab

le
 1

 fo
r 

p
ar

am
et

er
 d

ef
in

it
io

n
s.

 



Camardella et al • Comparison of two different plaster model scanners and software programs

www.e-kjo.org20 https://doi.org/10.4041/kjod.2020.50.1.13

the measurements performed by examiner 1 (Table 3). 

Measurements of all parameters
Measurements on 30 plaster models were compared 

with the measurements on each digital model by exa
miner 1 (Table 3). Positive values of average differences 
indicated that the measurements on the digital models 
were smaller than those on the plaster models, and 
negative values indicated that the measurements on 
the digital models were larger than those on the plaster 
models. None of the measurements showed statistically 
significant differences according to ANOVA with Bon
ferroni correction, but only a few measurements pre
sented clinically relevant differences (Table 3). When the 
measurements of the mesiodistal diameter performed on 
digital models were compared to the same measurements 
performed on plaster models, none of the measurements 
presented any clinically relevant difference, except for 

Laser DM, which showed a clinically relevant difference 
(lower values) in the sum of the upper 6 teeth. 

Clinically relevant differences were found in the 
crown height of tooth 16 on Laser OA and CT OA 
models. Among the transverse parameters, only the 
upper intercanine distance showed clinically relevant 
differences on the Laser DM and CT DM models. 
Among the intermaxillary measurements, only Laser OA 
presented clinically relevant differences in overbite. Only 
Laser DM presented a clinically relevant difference in the 
sagittal relationship parameters (Table 3).

Table 4 presents the Bland-Altman statistics, including 
the 95% limits of agreement, for the comparison 
between the plaster models and the different types of 
digital models. These results showed wider limits for 
the sum of dental diameters (2.93 mm on average) 
and the sagittal relationship parameters (2.59 mm 
on average), and narrower limits for the tooth crown 

Figure 1. 

Table 5. Measurement accuracy and reliability between the digital models measured by examiner 1 according to ANOVA 
with Bonferroni correction as well as ICC

Type of 
measurement Parameter

Mean difference (mm) 
SD 

(mm) p-value* Reliability
ICC

Laser OA 
vs. 

CT OA

Laser DM 
vs.

CT DM

Laser OA 
vs.

Laser DM

CT DM 
vs.

CT OA

Mesiodistal diameter Sum upper 6 −0.28 −0.80 0.85 −0.33 0.67 0.38 0.97

Sum upper 12 −0.71 −1.08 0.92 −0.55 1.29 0.65 0.98

Sum lower 6 −0.48 −0.31 0.64 −0.81 0.58 0.25 0.96

Sum lower 12 −0.82 −0.08 0.81 −1.56 1.15 0.45 0.97

Clinical crown height CH 16 0.05 0.11 0.09 −0.15 0.24 0.85 0.92

CH 13 −0.10 −0.05 −0.02 −0.03 0.22 0.96 0.94

CH 11 −0.13 0.11 −0.03 −0.22 0.23 0.83 0.97

CH 41 0.06 −0.01 −0.07 0.13 0.19 0.88 0.93

CH 43 −0.07 −0.11 −0.07 0.12 0.27 0.92 0.91

CH 46 −0.04 0.19 −0.24 0.00 0.19 0.60 0.89

Transverse distance Upper ICD −0.04 −0.03 0.11 −0.12 0.51 0.99 0.97

Lower ICD −0.01 −0.04 0.17 −0.13 0.47 0.97 0.98

Upper IMD 0.13 0.16 −0.03 −0.00 0.81 0.99 0.96

Lower IMD −0.00 −0.05 0.31 −0.27 0.68 0.95 0.97

Intermaxillary
  measurement

Overjet −0.00 −0.04 −0.02 0.07 0.21 0.98 0.97

Overbite −0.05 −0.09 −0.01 0.05 0.24 0.97 0.98

Right Sag Rel −0.12 0.16 −0.30 0.02 0.45 0.93 0.96

Left Sag Rel −0.10 0.01 −0.10 −0.01 0.45 0.99 0.97

ICC, Intraclass coefficient correlation; Laser OA, digital model produced by laser scanning and measured with the Ortho 
Analyzer software; CT OA, digital model produced by computed tomography (CT) scanning and measured with the Ortho 
Analyzer software; Laser DM, digital model produced by laser scanning and measured with the Digimodel software; CT DM, 
digital model produced by CT scanning and measured with the Digimodel software; SD, standard deviation. 
Refer to Table 1 for parameter definitions. 
*By ANOVA.
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height parameters (1.07 mm on average) and the overjet 
and overbite parameters (1.48 mm on average). The 
transverse parameters presented an average value of 1.98 
mm on the 95% limits of agreement. The smallest 95% 
limit of agreement was 0.69 mm for the crown height of 
tooth 13 on the comparison between the plaster models 
and the CT OA models, while the largest 95% limit of 
agreement was 5.09 mm for the sum of the 12 lower 
teeth on the comparison between the plaster models 
and the Laser OA models. The higher difference in the 
latter comparison could be considered proportional to 
the measurements, because the average value of this 
parameter was 84.50 mm.

Table 5 presents the differences in measurements 
between the digital models from two different plaster 
models and measured using two different software 
programs. The results showed no statistically significant 
differences in any parameter according to ANOVA with 
Bonferroni’s correction. Clinically relevant differences in 
mesiodistal diameters were found in the measurements 
of the sum of the 6 upper teeth (CT DM and Laser DM 
models), the sum of the 6 lower teeth (CT OA), and the 
sum of the 12 lower teeth (CT OA). No clinically relevant 
differences were found in the clinical crown height, 
transverse, and intermaxillary measurements (Table 5).

Table 6 presents the Bland-Altman statistics, including 
the 95% limits of agreement, between all comparisons 
of the different types of digital models. These results 
showed wider limits for the sum of dental diameters (3.12 
mm on average) and the sagittal relationship parameters 
(2.52 mm on average), and narrower limits for the tooth 
crown height (1.22 mm on average) and the overjet 
and overbite parameters (1.09 mm on average). The 
transverse parameters presented an average value of 2.21 
mm on the 95% limits of agreement. The smallest 95% 
limit of agreement was 0.30 mm for the overbite on the 
comparison between the Laser OA and Laser DM models, 
while the largest 95% limit of agreement was 5.12 mm 
for the sum of the 12 lower teeth on the comparison 
between the Laser OA and CT OA models, which was 
also considered proportional to the average value of the 
measurements.

DISCUSSION

Nowadays, orthodontists can use several types of 
plaster models and impression scanners with different 
technologies in combination with several measuring 
software programs. In this study, we used a laser scanner 
and a CT scanner to generate digital models from 30 
plaster models. Although the laser scanner generates 
a digital model with subjectively better texture and 
greater detail than does the CT scanner, the accuracy 
of measurements on both digital models was similar. 

Several earlier studies have evaluated the accuracy 
of digital models generated by laser scanning plaster 
models,2,7-24 and of digital models generated by CT 
scanning,7,25,26 but only one study has compared the 
differences in the accuracy of measurements between 
these two processing methods. That study concluded 
the digital models generated by CT scanning were more 
accurate and reliable than the ones generated by laser 
scanning.7

As shown in Table 3, Laser DM presented three mea
surements with clinically relevant differences compared 
to the plaster models: the sum of the 6 upper teeth, 
the upper intercanine distance, and the right sagittal 
relationship. For the measurements on Laser OA, only 
two parameters presented clinically relevant differences. 
For the CT OA and CT DM models, only one parameter 
showed clinically relevant differences. It can be concluded 
that the dental diameters and dental crown heights on 
digital models were reliable. The measurements of the 
upper intercanine distance and the overbite showed the 
largest differences. These differences could be caused 
not only by actual differences between the models but 
also by the subjectivity of the measurement method. 
For instance, the intercanine distance measurement can 
be hampered by some attrition of the canine, which 
can lead to misinterpretation of the cuspid landmark. 
Regarding the overbite, the thickness of the tip of the 
calipers may have contributed to inaccuracies in this 
measurement on plaster models.23 For measurements 
on digital models, the models could be magnified 
and a model cross-section (by “clipping the model”) 
could be made, which improves the accuracy of point 
identification compared to the measurement procedure 
on plaster models (Figure 2). Bland-Altman analysis 
showed acceptable 95% limits of agreement on the 
comparisons between the plaster models and different 
types of digital models. The sum of dental diameters 
presented wider limits of agreement, which is reasonable 
because these parameters presented the largest values 
(Table 4).

In the comparisons of the digital models, the crown 
height, transverse, and intermaxillary parameters did 
not present any clinically relevant difference, suggesting 
that it is easier to mark these points on digital models 
than on plaster models. Only the sum of the mesiodistal 
diameters presented clinically relevant differences for the 
four parameters (Table 5). On digital models, the user 
can fix the selected marking point with the click of the 
cursor, while on plaster models, mistakes can happen 
during measurement with the caliper, because there is 
no fixed marking of the landmarks.9 The results show 
that it is possible to use both software programs to 
measure a digital model generated using two different 
scanning methods, with no significant changes in the 
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measurement outcomes. Although it seems easier to 
select the reference points on digital models when 
performing measurements using both software programs, 
because of the options to magnify, section, and rotate 
the images, some problems can occur when interpreting 
the reference points. Therefore, it is necessary to gain 
experience in performing accurate measurements by 
using the measurement software. Bland-Altman analysis 
showed acceptable 95% limits of agreement (1.99 mm 
on average) on the comparisons between the different 
types of digital models (Table 6).

For the laser-scanned models, the occlusion was 
acquired during the scanning process and could be 
adjusted if needed in the software, while the occlusion 
on the CT-scanned models was determined after the 
scanning process by dental technicians, who adjusted 
the relationship of the upper and lower models by 
using a dedicated software program that considered 
the scanned bite registration. The method used to 
obtain the interarch relationship in the CT models may 
cause some errors because of the subjectivity of the 
operator,5,32 but according to the results of this study, 
the interarch relationship measurements presented no 
clinically relevant differences.

As orthodontists can decide to make the records 
of a patient in their own clinic or refer a patient to a 

clinical diagnostic center, new technologies such as the 
fabrication of digital models and the analysis of these 
models with software programs must be accurate and 
reproducible. Different methods to make digital models 
and different software programs to analyze these models, 
to make treatment plans, and to perform computer-
aided design/computer-aided manufacturing procedures 
to design and fabricate orthodontic appliances will 
be used. Moreover, the same software must be able to 
generate outputs in different file formats for the digital 
models because the files will be used for different 
purposes and by different professionals, such as 
orthodontists, maxillofacial surgeons, implantologists, 
and lab technicians. Therefore, it is important that all 
users irrespective of their background can measure 
similar distances with different software programs. 

In our study, interexaminer reliability was excellent 
in most cases and good for some others; this finding 
is in accordance with that of previous studies.7,9,14 The 
largest difference in the measurement values was for 
the sagittal relationship parameter for both the plaster 
and digital models, which could be caused by the 
misinterpretation of the location of the reference points 
by the different examiners, and could mainly have been 
due to attrition on the upper canines.

Finally, both plaster-scanning techniques and both 
software programs used can be considered accurate 
and interchangeable. Considering the magnitude of 
differences and all comparisons performed, the number 
of parameters with clinically relevant differences was 
very low; moreover, the differences were reasonable 
given the subjectivity of the measurement method and 
were similar to those described in previous studies. 
Furthermore, the differences were distributed across 
different parameters without being predominant in a 
specific parameter, and this could have happened by 
chance.

CONCLUSION

The null hypothesis of this study was confirmed. 
The digital models generated from a series of plaster 
models by using the R700 laser scanner and the Flash 
CT scanner are accurate and reliable and can replace 
conventional plaster models. Only a few clinically 
relevant differences in measurements were found. 
Measurements on these digital models performed using 
two different software programs are accurate; therefore, 
both fabrication methods and software programs can be 
used interchangeably.
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Figure 2. A, Measuring the overbite by using the Ortho 
Analyzer software. B, Measuring the overjet and overbite 
by using the Digimodel software.
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was reported.

ACKNOWLEDGEMENTS

We would like to thank the “National Counsel of 
Technological and Scientific Development” (CNPq) for 
the scholarship for the first author of this study and 
to the OrthoProof and Smart Solutions companies for 
scanning the models used in this study.

REFERENCES

1.	 Rischen RJ, Breuning KH, Bronkhorst EM, Kuijpers-
Jagtman AM. Records needed for orthodontic 
diagnosis and treatment planning: a systematic 
review. PLoS One 2013;8:e74186. 

2.	 Abizadeh N, Moles DR, O'Neill J, Noar JH. Digital 
versus plaster study models: how accurate and 
reproducible are they? J Orthod 2012;39:151-9. 

3.	 de Waard O, Rangel FA, Fudalej PS, Bronkhorst EM, 
Kuijpers-Jagtman AM, Breuning KH. Reproducibility 
and accuracy of linear measurements on dental 
models derived from cone-beam computed tomo
graphy compared with digital dental casts. Am J 
Orthod Dentofacial Orthop 2014;146:328-36. 

4.	 Torassian G, Kau CH, English JD, Powers J, Bussa HI, 
Marie Salas-Lopez A, et al. Digital models vs plaster 
models using alginate and alginate substitute 
materials. Angle Orthod 2010;80:474-81. 

5.	 White AJ, Fallis DW, Vandewalle KS. Analysis of 
intra-arch and interarch measurements from digital 
models with 2 impression materials and a modeling 
process based on cone-beam computed tomography. 
Am J Orthod Dentofacial Orthop 2010;137:456.e1-
9; discussion 456-7. 

6.	 Ahn HW, Chang YJ, Kim KA, Joo SH, Park YG, Park 
KH. Measurement of three-dimensional perioral soft 
tissue changes in dentoalveolar protrusion patients 
after orthodontic treatment using a structured light 
scanner. Angle Orthod 2014;84:795-802. 

7.	 Grünheid T, Patel N, De Felippe NL, Wey A, Gaillard 
PR, Larson BE. Accuracy, reproducibility, and time 
efficiency of dental measurements using different 
technologies. Am J Orthod Dentofacial Orthop 2014; 
145:157-64. 

8.	 Asquith J, Gillgrass T, Mossey P. Three-dimensional 
imaging of orthodontic models: a pilot study. Eur J 
Orthod 2007;29:517-22.

9.	 Stevens DR, Flores-Mir C, Nebbe B, Raboud DW, Heo 
G, Major PW. Validity, reliability, and reproducibility 
of plaster vs digital study models: comparison of 
peer assessment rating and Bolton analysis and their 
constituent measurements. Am J Orthod Dentofacial 
Orthop 2006;129:794-803.

10.	 Mullen SR, Martin CA, Ngan P, Gladwin M. Accuracy 
of space analysis with emodels and plaster models. 
Am J Orthod Dentofacial Orthop 2007;132:346-52.

11.	 Horton HM, Miller JR, Gaillard PR, Larson BE. Te
chnique comparison for efficient orthodontic tooth 
measurements using digital models. Angle Orthod 
2010;80:254-61. 

12.	Goonewardene RW, Goonewardene MS, Razza JM, 
Murray K. Accuracy and validity of space analysis 
and irregularity index measurements using digital 
models. Aust Orthod J 2008;24:83-90.

13.	 Sousa MV, Vasconcelos EC, Janson G, Garib D, 
Pinzan A. Accuracy and reproducibility of 3-dimen
sional digital model measurements. Am J Orthod 
Dentofacial Orthop 2012;142:269-73. 

14.	Costalos PA, Sarraf K, Cangialosi TJ, Efstratiadis S. 
Evaluation of the accuracy of digital model analysis 
for the American Board of Orthodontics objective 
grading system for dental casts. Am J Orthod 
Dentofacial Orthop 2005;128:624-9.

15.	Keating AP, Knox J, Bibb R, Zhurov AI. A com
parison of plaster, digital and reconstructed study 
model accuracy. J Orthod 2008;35:191-201; dis
cussion 175. 

16.	Kim J, Heo G, Lagravère MO. Accuracy of laser-
scanned models compared to plaster models and 
cone-beam computed tomography. Angle Orthod 
2014;84:443-50. 

17.	Okunami TR, Kusnoto B, BeGole E, Evans CA, 
Sadowsky C, Fadavi S. Assessing the American Board 
of Orthodontics objective grading system: digital 
vs plaster dental casts. Am J Orthod Dentofacial 
Orthop 2007;131:51-6.

18.	Bootvong K, Liu Z, McGrath C, Hägg U, Wong 
RW, Bendeus M, et al. Virtual model analysis as 
an alternative approach to plaster model analysis: 
reliability and validity. Eur J Orthod 2010;32:589-
95. 

19.	Tomassetti JJ, Taloumis LJ, Denny JM, Fischer JR 
Jr. A comparison of 3 computerized Bolton tooth-
size analyses with a commonly used method. Angle 
Orthod 2001;71:351-7.

20.	Hayashi K, Sachdeva AU, Saitoh S, Lee SP, Kubota 
T, Mizoguchi I. Assessment of the accuracy and 
reliability of new 3-dimensional scanning devices. 
Am J Orthod Dentofacial Orthop 2013;144:619-25. 

21.	 Creed B, Kau CH, English JD, Xia JJ, Lee RP. A com
parison of the accuracy of linear measurements 
obtained from cone beam computerized tomography 
images and digital models. Semin Orthod 2011;17: 
49-56.

22.	Hildebrand JC, Palomo JM, Palomo L, Sivik M, Hans 
M. Evaluation of a software program for applying 
the American Board of Orthodontics objective 



Camardella et al • Comparison of two different plaster model scanners and software programs

www.e-kjo.org 25https://doi.org/10.4041/kjod.2020.50.1.13

grading system to digital casts. Am J Orthod 
Dentofacial Orthop 2008;133:283-9. 

23.	 Santoro M, Galkin S, Teredesai M, Nicolay OF, Can
gialosi TJ. Comparison of measurements made on 
digital and plaster models. Am J Orthod Dentofacial 
Orthop 2003;124:101-5.

24.	De Luca Canto G, Pachêco-Pereira C, Lagravere MO, 
Flores-Mir C, Major PW. Intra-arch dimensional 
measurement validity of laser-scanned digital dental 
models compared with the original plaster models: a 
systematic review. Orthod Craniofac Res 2015;18:65-
76. 

25.	Watanabe-Kanno GA, Abrão J, Miasiro Junior H, 
Sánchez-Ayala A, Lagravère MO. Reproducibility, 
reliability and validity of measurements obtained 
from Cecile3 digital models. Braz Oral Res 2009;23: 
288-95.

26.	Veenema AC, Katsaros C, Boxum SC, Bronkhorst EM, 
Kuijpers-Jagtman AM. Index of complexity, outcome 
and need scored on plaster and digital models. Eur J 
Orthod 2009;31:281-6. 

27.	Wan Hassan WN, Othman SA, Chan CS, Ahmad 
R, Ali SN, Abd Rohim A. Assessing agreement in 
measurements of orthodontic study models: digital 

caliper on plaster models vs 3-dimensional software 
on models scanned by structured-light scanner. Am 
J Orthod Dentofacial Orthop 2016;150:886-95. 

28.	Westerlund A, Tancredi W, Ransjö M, Bresin A, 
Psonis S, Torgersson O. Digital casts in orthodontics: 
a comparison of 4 software systems. Am J Orthod 
Dentofacial Orthop 2015;147:509-16. 

29.	Pandis N. Sample calculations for comparison 
of 2 means. Am J Orthod Dentofacial Orthop 
2012;141:519-21. 

30.	Naidu D, Freer TJ. Validity, reliability, and repro
ducibility of the iOC intraoral scanner: a comparison 
of tooth widths and Bolton ratios. Am J Orthod 
Dentofacial Orthop 2013;144:304-10. 

31.	 Fleming PS, Marinho V, Johal A. Orthodontic 
measurements on digital study models compared 
with plaster models: a systematic review. Orthod 
Craniofac Res 2011;14:1-16. 

32.	Wiranto MG, Engelbrecht WP, Tutein Nolthenius 
HE, van der Meer WJ, Ren Y. Validity, reliability, and 
reproducibility of linear measurements on digital 
models obtained from intraoral and cone-beam 
computed tomography scans of alginate impressions. 
Am J Orthod Dentofacial Orthop 2013;143:140-7. 




