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Abstract

We develop a number of data-driven investment strategies that demonstrate how machine learning and data an-
alytics can be used to guide investments in peer-to-peer loans. We detail the process starting with the acquisition of
(real) data from a peer-to-peer lending platform all the way to the development and evaluation of investment strat-
egies based on a variety of approaches. We focus heavily on how to apply and evaluate the data science methods,
and resulting strategies, in a real-world business setting. The material presented in this article can be used by instruc-
tors who teach data science courses, at the undergraduate or graduate levels. Importantly, we go beyond just eval-
uating predictive performance of models, to assess how well the strategies would actually perform, using real,
publicly available data. Our treatment is comprehensive and ranges from qualitative to technical, but is also mod-
ular—which gives instructors the flexibility to focus on specific parts of the case, depending on the topics they want
to cover. The learning concepts include the following: data cleaning and ingestion, classification/probability estima-
tion modeling, regression modeling, analytical engineering, calibration curves, data leakage, evaluation of model
performance, basic portfolio optimization, evaluation of investment strategies, and using Python for data science.

Keywords: data science; machine learning; teaching; peer-to-peer lending

Goals and Structure

The main goal of this article is to present a comprehen-
sive case study based on a real-world application that
can be used in the context of a data science course.*
Teaching data science and machine learning concepts
based on a concrete business problem makes the learn-
ing process more real, relevant, and exciting, and allows
students to understand directly the applicability of the
material. While case studies are common practice in
many business disciplines (e.g., Marketing and Strategy),

*The content of this article reflects only one approach to the problem. The
investment strategies and results obtained are by no means the only way to
solve the problem at hand, with the goal of providing material for educational
purposes. A companion website for this case at guetta.com/lc_case contains ad-
ditional teaching material and the Jupyter notebooks that accompany this case.

it is difficult to find comprehensive case studies to sup-
port data science courses, especially cases that span from
raw data to actual business outcomes. This article helps
to fill this gap. We hope that other authors will continue
this effort and develop additional comprehensive teach-
ing cases tailored to data science courses. This is espe-
cially important as these topics are increasingly taught
to less technical student populations, such as MBA stu-
dents, who tend to be skeptical of contrived case studies
without strong roots in a real business problem.

We chose online peer-to-peer lending as our appli-
cation for several reasons. First, this is an application
area that most people can easily relate to. Second, be-
yond the use of predictive models, we can also develop
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prescriptive tools (in this context, investment strate-
gies) so we can directly observe the potential business
impact of our models. Third, as discussed in the
Story Line section, the largest two online U.S. platforms
make their data publicly available, allowing readers to
easily reproduce and extend our results.

This article is structured as follows. In the Story
Line section, we present the story and background
used in our case study. This part motivates the con-
crete business problem and can be assigned to stu-
dents before the first class. The Questions and
Teaching Material section lists a series of questions
that can be used as a basis for in-class discussion,
and provides solutions and teaching notes. We divide
our treatment into six parts: Introduction and Objec-
tives, Data Ingestion and Cleaning, Data Exploration,
Predictive Models for Default, Investment Strategies,
and Optimization. The analysis is comprehensive: it
describes the entire beginning-to-end process that
includes several important concepts such as working
with real-data, predictive modeling, machine learning,
and optimization. Depending on the needs of the in-
structor and the focus of the course, these parts can
be used independently of each other as needed.
Finally, the details of the data used in this case study
and a brief description of the structure of the supple-
mental Jupyter notebooks containing the code are rel-
egated to the Appendix.

This case is intended to complement other teaching
resources for data science classes. We do not attempt to
teach all the fundamental concepts and algorithms, nor
implementation details. For those not familiar with all
the concepts in the case, just about all of the data sci-
ence concepts, including their relationship to similar
business problems, are covered in Provost and Faw-
cett.! Using Python for data science and machine learn-
ing is covered in McKinney* and in Raschka and
Mirjalili.’ Finally, a comprehensive introduction to
the theory and practice of convex optimization can
be found in Boyd and Vandenberghe.*

Story Line

In this case, we follow Jasmin Gonzales, a young pro-
fessional looking to diversify her investment portfolio."
Jasmin graduated with a Masters in Data Science, and
after four successful years as a product manager in a
tech company, she has managed to save a sizable
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amount of money. She now wants to start diversifying
her savings portfolio. So far, she has focused on tradi-
tional investments (stocks, bonds, etc.) and she now
wants to look further afield.

One asset class she is particularly interested in is
peer-to-peer loans issued on online platforms. The
high returns advertised by these platforms seem to be
an attractive value proposition, and Jasmin is especially
excited by the large amount of data these platforms
make publicly available. With her data science back-
ground, she is hoping to apply machine learning
tools to these data to come up with lucrative invest-
ment strategies. In this case, we follow Jasmin as she
develops such an investment strategy.

Background on peer-to-peer lending

Peer-to-peer lending refers to the practice of lending
money to individuals (or small businesses) via online
services that match anonymous lenders with borrow-
ers. Lenders can typically earn higher returns relative
to savings and investment products offered by banking
institutions. However, there is of course the risk that
the borrower defaults on his or her loan.

Interest rates are usually set by an intermediary plat-
form on the basis of analyzing the borrower’s credit
(using features such as FICO score, employment status,
annual income, debt-to-income ratio, number of open
credit lines). The intermediary platform generates rev-
enue by collecting a one-time fee on funded loans
(from borrowers) and by charging a loan servicing
fee to investors.

The peer-to-peer lending industry in the United
States started in February 2006 with the launch of Pros-
per,* followed by LendingClub.® In 2008, the Securities
and Exchange Commission (SEC) required that peer-
to-peer companies register their offerings as securities,
pursuant to the Securities Act of 1933. Both Prosper
and LendingClub gained approval from the SEC to
offer investors notes backed by payments received on
the loans.

By June 2012, LendingClub was the largest peer-to-
peer lender in the United States based on issued loan
volume and revenue, followed by Prosper.** In Decem-
ber 2015, LendingClub reported that $15.98 billion in
loans had been originated through its platform. With
very high year-over-year growth, peer-to-peer lending
has been one of the fastest growing investments.

The story used in this case is fictitious and was chosen to illustrate a real-world
situation. Consequently, any details herein bearing resemblance to real people
or events are purely coincidental.

*https://www.prosper.com
Shttps://www.lendingclub.com
**https://en.wikipedia.org/wiki/Lending_Club
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According to InvestmentZen, as of May 2017, the inter-
est rates range from 6.7% to 22.8%, depending on the
loan term and the rating of the borrower, and default
rates vary between 1.3% and 10.6%.""

LendingClub issues loans between $1,000 and
$40,000 for a duration of either 36 or 60 months. As
mentioned, the interest rates for borrowers are deter-
mined based on personal information such as credit
score and annual income. A screenshot of the Lending-
Club home page is shown in Figure 1. In addition,
LendingClub categorizes its loans using a grading
scheme (grades A, B, C, D, E, F, and G where grade
A corresponds to the loans judged to be “safest” by
LendingClub). Individual investors can browse loan
listings online before deciding which loans(s) to invest
in (Fig. 2). Each loan is split into multiples of $25,
called notes (e.g., for a $2,000 loan, there will be 80
notes of $25 each). Investors can obtain more detailed
information on each loan by clicking on the loan—
Figure 3 shows an example of the additional infor-
mation available for a given loan. Investors can then
purchase these notes in a similar manner to “shares”
of a stock in an equity market. Of course, the safer
the loan the lower the interest rate, and so investors
have to balance risk and return when deciding which
loans to invest in.

One of the interesting features of the peer-to-peer
lending market is the richness of the historical data

available. The two largest U.S. platforms (LendingClub
and Prosper) have chosen to give free access to their
data to potential investors. This raises a whole host of
questions for investors such as Jasmin:

o Are these data valuable when selecting loans to in-
vest in?

e How could an investor use these data to de-
velop tools to guide investment decisions?

e What is the impact of using data-driven tools on
the portfolio performance relative to ad hoc in-
vestment strategies?

e What average returns can an investor expect from
informed investments in peer-to-peer loans?

The goal of this case study is to provide answers to
the questions above. In particular, we investigate how
data analytics and machine learning tools can be used
in the context of peer-to-peer lending investments.
We use the historical data from loans that were issued
on LendingClub between January 2009 and November
2017.

Data sets and descriptive statistics

As mentioned, the data sets from LendingClub (and
Prosper) are publicly available online.** These data
sets contain comprehensive information on all loans
issued between 2007 and the third quarter of 2017 (a
new updated data set is made available every quarter).

Tfwww.investmentzen.com/peer-to-peer-lending-for-investors/lendingclub (last

accessed June 2018).

HThe analysis in this case study focuses on the LendingClub data. However, a
similar analysis could be conducted using Prosper data.
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Investment  Rate Term FICO® Amount Purpose % Funded Amount / Time Left
$0 ! 36 670-674 $7,000  Credit Card Payoff $5,025
11.99% 28% 29 days
$0 | |3 3 85689 $35000 Loan Refinancing & $20,375
14.08% Consolidation 41% 29 days
$0 [J: 36 670674  $8,000  Credit Card Payoff $6,750
14.08% 15% 29 days
$0 7] 6o 660664 520000 Other $1,275
12.62% 93% 25 days
$0 | |7 60 735739 34700 Credit Card Payoff $10,900
12.62% 8% 27 days
$0 [Jz] 60 715719 $22500 Loan Refinancing & $5,925
13.59% Consolidation T raw 27 days
$0 3 [ 60 715719  $28,000 Other $4,375
11.99% 84% 28 days
s0 | 36 715-719 $30,000 Loan Refinancing & $1,325
1"?_09% Consolidation 95% 28 days
$0 : 3 700704  $10,000  Other $3,775
18.06% 62% 28 days
$0 | 36 675679  $6,000  Other $875
19.03% B5% 28 days
FIG. 2. Example of loan listings (source: LendingClub website, date accessed: May 2018).
- J

The data set includes hundreds of features, including
the following, for each loan:

Interest rate

Loan amount

Monthly installment amount

Loan status (e.g., fully paid, default, charged-off)
Several additional attributes related to the bor-
rower such as type of house ownership, annual
income, monthly FICO score, debt-to-income
ratio, and number of open credit lines.

DAl e

The data set used in this case study contains more
than 750,000 loan listings with a total value exceeding
$10.7 billion. In this data set, 99.8% of the loans were
fully funded (at LendingClub, partially funded loans
are issued only if the borrower agrees to receive a partial
loan). Note that there is a significantly larger number of
listings starting from 2016 relative to previous years.

The definition of each loan status is summarized in
Table 1. Current refers to a loan that is still being reim-

bursed in a timely manner. Late corresponds to a loan
on which a payment is between 16 and 120 days over-
due. If the payment is delayed by more than 121 days,
the loan is considered to be in Default. If LendingClub
has decided that the loan will not be paid off, then it is
given the status of Charged-Off.*

These dynamics imply that 5 months after the term
of each loan has ended, every loan ends in one of two
LendingClub states—fully paid or charged-off.*** We
call these two statuses fully paid and defaulted, respec-
tively, and we refer to a loan that has reached one of
these statuses as expired.

One way to simplify the problem is to consider only
loans that have expired at the time of analysis. For ex-
ample, for an analysis carried out in April 2018, this
implies looking at all 36-month loans issued on or

%Note that sometimes the “Charged-Off” status will occur before “Default” if/when
the borrower has filed bankruptcy or has notified the intermediary platform.
***For example, if a borrower defaults on a loan in the last month of a 36-month
loan, it would take another 5 months for the loan to be charged-off.
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Debt consolidation for 149022957
Sell Notes  Glossary
Loan ID: 137041539 (Joint Application) | Lending Club Prospectus
« Previous | Next »
Add to Order
Amount Requested $20,000 Review Status Approved »
Loan Purpose Debt consolidation Funding Received $9,625 (48.12% funded)
Loan Grade m Investors 304 people funded this loan
Interest Rate 6.67% Listing Expires in 29d 6h (8/27/18 2:00 PM)
Loan Length 5 years (60 payments)
Monthly Payment $392.92 / month Note Status In Funding
Loan Submitted on 7/18/18 8:06 AM
® Member_156063942's Profile (all information not verified unless noted with an "*")
Home Ownership MORTGAGE Gross Income $3,583 / month *
Job Title Foreman Debt-to-Income (DTI) 37.06%*"
Length of Employment 10+ years Joint Gross Income $7,333 / month
Location B898xx Joint Debt-to-Income (DTI) 21.29%
" Member_156063942's Credit History (as reported by credit bureau on 7/18/18)
Credit Score Range: 735-739 Delinquent Amount $0.00
Earliest Credit Line 03/1999 Delinquencies (Last 2 yrs) 0
Open Credit Lines & Months Since Last Delinquency n/a
Total Credit Lines 15 Public Records On File 0
Revolving Credit Balance $16,727.00 Months Since Last Record nla
Revolving Line Utilization 69.40% Months Since Last Major Derogatory nla
Inquiries in the Last 6 Months 0 Collections Excluding Medical 0
Accounts Now Delinquent 0
FIG. 3. Example of a detailed loan listing, for a grade A loan. Information available to investors includes the
length of the borrower’s employment, the borrower’s credit score range, and their gross income, among others
(source: LendingClub website, date accessed: July 2018).
\. J

before October 31, 2014 and all 60-month loans issued
on or before October 31, 2012.

As illustrated in Figure 4, a significant portion
(13.5%) of loans ended in Default status; depending
on how much of the loan was paid back, these loans
might have resulted in a significant loss to investors
who had invested in them. The remainder was Fully
Paid—the borrower fully reimbursed the loan’s out-

Table 1. Loan statuses in LendingClub

Number of days past due Status

0 Current
16-120 Late
121-150 Default
150+ Charged-off

standing balance with interest, and the investor earned
a positive return on his or her investment. Therefore, to
avoid unsuccessful investments, our goal is to estimate
which loans are more (resp. less) likely to default and
which will yield low (resp. high) returns. To address
this question, we investigate several machine learning
tools and show how one can use historical data to con-
struct informed investment strategies.

Investment strategies and portfolio construction

Making predictions and constructing a portfolio in the
context of online peer-to-peer lending can be challeng-
ing. The volume of data available provides an opportu-
nity to develop sophisticated data-driven methods. In
practice, an investor such as Jasmin would seek to con-
struct a portfolio with the highest possible return,
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FIG. 4. Proportion of Fully Paid versus Default
for terminated loans (by November 2017).
\\ J

subject to constraints imposed by her risk tolerance,
budget, and diversification requirements (e.g., no
more than 25% of loans with grades E or F). In this
case study, we investigate the extent to which using
predictive models can increase portfolio perfor-
mance.

On important thing that Jasmin will encounter, as in
many real applications of predictive analytics, is that it
is far from trivial to progress from building a predictive
model to using the model to make intelligent decisions.
In her prior classes, Jasmin’s exercises often ended with
estimating the predictive ability of models on out-of-
sample data. She will do that here as well—but then she
will have to figure out how to estimate the return to ex-
pect from an investment. She will find that even with a
seemingly good predictive model in hand, estimating
the return of an investment requires additional analysis.

Questions and Teaching Material

In this section, we present a number of teaching plans,
each of which introduces certain data science concepts
in the context of the case study presented in the Story
Line section. We divide our analysis into six parts: Intro-
duction and Objectives, Data Ingestion and Cleaning,
Data Exploration, Predictive Models for Default, Invest-
ment Strategies, and Optimization. Each part is self-
contained and includes several questions that could be
assigned to students. Each question is followed by detailed
explanations and pointers for class discussions. Several
parts of this section refer to supplementary Jupyter
notebooks that can be obtained from the companion
website for this case at guetta.com/lc_case, together
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with additional teaching materials. The details of the
data used in this case study and a brief description of the

structure of the notebooks are provided in the Appen-
dix.

Part I: Introduction and objectives

In this part of the case study, we begin by taking stock
of Jasmin’s problem, and create a framework we will
later use to solve it.

1. Fundamentally, what decisions will Jasmin need
to make?

Solution: We begin with this question to em-
phasize the importance of grounding any study
of a data set in reality. Indeed, the best way to
work with a data set will strongly depend on
what our ultimate goal is.

Arguably, there are two decisions Jasmin might
need to make here.

She will first need to decide how much of her
money to invest in LendingClub, and how
much to allocate to other options for investment.
This would, of course, also require data about her
other options. We are not considering this deci-
sion in this case.

Then, once she has decided how much to invest
in LendingClub, she will need to decide the exact
loans in which to invest her budget. This is the de-
cision we focus on.

We note that depending on which of the two
decisions Jasmin needs to make, her data require-
ments will be different, as will the techniques she
might use.

2. What is Jasmin’s objective when making these de-
cisions? How will she be able to distinguish “bet-
ter” decisions from “worse” ones?

Solution: For this case, we consider this prob-
lem to have a clear and simple objective—to make
as much money as possible.

A discussion here should begin with a general
description of what this kind of performance
evaluation would look like. Conceptually, this is
not too difficult—Jasmin should split her data
into two parts. She should use the first part to
make her decisions, and the second to evaluate
them. Specifically, her decisions will be which
loans in the second part to invest in, and evaluat-
ing her decision will require looking at the actual
outcome of those loans and seeing how much
money they returned.


http://guetta.com/lc_case
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Students may be tempted to end the conversa-
tion here. This is an excellent place to emphasize
that things can sometimes sound very simple, but
can be fiendishly difficult when the details are
considered. In particular, in this case, it is difficult
to calculate exactly “how much money” a given
set of loans will return. Consider, for example,
the following:

e Some loans are 36 months long, and some
are 60 months long. Given two loans with
the same interest rate and risk profile but
different lengths, it is unclear which Jasmin
should pick.

o Clearly, loan defaulting is a bad outcome.
However, loans default at different times—
some loans will default soon after they are
taken out, and some much later. How should
Jasmin consider those variations?

e Some loans might be repaid early, before
they expire. This, presumably, is undesir-
able, since it results in a lost opportunity to
earn interest in the remaining period of the
loan. However, how should Jasmin take
that into account?

We discuss these issues in greater detail in a
later section; for now, students should get the
idea that things are not as simple as they look.

A final complexity involves how to split the
data into these two parts. Students might intuit

that the data should be split in time for these
two parts—we discuss this in more detail later.

. Why would we even think past data would be

helpful here? How could Jasmin use past data to
help make these decisions?

Solution: This is, once again, a question that
seems simple at first glance, but hides some
complexity.

Conceptually, Jasmin should look at past data
and use them to figure out what loan characteris-
tics tend to indicate a loan will be “good.”

The first implicit assumption here revolves
around the decision to look at each loan individ-
ually rather than groups of loans. Indeed, if cer-
tain groups of loans are correlated to each
other, the estimation problem and corresponding
strategy will be far more complicated.

Second, it is unclear what we mean by a “good”
loan. There are at least four things Jasmin might
want to predict:

Whether a loan will default.

Whether a loan will be paid back early.

If it defaults, how soon will this happen?

If it is paid back early, how soon will it be
paid back?

There are, however, other possibilities, for ex-
ample, combining one or more of these measures.
We discuss some of these later. This, of course, is
related to the discussion in the previous section.
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4.

Take a look at the data (the student will be asked
to download the data in Part II below). Write a
high-level description of the different “attri-
butes”—the variables describing the loans. How
would you categorize these attributes? Which do
you think are most important to an investor
such as Jasmin?

Solution: The idea here is to start talking about
the data set, understand the different attributes
therein, and potentially engage in a discussion
of what the most important attributes might be.
It is also an opportunity to emphasize that any
discussion of the data set should be grounded in
the purpose of looking at the data in the first
place (i.e., the points discussed above).

In particular, a discussion could note the
following:

e Some attributes are related to the borrowers’
characteristics (e.g., FICO score, employ-
ment status, annual income), others are re-
lated to the platform’s decisions (e.g., loan
grade, interest rate), and the rest are related
to the loan performance (e.g., status, total
payment).

Students might also note that there is
some overlap between some of these vari-
ables, in that the value of one might inform
the value of another (e.g., all else being
equal, a defaulted loan is likely to have a
lower total payment than a paid off one).

As mentioned above, the variables relat-
ing to return will need to be worked into a
form that is useful for our analysis.

e Some attributes are categorical (e.g., employ-
ment status), whereas some others are numeric
(e.g., FICO score). The ways to handle categor-
ical and numeric variables are different.

e Some attributes are constantly updated
while some are set once and for all. This is
an important point to observe and we dis-
cuss it in greater detail in the solution to
question 5 (next).

Finally, the discussion could mention the fact
that investors will be most interested in the return
on their investments (either actual return or an-
nualized return). Note that there is no variable
in the data set with the return information of
each loan. Instead, one needs to carefully calcu-
late the return by using the data available (this
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is far from trivial, as discussed above and in
great detail in Part III below). The relevant vari-
ables for calculating the return are the loan status,
the total payment, the funded amount, the fees
generated, and the loan duration.

. When looking through the data, you might have

noticed that some of these variables seem related.
For example, the total_pymnt variable is likely to be
strongly correlated to the loan status. (Why?) Why
would this matter, and how would you check?

Solution: The purpose of this question is to in-
troduce the concept of leakage. Most generally,
leakage is a situation in which a model is built
using data that will not be available at the time
the model will be used to make a prediction.
Leakage is particularly insidious when those
data give information on the target being pre-
dicted. Leakage is a subtle concept and can take
myriad forms. This question and the next illus-
trate two specific examples of leakage in the con-
text of this case, and should provide useful
material to discuss the subject.

This first example illustrates one form of leak-
age, in which a variable in the data set is highly
correlated with the target variable. Training a
model using this attribute is likely to lead to a
highly predictive model. However, at the time
predictions will need to be made (i.e., when decid-
ing which future loans to invest in), these data will
not be available.

In the specific example mentioned here, the total
payments made on the loan will trivially be corre-
lated to all four of the measures mentioned above
(loan default, loan early repayment, and time of
aforementioned events). Indeed, if a loan defaults
or is paid back early, total payments on the loan
are likely to be lower. Thus, using that variable
for prediction will likely result in a strong model
performance. However, when investing in future
loans, Jasmin would not have access to the total
amount that would eventually be repaid on that
loan, and thus, a model trained using that variable
could not be used to make future predictions.

. Based on the variable names in the data, it is un-

clear whether the values of these variables are cur-
rent as of the date the loan was issued, or as of the
date the data were downloaded. For example,
suppose you download the data in December
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2017, and consider the fico_range low variable
for aloan that was issued in January 2015. It is un-
clear whether the score listed was the score in Jan-
uary 2015, or the score in December 2017. Why
would this matter, and how might you check?

Solution: This is another more general form of
the type of leakage observed in the previous ques-
tion. Many of the variables in the data set are in
fact updated over time, and in some cases, the up-
date is highly indicative of the outcome. For ex-
ample, if a loan defaults, the borrower’s FICO
score might go down. Thus, for the same reasons
as above, using this score in a predictive model
would result in overly optimistic results.

Detecting this form of leakage is difficult given
a static data set. High correlation with the target
variable is certainly one diagnostic that could be
useful. The best method to eliminate leakage is
to obtain data from the time point and context in
which they would have been used. We may have
to simulate this, for example, going back to data-
base files from the point in time where the decision
would have been made (which may be different for
every decision). Even detecting the possibility of
leakage is very difficult. One method is to compare
the data from the time point of decision-making
with later data, to see what variables have changed.
We illustrate this approach below.

Part II: Data ingestion and cleaning

In this part of the case, we ingest the LendingClub data
and clean them to make sure they can be used for
model fitting.

1. Download the LendingClub data set from the
LendingClub website and read it into your pro-
gramming language of choice. You will notice
the data are provided in the form of many indi-
vidual files, each spanning a certain time period.
Combine the different files into a single data set.

Solution: See the ingestion_cleaning notebook.
The code provided illustrates a few key features
of Pandas:

e Pandas basic abilities for indexing tables,
concatenating different tables, and so on.

e The ability to read from zip files directly
without decompressing them.

e The ability to read comma separated values
(CSV) files in which some lines are irrele-
vant—these lines can simply be skipped.

When combining the multiple files, the code
also carefully

e ensures the different files have identical for-
mats,

e ensures each file has the same set of primary
keys (loan IDs), and

e ensures the loan IDs are indeed a unique pri-
mary key once the loans are joined.

. Together with this case, you may have received a

copy of the data downloaded from the Lending-
Club website in 2017. If so, compare these two
sets of files—does anything appear amiss?

Solution: This is a practical illustration of the
issue of leakage described above. Students might
be tempted to use every attribute from the data in
their models. Unfortunately, this would be ill-
advised, because LendingClub updates some of
these variables as time goes by. Thus, many of the
variables in the data table will contain data that
were not available at the time the loan was issued
and therefore should not be used to create an invest-
ment strategy.

As discussed above, one common pitfall that
arises in building and assessing predictive models
is leakage from a situation in which the value of
the target variable is known, back to the setting
in which we evaluate the model—where we are
pretending that the target variable is not known.
This leakage can occur, for example, through an-
other variable correlated with the target variable.
Note that leakage is insidious, because it often af-
fects both the training and test data, and so, typ-
ical evaluations will give overly optimistic results.

The notebook contains code that looks at the
two sets of files and compares values that may
have changed between them. It also ensures that
attributes of interest have not changed too much.

It is interesting to note that the interest_rate
variable does change occasionally after the loan
is issued. We will eventually get rid of this vari-
able in building our models, so this should not
be too worrying, but it is worth noting.

. Remove all instances (in our case, rows in the data

table) representing loans that are still current (i.e.,
that are not in status “Fully Paid,” “Charged-Off,”
or “Default”), and all loans that were issued be-
fore January 1, 2009. Discuss the appropriateness
of these filtering steps.
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Solution: This is straightforward to do (see the
notebook), but hides considerable complexity.

Indeed, looking back at the body of the case,
the method we suggested there to select loans
was subtly different. We suggested that we
should only look at 36-month loans issued be-
fore October 2014, and 60-month loans issued
before October 2012. This would ensure that
all loans in the period selected had expired (al-
though it would introduce a correlation between
the issue date of the loan and its length in our
data).

Using the method here instead has two effects:

e We oversample loans issued earlier—indeed,
loans that are issued earlier are more likely
to have expired at the time of our analysis.
This is less of an issue, for two reasons.

—LendingClub has grown tremendously
over the past few years, and the number of
loans issued by the platform has therefore
increased. Thus, a time imbalance already
exists in our data set regardless.

—As demonstrated below, our models
are remarkably stable across the time hori-
zon considered—models trained on the
2009 data perform just as well on the 2017
data as models trained more recently.

e We oversample shorter loans—indeed, at
any given point in time, the set of all expired
loans will by definition contain a larger
number of shorter loans (i.e., loans that
have expired early).

This is a more worrisome issue, since
shorter loans might be more or less likely
to default. This, in turn, might skew our
evaluation metrics. Suppose that in our full
data set, the average default rate is x%. Add-
ing a greater proportion of shorter loans
might change this number. Our evaluation
would then be against this new number
and might not reflect the actual perfor-
mance of the model out of sample.

Nevertheless, discarding these loans
would result in our throwing away a large
amount of data that could be used to train
these models. We therefore keep those
loans in this case, but performing the anal-
ysis without these loans would form an ex-
cellent follow-up exercise.
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4. Visualize each of the attributes in the file. Are

there any outliers? If yes, remove these.

Solution: This question is an opportunity to
demonstrate different visualization methods ap-
propriate for the different attributes. The inges-
tion_cleaning notebook demonstrates the use of
box-and-whisker plots for continuous variables
and histograms for discrete variables, but addi-
tional methods could also be introduced.

This data set is also interesting in that many at-
tributes do not have a clear point at which outliers
should be cut off. The notebook suggests some
cutoff points, but they are by no means the only
possible ones.

An interesting discussion could be around
situations in which outliers appear in target var-
iables or in leakage variables (see Question 5 in
Part 1 above). Since the values of these variables
would not be known at the time of learning or
use, removing instances with outlying values
in these variables could render the data set un-
realistic. For simplicity, we ignore this issue in
our analysis.

. Save the resulting data set in a Python “pickle.” For

the sake of this case, restrict yourself to the follow-
ing attributes: id, loan_amnt, funded_amnt, term,
int_rate, grade, emp_length, home_ownership,
annual_inc, verification_status, issue_d, loan_status,
purpose, dti, delinq_2yrs, earliest_cr_line, open_acc,
pub_rec, fico_range high, fico_range low, revol -
bal, revol_util, total_pymnt, and recoveries.

Solution: This question introduces the use of
pickles, a useful tool in Python. In a later ques-
tion, we discuss the rationale for selecting these
specific attributes.

Part Ill: Data exploration
In this part, we explore the data we cleaned in the pre-
vious part.

1. The most important data we will need in deter-

mining the return of each loan are the total pay-
ments that were received on each loan. There
are two variables related to this information—
total_pymnt and recoveries. Investigate these
two variables, and for each loan determine the
total payment made on each loan.

Solution: The purpose of this question (and,
indeed, of every question in the data preparation
part of this case) is to encourage students to be



hypercritical of data they obtain, and to fully un-
derstand them before analyzing them.

In this case, there are two variables of concern—
total_pymnt, which presumably contains the total
payment made on that loan, and recoveries, which
presumably contains any money recovered after
the loan defaulted. A question students should
come to is: “does the total_pymnt variable include
those recoveries, or do they need to be added on”?

To investigate this matter, an additional data
set is required, also available from LendingClub.
The data set lists—for every loan—every payment
that was made chronologically on that loan.
Using this data set, the ingestion_cleaning note-
book confirms that the total pymnt variable
does include all payments.

This question also introduces another impor-
tant Python concept: the handling of files that
are too large to fit in memory. In this case, the de-
tailed payment file is so large that it cannot be
loaded all at once on most personal computers;
the notebook uses a Pandas iterator to consider
the file line-by-line in performing this check.

. A key measure we will need in working out an in-
vestment strategy is the return on each loan,
defaulted or otherwise. How might you calculate
this return? Add this new variable to the data.

Solution: At first sight, this question appears
simple. As mentioned at the outset, in reality, it
is anything but. Calculating the return is compli-
cated by two factors: (1) the return should take
into account defaulted loans, which usually are
partially paid off, and (2) the return should also
take into account loans that have been paid
early (i.e., before the loan term is completed).

This issue could lead to an interesting class dis-
cussion. A more complex way to handle this task
is to build a dynamic model, in which we take into
account potential future reinvestments if a loan is
repaid early.

Assuming we want to avoid this complexity,
the following three methods are among the
most obvious ways to convert this to a static prob-
lem. Before we list these methods, we define the
following notation:

e fis the total amount invested in the loan.

e p is the total amount repaid and recovered
from the loan, including monthly repay-
ments, and any recoveries received later.
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e tis the nominal length of the loan in months
(i.e., the time horizon the loan was initially
issued for; this will be 36 or 60 months).

e m is the actual length of the loan in
months—the number of months from the
date the loan was issued to the date the last
payment was made.

Having established this notation, the three

methods are as follows:

e Method 1 (M1—Pessimistic) supposes that,
once the loan is paid back, the investor is
forced to sit with the money without rein-
vesting it anywhere else until the term of
the loan. In some sense, this is a worst-
case scenario—interest is only earned until
the loan is repaid, but the investor cannot
reinvest.

Under this assumption, the (annualized)
return can be calculated as

p—f 12

Fe

The downside of this method is obvi-
ous—the assumptions are hardly realistic.

Note that this method handles defaults
gracefully, without artificially blowing up
the returns. Indeed, since the investor was
initially intending for his or her investment
to remain “locked up” for the term of the
loan, it is reasonable to spread the resulting
loss over that term.

For loans that go to term (i.e., are not re-
paid early and do not default), this method
also treats long- and short-term loans in the
same way. For loans that are repaid early,
however, this method favors short-term
loans because the gain realized before the
loan is repaid is spread over a shorter time
span. Similarly, for loans that default early,
this method favors long-term loans because
the loss is spread out over a greater time
span.

e Method 2 (M2—Optimistic) supposes that,
once the loan is paid back, the investor’s
money is returned and the investor can im-
mediately invest in another loan with exactly
the same return.

In that case, the (annualized) return can
easily be calculated as
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The upside of this method is that it is
simple and takes into account the fact that
funds would (or could) be reinvested. The
money is indeed returned to the investor
after the loan is repaid, and the investor is
able to reinvest the cash.

It is worth noting that this method is
equivalent to simply considering the annu-
alized monthly return of the loan over the
time it was active, effectively treating a
loan that was repaid early and a loan that
went to term in the same way.

There are, however, two drawbacks. The
first is the assumption that the cash can
be reinvested at the same rate (although
the method could be modified to assume
the cash can be reinvested at a lower
rate—e.g., the prevailing prime rate). The
second more worrying drawback is that if
a loan defaults early, annualizing the loss
can result in a huge overestimate of
the negative return. Indeed, if a loan de-
faults in the first month, the investor
loses 100% of the investment. This is the
maximum loss, but annualizing it would
lead to a 1200% loss—in other words, we
would be assuming the investor reinvests
in an equally risky loan for the 11 remain-
ing months of the year, each of which de-
faults in 1 month! Hardly realisticc. We
therefore use the following two-piece
formula:

L2 i p—f >0,
"T’f- 2 if p—f <.

—

t

One last feature worth noting about this
method is that it treats short and long notes
equally. Indeed, since it is assumed the in-
vestor can always reinvest in a note of equal
return immediately after this note ends, the
actual term of the loan does not matter.
Depending on Jasmin’s priorities, this
could be appropriate, or it could not—in
particular, whether this is appropriate will
depend on the horizon over which she is
planning her investments.
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o Method 3 (M3) considers a fixed time hori-
zon (e.g, T months) and calculates the
return on investing in a particular loan
under the assumption that any revenues
paid out from the loan are immediately rein-
vested at a yearly rate of i%, compounded
monthly, until the T-month horizon is over
(throughout this case study, we consider a
5-year horizon, i.e., T=60).

The upside of this method is that it is clos-
est to what would realistically happen. It
equalizes all differences between loans of dif-
ferent lengths and correctly accounts for
defaulted loans. The downside is that it un-
dervalues the time value of money (in reality,
some investors would be unlikely to reinvest
at the prime rate and more likely to invest in
higher grossing securities). Of course, this
could be remedied by adapting the value of
the rate. (Indeed, if one had an expected
rate of return for the group of loans from
which the loan in question was drawn, then
that return could be used, yielding possibly
different projected future investment returns
for different loans.)

Assuming our notation above, and as-
suming the payouts were made uniformly
through the length m of the loan, each
monthly payment was of size p/m. Assum-
ing these are immediately reinvested, we
can use the sum of a geometric series to
find the total return from the f initially
invested:

12 1([p (1—-Q+i)" T m
7 s () Joro -}

In this case study, we report results for all
three methods.

3. As discussed in the case, LendingClub assigns a
grade to each loan, from A through G. How
many loans are in each grade? What is the default
rate in each grade? What is the average interest
rate in each grade? What about the average per-
centage (annual) return? Do these numbers sur-
prise you? If you had to invest in one grade
only, which loans would you invest in?

Solution: This is a great opportunity to illus-
trate aggregation and “group by’s” in Python.
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Here, we also use different definitions of returns
as discussed above.

Grade loans % Default interest M1

Mean return
% of Av.

M2 M3 (1.2%) M3 (3%)

AOTMMON™>

16.68 6.33 7.22 166 3.89 2.05 3.71
28.86 13.48 10.85 158 5.01 2.02 3.68
27.99 2241 14.07 0.62 539 139 3.02
15.44 3037 17.54 0.05 5.71 0.92 251
7.59 38.83 20.73 —-091 5.95 0.11 1.64
272 44.99 2447 —143 643 —-044 1.05
0.73 48.16 27.12 —2.58 6.66 —1.40 0.05

Unsurprisingly, the lower the grade, the higher
the probability of default, and the higher the aver-
age interest rate LendingClub charges.

It is interesting to note the trend in returns for
methods M3 as we move from grade A to grade B
and so on. In an ideal world, we might expect the
returns to be more-or-less identical across grades.
Even though default rates are higher for lower
grades, the interest rates are much higher—
LendingClub raises the interest rates there to
make up for this increased chance of default. It
is therefore good to see that returns do not drop
precipitously for lower grades.

The fact that returns do eventually drop faster for
lower grades implies either that LendingClub might
find it harder to set interest rates to exactly offset de-
faults for those grades (perhaps as a result of in-
creased volatility for lower grade loans), or that
our definition of return is different from Lending-
Club’s. As we saw, there are many ways to define
return depending on our objective, and it is conceiv-
able that LendingClub’s objectives are different from
the ones we outline above. The rest of this case fo-
cuses specifically on making investment decisions
with respect to the objectives highlighted above.

Part IV: Predictive models for default
In this section, we use predictive analytics to predict
how likely a loan is to default.

1. Using the data provided, implement models to

predict the probability each loan defaults. You
may want to try the following models: decision
tree, random forest, logistic regression (¢; and
?, penalized), naive Bayes, and multilayer percep-
tron. Carefully explain how you selected optimal
model parameters and how you evaluated each
model/modeling procedure.

Solution: This question provides an excellent
opportunity to teach a number of topics:

e Each of the models mentioned in the
question,

e How each of those models is learned from
data,

e Hyperparameter tuning through cross vali-
dation,

e Model evaluation for classification models, and

e Nested cross-validation (i.e., making sure
that the data used for hyperparameter tun-
ing are not used when measuring the ulti-
mate performance).

In discussing the evaluation of classification
models, the following two important measures
could be discussed:

e How well do the model’s estimates of class
probability actually order the loans by their
likelihood of default? This is measured by
the area under the ROC curve (AUCQC),
which is equivalent to the Mann-Whitney-
Wilcoxon statistic. Technically, the AUC
measures the following. Given two randomly
selected loans, one that defaults and one that
does not, what is the probability that the
model will assign a higher default probability
to the defaulting loan? A model that can per-
tectly discriminate defaults from nondefaults
would have an AUC of 1.0.

o The calibration of the model—the extent to
which the probabilities predicted by the
model correspond to the frequency of the
event happening for some natural grouping
of events. Typically, this is measured by con-
sidering instances grouped into bins of similar
estimated probabilities. Since our goal is to use
the probabilities output by the model to calcu-
late/predict the expected return of loans, the
calibration of the estimated probabilities is
important here. However, note that we really
need to look at calibration in tandem with a
measure such as AUC—a model that for
every example predicted the base rate (the
data set or population default frequency, in
this case) would be perfectly calibrated and
would not discriminate cases at all.

See the next question for a summary of the
results on a more restricted set of features. As
an example, using the full set of features in the
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notebook, learning a random forest (using the
procedure specified in the notebook) yields an
out-of-sample AUC of 0.70.

This is also a good place to discuss calibra-
tion and associated diagnostics; see the solution
for the next question for a discussion of this point.

One point that bears discussing in more de-
tail is the method used for training, testing, and
cross validation. In this instance, there are, at
least two methods we could use:

e Randomly assign each loan to a training set
or a testing set. Within the training set, ran-
domly assign loans to one of the folds for K-
fold cross-validation.

o Set a “cutoff” date. Assign all loans that were
issued before that date to the training set, and
all loans after that date to the evaluation set.
Within the training set, create folds using a
sliding time window.

Arguably, the latter method is more appropri-
ate for this case, because it correctly reflects the
way the model will in fact be used in practice
(trained on an earlier period and then evaluated
on a later period). The first method, on the
other hand, might be more desirable for two rea-
sons: first, it is simpler to implement using stan-
dard libraries; thus, it is likely to be the first
method tried by a data scientist, even if she or
she were planning to eventually apply the second
method. Also, the first method allows many thou-
sands of different train/test sets to be created
using different random seeds. This, in turn, can
be used to obtain estimates of various errors in
the estimated models, as discussed below. This
would be difficult to do using the second method.
For this reason, we use the random assignment
method here. The intrepid student could be en-
couraged to compare with the second method.

(NB: To ensure that the first method is not too
problematic, we later assess the stability of our
models over time by looking at whether a model
trained in 2009 performs worse in 2017 than a
model trained on more recent data. We find that
our model’s performance is remarkably stable.)

. After learning and evaluating these models, Jas-

min realized that the attributes she used in her
models were not all underlying facts about the
loan applicants, but possibly statistics calcu-
lated by LendingClub using its own models. She
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wanted to assess whether the predictive power
of her models came simply from LendingClub’s
own models. Carry out this investigation—what
are your conclusions?

Solution: This question provides a good op-
portunity to discuss the ways information from
some attributes can be incorporated in others.
Students may be tempted to simply drop the
“Grade” attribute and proceed. However, in real-
ity, the attributes describing the interest rate and
installment amounts also reflect the grade (the
higher the grade, the lower the interest rate and
installment amounts).

Fitting logistic regressions based on grade only,
or interest rate only, we obtain models with out-of-
sample AUCs of 0.68. Using only these single var-
iables provides just as much predictive power as
the entire set of variables involved, as we achieve
this same AUC using logistic regression with all
the features.

As mentioned, Jasmin wanted to assess models
using the underlying data only, not the attributes
derived by LendingClub. Removing these attri-
butes and refitting the models above, we obtain
the following performance values (note that
these are averages over many different train/test
splits—see note 1 below):

Model Out-of-sample AUC
Naive Bayes 0.65
£,-penalized logistic regression 0.69
4,-penalized logistic regression 0.69
Decision tree 0.66
Random forest 0.69
Multilayer perceptron 0.69

The first interesting observation is that the above
classifiers uniformly perform substantially better
than random. Logistic regression performing as
well (in this sense) as the nonlinear models suggests
(i) that interactions between our variables are not
crucial in modeling probability of default, or (ii)
that we do not have sufficient training data to
learn the interactions well, or (iii) the AUC does
not reveal the advantage of learning nonlinearities.

For simplicity going forward, we use random
forest in the rest of this case study. The student
may be challenged to compare the results using
other models.

There are three additional points that should
be highlighted:



(a) Examining a model’s performance over
a single partition of the data into cross-
validation folds can be misleading, as it is
possible that the partition gives particularly
good or bad training/test splits by chance.
To ensure the robustness of the results, it is
advisable to attempt the operations over
many cross-validation runs, each using a dif-
ferent seed to generate the partitions and the
train/test split. The code provided allows this
to be done easily by adjusting the value of the
seed. We performed 200 independent itera-
tions with different seeds and reported the
average values above. The following violin
plots (another technique worth discussing)
presented in Figure 5 illustrate the different
results obtained with each method:

(b) As discussed in the solution to the pre-
vious question, the AUC only measures
the ranking performance of the model.
Another important measure is the calibra-
tion, which measures whether probabilities
produced by the model are correct. The
notebook provided also produces a test of
calibration for each model, and random
forests also perform particularly well
there. In Figure 6, the x-axis corresponds
to the default probability predicted by the
model and the y-axis represents the actual
proportion of defaulted loans in the test set.

3. After modifying her model to ensure she did not

include data calculated by LendingClub or leak-
age affecting the target variable, Jasmin wanted
to assess the extent to which her scores agreed
with the grades assigned by LendingClub. How
might she do that?

Solution: This provides a good opportunity to
introduce the idea of rank correlation, and a mea-
sure for it such as Kendall’s tau coefficient. For
most of the models considered, the coefficient is
above 0.5, implying a pretty good agreement be-
tween the LendingClub’s grades and our scores.

. Finally, Jasmin had one last concern. She was
acutely aware of the fact the data she was using
to train her models dated from as far back as
2009, whereas she was hoping to apply them
going forward. She wanted, therefore, to investigate
the stability of her models over time. How might
she do this?
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Solution: The notebook presents examples of
models that are trained over an early period,
and evaluated on a later period. The performance
is remarkably stable throughout.

. Go back to the original data (before cleaning and

attribute selection) and fit a model to predict the
default probability using all attributes. (For the
sake of simplicity, it will be sufficient to limit
yourself to the following attributes: id, loan_
amnt, funded_amnt, funded amnt inv, term,
int_rate, installment, grade, sub_grade, emp_title,
emp_length, home_ownership, annual_inc, veri-
fication_status, issue_d, loan_status, purpose,
title, zip_code, addr_state, dti, total pymnt,
deling_2yrs, earliest_cr_line, open_acc, pub_rec,
last_pymnt_d, last_pymnt_amnt, fico_range_high,
fico_range_low, last_fico_range high, last fico_
range_low, application_type, revol_bal, revol_
util, recoveries.) Does anything surprise you
about the performance of this model (out-of-
sample) compared with the other models you
have fit in this section?

Solution: This question strikingly illustrates the
concept of leakage. As mentioned above, a number
of variables represent data not available at the time
the loan was issued. In all the models constructed
thus far, we have carefully removed these attributes.
In this question, we reintroduce them (e.g., last_fi-
co_range_high uses the applicant’s most recently
available FICO score rather than the score at the
time the loan was issued).

Unsurprisingly, using these additional attri-
butes improves the model’s performance. What
is truly striking is how much they improve it.
Using those attributes, we obtain an out-of-sample
AUC of over 0.99 (see the implementation and re-
sults in the modeling leakage notebook). Indeed, a
number of write-ups of analyses of this data set
found online report similar very high performances
of their models without any caveats. Guiding stu-
dents through the process of getting such a high
predictive performance and then realizing how
misleading the result is could result in a lively
class discussion.

Throughout this case, we have instructed stu-
dents to keep only certain attributes after cleaning
the data; this question provides an opportunity to
justify the set of attributes that was selected.
Referring back to Figure 3, the set of attributes
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we chose is precisely the intersection of the attri-
butes that are available at the time of investment,
and those attributes in the historical data that are
not updated over time. Thus, the model that re-
sults is one that could realistically be used by a po-
tential investor such as Jasmin.

Part V: Investment strategies

Jasmin was finally ready to start building investment
strategies. It is worth noting that there are many poten-
tial strategies Jasmin could try. We consider four
strategies here, but interest students should be en-

couraged to try others t0o." The strategies we con-
sider here are as follows:

Random strategy (Rand)—randomly picking loans
to invest in.

Default-based strategy (Def)—using the random forest
default-predictor models described above. Then,
sorting loans by their estimated default probabilities,
and selecting the loans with the lowest probabilities.

T Another set of strategies relies on the intuition that any “edge” obtained over
LendingClub in this case boils down to finding—within all loans with a certain
interest rate—those that perform best. Thus, one could imagine a whole class of
strategies that select the best loans within each grade.
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Simple return-based strategy (Ret)—training a sim-
ple regression (e.g., Lasso, random forest regres-
sor, multilayer perceptron regressor) model to
predict the return on loans directly. Then, sorting
loans by their predicted returns and selecting the
loans with the highest predicted returns.

Default- and return-based strategy (DefRet)—
training two additional models—one to predict
the return on loans that did not default, and one to
predict the return on loans that did default. Then,
using the probability of default predicted by the
random forest model above to find the expected
value of the return from each future loan. Invest in
the loans with the highest expected returns.***

Note that all these strategies make the assumption
that if Jasmin decides to invest in a loan, she must in-
vest in the loan in its entirety (i.e., she cannot invest in a

This is an instance of “analytical engineering,” described in detail by Provost
Fawcett,' where problems are decomposed into subproblems that are solved by
well-understood data science methods, and then composed to create the
ultimate solution—often guided by an expected value framework.

fraction of a loan). In reality, LendingClub does allow
investors to invest in fractions of loans, and incorporat-
ing this additional complexity could further improve
her returns.

1. First, consider the three regression models de-
scribed above (regressing against all returns,
regressing against returns for defaulted loans,
and regressing against returns for nondefaulted
loans). In each case, try ¢; and ¢, penalized linear
regression, random forest regression, and multi-
layer perceptron regression.

Solution: Again, this section could lead to a dis-
cussion of each of these methodologies, as well as
whether the evaluation of the regression results
using standard metrics gives insight into whether
they will be helpful in solving the business prob-
lem. The following table and Figure 7 compare
the R* scores for these models. Do they perform
well? (Again, these numbers are averages over a
number of train/test splits.) Can you tell?
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R? scores for each return definition
Model M1 M2 M3 (1.2%) M3 (3%)
£, regressor 0.026 0.012 0.027 0.027
£, regressor 0.026 0.013 0.027 0.027
Multilayer perceptron regressor 0.016 0.004 0.017 0.017
Random forest regressor 0.028 0.018 0.029 0.032

2. Now, implement each of the investment strategies
described above using the best performing regres-
sor. In particular, suppose Jasmin were to invest
in 1000 loans using each of the four strategies,
what would her returns be?

Solution: See the notebook for implementation
details. The results are presented in the following
table (the results are averaged over 200 independent
iterations) and in Figure 8. The last row (Best possi-
ble) corresponds to the top 1000 performing loans
in hindsight, that is, the best 1000 loans Jasmin

could have picked.
Return calculation method
M1-PESS, %  M2-OPT, % M3 (1.2%) M3 (3%)
Rand 0.6 5.2 1.2 2.7
Def 19 53 14 3.0
Ret 2.6 5.6 1.6 3.2
DefRet 3.0 57 1.7 33
Best possible 12.0 271 10.1 11.7

In all cases, the two-stage analytical engineer-
ing strategy performs best. The following points
may be relevant in a class discussion:

e The random returns are positive in all cases;
this is to be expected and indicates that
LendingClub does set interest rates to offset
the default risk, at least to some degree.

e In light of the first point, it is especially
pleasing to see our methods significantly
outperforming random investments—given
LendingClub’s ability to set interest rate to
offset defaults, extracting value through
these investments is nontrivial.

One point worth highlighting here is the fact
it is crucial that the loans used in the simulated
tests are not the loans that were used in the train-
ing set for building the model. The notebook pro-
vided ensures that this is indeed the case.

An additional interesting observation from
the plots above is the following:

e For a given investment strategy (Rand, Def,
Ret, DefRet), the return performance im-
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proves as the return definition is more opti-
mistic (as expected).

e Under a given return definition (M1-PESS,
M2-OPT, M3), the return performance im-
proves as the investment strategy becomes
more sophisticated. The highest perfor-
mance is obtained for the DefRet strategy.

3. How might Jasmin test the stability of these
results?
Solution: See the notebook for implementation
details. As described above, we use a variety of
train/test splits.

4. The strategies above were devised by investing in
1000 loans. Jasmin is worried, however, that the
strategy is not scalable—in other words, if she
wanted to increase the number of loans she
wanted to invest in, she would eventually “run
out” of good loans to invest in. Test this hypoth-
esis using the best strategy above.

Solution: The graph in Figure 9 illustrates the
expected return obtained using the M1 return
definition and the DefRet strategy (a random for-
est classifier and a random forest regressor) as a
function of the portfolio size (which varies be-
tween 1000 and 9000 loans). These results were
obtained by running a single run out-of-sample.

As one can see from Figure 9, the return de-
creases with the portfolio size. Why is it the
case? One explanation is as follows: when the
portfolio size increases, the proportion of good
performing loans decreases. As a result, it is
hard to maintain the same return performance.
This observation can also be used to discuss the
fact that our analysis here assumes that we can
pick any of the historical loans. In practice, how-
ever, investors are limited to a small number of
available loans at each point in time.

Part VI: Optimization
In this section, we investigate ways Jasmin might im-
prove her investment strategy using optimization.
Can you formulate the investment problem as an opti-
mization model? How does your model perform com-
pared with the best method above? To solve the
optimization problem, you can use a solver such as
Gurobi or CPLEX (free academic licenses are avail-
able). The reference manual for Gurobi is available.
Solution: This part of the case provides an opportu-
nity to teach basic optimization using Python. In
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addition, it touches on several modeling ideas that
could be discussed in class.

We begin by creating a binary variable x; € {0, 1}
for every loan in our data set. In particular,

1 if we invest in loan i,
Xi= .
0 otherwise.

We let r; denote the predicted expected return of loan i
and A, the loan amount. We let p; denote the predicted
probability loan i will default. Finally, we let N denote
the number of loans we want to invest in (i.e., the de-
sired size of the portfolio). Throughout this section,
the return we use for r; is based on M1-PESS.

We begin by formulating a simple integer program
equivalent to strategy Def above (i.e., sorting loans by
their default probabilities and selecting the loans with
the lowest default probabilities):

Z Xipi

s.t. Y x;=N

min
X

i
X; € {0, 1}

As we can see from the notebook, this strategy yields
a 2.36% return (run over a single training/test split).
Note that one could further incorporate several (linear)
constraints such as imposing a maximal allowed value
for p;.

Similarly, the strategies in the previous section can
all be written in this optimization form. For example,
if r; were computed based on DefRet, we could rewrite
this strategy as follows:

min Y xiti
X T
1
S.t. Z Xi= N
i
X; € {0, 1}
This yields a 2.99% return, identical to the return
obtained above, as expected.
We now aim to improve our return using optimization.
Our first attempt is to directly maximize the total revenue

of the portfolio (instead of maximizing the return). This
leads to the following optimization problem:

inAiri
i
s.t. Y xi=N
i
Xi € {0, 1}

max
X

This strategy yields a 2.59% return that is below our
best performance of 3%.
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One way to improve this formulation is to add some
complexity to the way Jasmin constrains the number of
loans she invests in. The program above constrains the
number of loans, but does not take into account the
amount of each loan. Instead, Jasmin might add a bud-
get constraint, representing the total dollar amount she
wants to invest. We denote this budget by A. This leads
to the following problem:

max Zi:x,-Airi

s.t. Y xiA < A
Xl:xi <N
Yx > 09N
xli e{0,1}

This problem is an instance of a “knapsack problem.”
Note that we replaced the portfolio size equality con-
straint (Zix,:N ) by two inequality constraints to
allow some additional flexibility. By testing different
budget constraints, we can increase the model perfor-
mance to 3.18%.

Finally, a widely used approach in portfolio opti-
mization is to explicitly consider the standard devia-
tion (or variance) of the return, that is, to account for
the portfolio risk. Unlike stocks in the equity market,
it is not clear how to estimate the standard deviation
of the return for a particular loan as we do not ob-
serve the performance of the same loan repeatedly.
We therefore propose to estimate the standard devi-
ation by grouping several loans together using the
k-means clustering method. The procedure goes as
follows:

1. Fita k-means clustering model on the training set
(the parameter k can be tuned by the investor).

2. For each cluster, compute the standard deviation
based on predicted returns.

3. For each loan in the test set, generate the cluster
label by assigning the loan to the “closest” cluster.
Specifically, we compute the Euclidean distance
between the loan data point and the center of
each cluster. We then assign the loan to the clus-
ter with the smallest distance.

4. The standard deviation of the return for each loan
in the test set would then be approximated by the
standard deviation of its cluster.

For each loan i, we denote by s(i) its cluster label and
by oy the standard deviation of return. One possible
formulation is to maximize the total revenue while
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imposing a standard deviation tolerance I" (note that
we assume independence across the different loans):
max

Y XiAiti
* i

s.t. ZX,‘A,' S A
i
Y xioqy < T
i
Y xi <N
i
Y. x; > 09N
i
X; € {0, 1}

This problem is an instance of a multi-knapsack prob-

lem. An alternative formulation is a Markowitz-type

model, which seeks to balance the risk-return trade-off.
max

2 ;xi(ri = Posi)Ai
s.t. inAi <A
ixi <N
Tx, > 0.9N
xzi € {0,1}

Here, f is the sensitivity parameter that is manually set
by the investor depending on the risk aversion toler-
ated. As before, several constraints can be incorporated
into the formulation (e.g., diversification constraints
that impose selecting loans of different grades). By
carefully tuning the different parameters, this model
yields a return of 3.21%. Since extensive tuning is re-
quired for the optimization model, we do not include
bootstrap simulation results here (this could be done
as an optional exercise).

In this case study, under the M1-PESS return defini-
tion, using machine learning tools allowed us to obtain
a return of 3% (using the DefRet strategy). By combin-
ing machine learning and optimization, we could po-
tentially increase our return to 3.21%, that is, a 7%
relative improvement.

Looking Forward

As discussed at the outset, this case study is intended to
support learning about data science, not to present the
best way to solve this problem. On the website for the
case, we invite instructors and other readers to discuss
alternatives, and we will continue to add to the accom-
panying notebooks as different solutions, twists, and
turns reveal themselves. The website will also contain
a version of the case without the teaching notes, in
case instructors do not want students to see the “solu-
tions” immediately.
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Over the past two decades, the material available for
teaching data science has improved substantially. How-
ever, there is still a lack of real case studies, designed for
teaching data science, that work all the way from pro-
curing the data to solving a real problem. We hope that
the work we have done to make this case study avail-
able to instructors, students, and professionals will mo-
tivate the creation and dissemination of other, similar
case studies.
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Appendix: Data for the Case and Notebooks

In this section, we briefly describe the data that can be
used to reproduce the analyses above as well as the note-
books used throughout. The notebooks are available from
the companion website for this case (guetta.com/Ic_case).

Data
As mentioned before, LendingClub makes past loan
data freely available for download on its website.


http://www gurobi.com
http://guetta.com/lc_case
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Instructors may download the most recent data here:
https://www.lendingclub.com/info/download-data
.action The loans are organized in multiple files, one
per quarter (by date of loan issuance), and can be
downloaded in compressed CSV format. Certain vari-
ables are only available to logged in LendingClub users.

As discussed at length in the body of the case, these
files are constructed with the most recent data available.
For example, the data contain information about the
number of overdue accounts in the applicant’s name—
if new accounts have become overdue after the loan
was issued, they will appear in the file. The case con-
tains analysis that determines which attributes are
static and which attributes are updated over time.
However, the analysis we used required old files, down-
loaded before the current file, to detect such changes.
These old files are not available for download from
LendingClub—the only way to obtain them is to down-
load and then wait for a new version. The authors’ copy
of the data files can be provided; see the website for
details.

A small part of the case requires one additional data
set. As we noted, the data set contains both a total -
pymnt attribute and a recoveries attribute. To ensure
that the former includes the payments detailed in the
latter, we need a detailed history of every payment
made for each loan. These are available to logged in
users from LendingClub at https://www.lending
club.com/company/additional-statistics

The Ingestion_Cleaning Notebook
The first notebook provided with this case is concerned
with the ingestion of the data from LendingClub and
their cleaning.

The steps in this notebook are as follows:

e We begin by defining the parameters of the inges-
tion—in particular, specifying the attributes we
will be reading from the files, as well as those cor-
responding to continuous and discrete features.

e We ingest the data directly from the compressed
CSV files downloaded from LendingClub (both
those most recently downloaded in 2018, and
those downloaded earlier, in 2017), and carry
out consistency checks to ensure that the files con-
tain the same set of attributes and disjoint sets of
loan IDs. We then combine the files into two mas-
ter dataframes—one for the data downloaded in
2017, and one for the data downloaded in 2018.
All the data are ingested as strings, to ensure Pan-
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das does not incorrectly determine the type of any
attribute; they will be typecast later.

e We carry out analysis to verify which attributes
are static (i.e., are not updated over time) and
which are dynamic. We do this by comparing
the 2018 and 2017 versions of the files.

e We typecast each of the attributes.

e We calculate the return for each loan, using the
methods described in the case study.

e We visualize each variable and remove any obvi-
ous outliers.

e We perform a more thorough analysis of the full
payment data to verify that the total_pymnt attri-
bute includes the payments recorded in the recov-
eries attribute.

The Modeling Notebook
The second notebook provided carries out the model-
ing steps in this case.

The notebook contains an integer variable called
default_seed. This is used as the seed to split the data
into training and test sets, and wherever randomness
is required in the building of our models. Each time
the notebook runs, it logs the results of every operation
to an output file (we describe this process in greater de-
tail below). The various bootstrap estimates obtained in
this case study are a result of running this notebook
with many different seeds.

The first part of our notebook performs two main
functions:

e We split our data set into a training set and a test
set. We create these training and test sets before
even beginning our study, to ensure that they re-
main identical for every model and technique we
investigate, so as not to introduce any additional
variance across models. Every modeling step we
carry out below will use the training/test split gen-
erated here, although they might be downsampled
to ensure faster runtimes.

e We create features from the data cleaned in the
ingestion_cleaning notebook—in particular, we
split categorical variables into dummy variables.

The next, and most substantial part of the notebook

defines four functions:

e prepare_data: this function creates downsampled
training and test sets. Here, we also perform a
[0,1] normalization of all the attributes in the
data (using the MinMaxScaler method). It returns
a dictionary, and every other function expects a
dictionary of this format as input.


https://www.lendingclub.com/info/download-data.action
https://www.lendingclub.com/info/download-data.action
https://www.lendingclub.com/company/additional-statistics
https://www.lendingclub.com/company/additional-statistics

e fit_classification: this function accepts a down-
sampled training and test set, a sklearn classification
model object, and a grid of parameters to try for the
model object. It fits a model using that object on the
training set, uses cross-validation to pick the best
parameter in the grid-and evaluates it on the rest
of the data. It then outputs a number of diagnostics
about the fit. It finally returns the fitted model.
This function logs the performance of the
model as described above, through the dump_
to_output function. In addition to the perfor-
mance of the model, it also logs whether the op-
timal set of parameters was on the edge of the
parameter grid, for error-checking purposes.
fit_regression: same as above, for regression models.
It returns three fitted models—one on all loans, one
on defaulted loans, and one on nondefaulted loans.
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e test_investments: this function implements the in-
vestment strategies defined in this case study. It ex-
pects a model returned by one of the two functions
above.

The remaining parts of the notebook test various
sklearn models using the functions above, and then
test various investment strategies. It also carries out
the various tests described in the case study in regard
to stability over time, learning rates, and so on.

The modeling_leakage Notebook

This notebook illustrates the result of fitting a model
using all attributes, including those updated over time
by LendingClub. As mentioned in the body of the
case, this results in a much higher—but misleading—
AUC (area under the ROC curve).



