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Abstract: In this paper, we examine dissipative phase transition (DPT) near the critical point for a
system with two-photon driving and nonlinear dissipations. The proposed mean-field theory, which
explicitly takes into account quantum fluctuations, allowed us to describe properly the evolutionary
dynamics of the system and to demonstrate new effects in its steady-state. We show that the presence
of quantum fluctuations leads to a power-law dependence of the anomalous average at the phase
transition point, with which the critical exponent is associated. Also, we investigate the effect of
the quantum fluctuations on the critical point renormalization and demonstrate the existence of a
two-photon pump “threshold”. It is noteworthy that the obtained results are in a good agreement
with the numerical simulations.

Keywords: dissipative phase transition; quantum information processing; quantum metrology

1. Introduction

Nowadays, dissipative phase transition (DPT) in open quantum systems is among
the most rapidly developing fields of quantum optics [1]. DPT can be observed when a
direct manipulation of the interaction constants, external driving, or dissipation rates of
the system lead to an abrupt and nonanalytical change of the system observables [2,3].
Recent publications have reported on the observation of dissipative critical phenomena and
nonequilibrium quantum states in superconducting circuits [4,5], cavity quantum electro-
dynamics systems [6–8], optomechanical resonators [9], semiconductor microcavities [10],
and atomic systems [11–14]. The experimental implementation of highly controllable open
nonequilibrium photonic systems became possible due to nonlinear reservoir engineering.
It enables the realization of the optical cavities with an engineered two-photon drive and
nonlinear dissipation [15–20]. In such systems, the presence of dissipation does not destroy
but stabilizes the quantum state, also known as the Schrödinger cat state [21–23]. Based on
this state, it is possible to prepare a dynamically protected qubit [24] for further applications
in quantum information processing [25–30].

The above-mentioned quantum systems are commonly studied with numerical meth-
ods. The most notable of these are integration of a master equation on a truncated Fock
basis [19] and diagonalization of the Liouvillian superoperator [2,31,32]. Additionally,
the complex-P-representation [33], Monte Carlo [34], quantum trajectory [35], and the
quantum-absorber methods [36] are intensively utilized to investigate the properties of the
nonequilibrium stationary state in such problems. However, numerics typically cannot
allow one to uncover physical phenomena underlying the evolution of the system. This
is one of the reasons why the DPT in open quantum systems is not well understood to
date. Within the limit of a large number of photons, a qualitative picture of the occurring
phenomena can be obtained using the so-called semiclassical approximation [37,38]. Nev-
ertheless, this approach completely neglects the quantum fluctuations (QF), which can

Nanomaterials 2022, 12, 2543. https://doi.org/10.3390/nano12152543 https://www.mdpi.com/journal/nanomaterials

https://doi.org/10.3390/nano12152543
https://doi.org/10.3390/nano12152543
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/nanomaterials
https://www.mdpi.com
https://orcid.org/0000-0001-7276-1886
https://doi.org/10.3390/nano12152543
https://www.mdpi.com/journal/nanomaterials
https://www.mdpi.com/article/10.3390/nano12152543?type=check_update&version=1


Nanomaterials 2022, 12, 2543 2 of 12

play a significant role even in the case of a large average number of photons in the sys-
tem [10]. Therefore, the study of mean-field models, including QF, becomes an important
and promising direction for further research, since it can provide simple and convenient
analogies with the physics of equilibrium phase transitions. Besides, such a treatment can
offer a correct approach for constructing theories beyond the mean field description.

In this paper, we demonstrate the mean field treatment of a DPT in systems with two-
photon driven and nonlinear dissipation, which includes QF. Here, we use the formalism
of Keldysh Green’s functions [39,40], since it explicitly takes into account the effects of
QF. Recently it has been shown that the nonequilibrium Keldysh technique is a promising
way to study nonequilibrium open quantum systems [41]. It also provides a theoretical
framework for the systematic treatment of DPT [41–45]. The application of this approach
enables us to construct the self-consistent equations of motion similar to the Gorkov
equations in the mean-field approximation. We use the resulting equations to calculate the
dynamics of the system observables and to demonstrate the new effects appearing in the
steady-state. In analogy with Landau theory, we show that the presence of QF leads to a
broadening of the DPT near the critical point. This effect is caused by an “external” QF
field. Its existence leads to the power-law dependence of the anomalous average vs the
pump rate at the phase transition point with which the critical exponent is associated. In
addition, the QF effect causes the critical point renormalization. Both results are in a good
agreement with our numerical simulations.

2. Nonlinear Cavity Including Two-Photon Processes

First, we briefly revisit the system described in [24] and experimentally realized in [46].
Its schematic is depicted in Figure 1a, which shows two superconducting microwave
cavities. The first resonator has a low Q-factor associated with the presence of significant
single-photon losses at κ rate. The second resonator has a high Q-factor, so it can be used
to store and protect quantum information [23,27]. A transmission line with embedded
Josephson junction provides a nonlinear interaction between two cavities, which we denote
as readout and storage. In addition, pump and drive microwave tones are applied to the
readout cavity at frequencies ωp and ωr. The Hamiltonian of the system has the following
form (h̄ = 1):

H = H0 + Hdrive + Hint, (1)

where H0 is the Hamiltonian of two linear cavities, Hdrive represents resonant coherent
drive of the readout cavity, as shown in Figure 1a and Hint describes generation of the two
identical storage photons from the readout and pump photons, as shown in Figure 1b, and
the corresponding backward process, which is shown in Figure 1c. It is important to note
that non-resonant coherent drive is embedded into Hint [46]. Thus, H0 = ωsa†a + ωrb†b
where ωs and ωr are the storage and readout frequencies, respectively, and a/a† and b/b†

are the annihilation/creation operators corresponding to the fundamental cavity modes.
The Hamiltonian of a resonant coherent drive with amplitude εr and frequency ωr has
the form: Hdrive = εr·b†·exp[-iωrt] + εr

*·b·exp[iωrt]. The last term in the Equation (1) is
determined by the following expression:

Hint = −
1
2

µ(ξe−iωptb a†2 + ξ∗ eiωptb†a2), (2)

where µ is a nonlinear coupling constant emerging from the presence of a Josephson junc-
tion [47]. In Equation (2) pump photons are considered in the classical field approximation
with effective amplitude ξ = − i·εp/[κ/2 + i(ωr − ωp)], where εp and ωp are amplitude and
frequency of the external non-resonant coherent pump [46].
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Figure 1. (а) A schematic of the system. Two superconducting microwave cavities are coupled by a 
Josephson junction. Pump and drive tones are applied to the readout cavity, which creates a steady-
state in the storage cavity. (b,c) Four-wave mixing processes are provided by the presence of non-
linear interaction between the fundamental modes of the readout and storage cavities. One can ob-
serve (b) the conversion of the pump and readout photon onto the two storage photons and (c) 
corresponding backward process. (d) Effective description of the storage cavity: two-photon driving 
at g rate and two-photon dissipation at γ rate (see text for details). 

Since dissipative processes play a crucial role in the considered system, its behavior 
must be described by Lindblad master equation [48]: 
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matrix ρ from both sides and the perator b is called Lindblad operator or a quantum jump 
operator. 

Further, we assume that the characteristic time scale of the single-photon dissipation 
(1/κ) is much smaller than all other time scales of the system. Consequently, we can elim-
inate degrees of freedom associated with the readout cavity [46]. Furthermore, it is con-
venient to use a unitary transformation U = exp[− i(ωp + ωr)a†a/2], which makes the effective 
Hamiltonian time-independent. As a result, the following description of the reduced den-
sity matrix ρs = Tr[ρ]r can be obtained: 
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rate, and Δ = (2ωs – ωp – ωr)/2 is a frequency detuning. The most interesting is the regime 
where ωp ≈ 2ωs − ωr and hence Δ << ωp, ωs, ωr. Further, we suppose that the two-photon 
pump rate g is a real value. This can be easily achieved by tuning the complex phase of 
the non-resonant coherent pump amplitude. 

It is worth mentioning that g is proportional to the product of the non-resonant pump 
and resonant drive amplitudes ξ and εr. However, the absorption rate is γ ∝ ξ 2 and does 

Figure 1. (a) A schematic of the system. Two superconducting microwave cavities are coupled
by a Josephson junction. Pump and drive tones are applied to the readout cavity, which creates a
steady-state in the storage cavity. (b,c) Four-wave mixing processes are provided by the presence
of nonlinear interaction between the fundamental modes of the readout and storage cavities. One
can observe (b) the conversion of the pump and readout photon onto the two storage photons and
(c) corresponding backward process. (d) Effective description of the storage cavity: two-photon
driving at g rate and two-photon dissipation at γ rate (see text for details).

Since dissipative processes play a crucial role in the considered system, its behavior
must be described by Lindblad master equation [48]:

∂t ρ = −i[H, ρ] + κD [b](ρ), (3)

where ρ is a system density matrix, κ is a single-photon loss rate, D[b] is a Liouvillian, which
defines as D[b](ρ) = bρb† – 1

2 (b†bρ + ρb†b). Notably, Liouvillian acts on the density matrix ρ
from both sides and the perator b is called Lindblad operator or a quantum jump operator.

Further, we assume that the characteristic time scale of the single-photon dissipation
(1/κ) is much smaller than all other time scales of the system. Consequently, we can
eliminate degrees of freedom associated with the readout cavity [46]. Furthermore, it
is convenient to use a unitary transformation U = exp[− i(ωp + ωr)a†a/2], which makes
the effective Hamiltonian time-independent. As a result, the following description of the
reduced density matrix ρs = Tr[ρ]r can be obtained:

∂t ρs = −i[Heff, ρs] + 2γD [a2](ρs), (4)

where the effective Hamiltonian is given by:

Heff = ∆ a†a + i
1
2

(
g a†2 − g∗a2

)
, (5)

where g = 2ξ·µ·εr/κ is a two-photon pump rate, γ = |ξ·µ|2/2κ is a two-photon dissipation
rate, and ∆ = (2ωs – ωp – ωr)/2 is a frequency detuning. The most interesting is the regime
where ωp ≈ 2ωs − ωr and hence ∆ << ωp, ωs, ωr. Further, we suppose that the two-photon
pump rate g is a real value. This can be easily achieved by tuning the complex phase of the
non-resonant coherent pump amplitude.

It is worth mentioning that g is proportional to the product of the non-resonant pump
and resonant drive amplitudes ξ and εr. However, the absorption rate is γ ∝ ξ 2 and does
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not depend on the drive amplitude εr. As a result, a two-photon pump and nonlinear
dissipation are effectively implemented in the storage cavity due to the presence of a linear
dissipation and coherent pump in the readout cavity, as shown in Figure 1d.

3. Mean-Field Theory

From now on, we will consider the behavior of the following two system observables:

GK(t, t) = 2n(t) + 1, FK(t, t) = 2 ψ(t), (6)

where n(t) = Tr[a†aρs(t)] is an average number of photons in the storage cavity or normal
average, ψ(t) = Tr[a2ρs(t)] is a two-particle order parameter or an anomalous average of the
system, GK(t,t) and FK(t,t) are the normal and anomalous simultaneous Keldysh Green’s
functions. The unity term in the normal Keldysh Green’s function takes into account the
presence of the QF [40,41]. As a result, one can obtain equations of motion for simultaneous
Keldysh Green’s functions from the Equation (4):

∂t GK(t, t) = gFK(t, t)∗ + g∗FK(t, t)− 8γ
〈

a†2 a2〉,
(∂t + i2∆)FK(t, t) = 2gGK(t, t)− 4γ

〈
a2(2a† a + 1)

〉
,

(7)

where angle brackets denote the quantum mechanical averaging over the density matrix
of the system. As can be seen from the Equation (7), the normal and anomalous Keldysh
Green’s functions are expressed through the expectation values of higher-order operators,
due to the nonlinear dissipation arising in the system. We use the mean-field approximation
to avoid considering higher-order equations of motion. Within this approximation, the
expectation values of the operator products are replaced by the products of their expectation
values [49]. However, there are several ways to implement this decoupling [50]. The two
most common choices are as follows:〈

a†2 a2
〉
≈ ψ∗ψ, (8)〈

a†2 a2
〉
≈ ψ∗ψ + 2n2, (9)

where in (8) decoupling was carried out using only the so-called “Cooper” or “pairing”
channel [51]. In (9) an additional “density” channel appears [51]. Here, we assume (8)
to be valid for the considered system. Justification of this choice will be given in the
following text. As a result of (8), the expectation values of the higher-order operators in the
Equation (7) can be expressed through Keldysh Green’s functions as follows:〈

a†2 a2〉 ≈ 1
4 FK(t, t)∗FK(t, t),〈

a2(2a† a + 1)
〉
≈ 1

2 FK(t, t) GK(t, t),
(10)

and the mean-field self-consistent equations of motion can be obtained:

∂t GK(t, t) = geff(t)FK(t, t)∗ + geff(t)
∗FK(t, t),

(∂t + i2∆)FK(t, t) = 2geff(t)GK(t, t),
(11)

where geff(t) = g – 2γ·ψ(t) is a renormalized two-photon pump rate. We will also assume that
the initial state is a vacuum, which gives the following initial conditions: GK(0,0) = 1 and
FK(0,0) = 0. The unity term in GK emerges from the QF, as mentioned above. This enables
the parametric generation of light even if there are no photons in the initial state [52]. It
should also be noted that the resulting Equation (11) have a structure similar to the Gorkov
equations, which play a central role in the theory of superconductivity. Another point
worth mentioning is that the (11) has the following integral of motion: GK(t,t)2 − |FK(t,t)|2.
Thus, it is possible to express the normal Green’s function through the anomalous one,
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using vacuum initial conditions: GK(t,t) = (1 + |FK(t,t)|2)1/2. As a result, one can obtain
the equation of motion solely for the anomalous average:

∂t ψ(t) = −i2∆ψ(t) +
√

1 + 4|ψ(t)|2[g − 2γψ(t) ], (12)

and relate to the average number of photons:

n(t) =
1
2

(√
1 + 4|ψ(t)|2 − 1

)
. (13)

We use the resulting equations of motion of the proposed mean-field theory to calculate
the time evolution of the anomalous average ψ(t) and the average number of photons n(t).
A comparison of the time evolution obtained from the Equations (12) and (13) and the
numerical simulation of the master equation [53,54] is shown in Figure 2a,b. We perform
numerical simulations using integration of a master equation on a truncated Fock basis. For
this basis, equations of motion for the density operator matrix elements ρm,k ≡ <m|ρs|k>,
where |k> is a Fock state, will have the following form:

∂t ρm ,k = −i∆ (m− k)ρm ,k +
g
2

[√
m(m− 1)ρm−2,k −

√
(k + 1)(k + 2)ρm ,k+2

]
−

− g∗
2

[√
(m + 1)(m + 2)ρm+2,k −

√
k(k− 1)ρm ,k−2

]
− γ

[
(k(k− 1) + m(m− 1))ρm ,k−

−2
√
(k + 1)(k + 2)(m + 1)(m + 2)ρm+2,k+2

]
.
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Figure 2. Time evolution of the modulus of anomalous average |ψ(t)| (a) and the average number
of photons n(t) (b) for different values of the frequency detuning ∆. It is obtained from numerical
simulation of the Lindblad master equation on a truncated Fock basis (blue curve), numerical
integration of the mean-field Equations (12) and (13) (orange dashed curve) and the semiclassical
solution (green dash-dotted line). The normalized two-photon pump rate is set to g/γ = 20.

Since a vacuum is assumed as the initial quantum state, the initial condition for the
matrix elements was chosen as ρm,k(t = 0) = δ0,kδm,k. Here δm,k is the Kronecker delta
function, which leads to ρ0,0 = 1 and ρm,k = 0 for all other elements. As long as (14) is a
system of linear differential equations, it can be solved numerically using the fourth-order
Runge-Kutta method. Photon-number cutoff is chosen in accordance with the the value of
two-photon pump rate and is justified by checking the low probabilities for large photon
numbers. To make sure that the cutoff error is negligible, we increased the cutoff number
and checked the convergence of the solution.

Figure 2 shows that the mean-field theory qualitatively describes well the evolution of
calculated system observables. As pointed above, the influence of QF is tremendous in a
near-zero-time region by analogy with the parametric generation of light from a vacuum
state. As can be seen from Figure 2, the semiclassical solution is exact zero, since generation
cannot start without QF. At a longer time scale, the presence of QF significantly affects the
dynamics of the system observables, which leads to the formation of a stationary state.
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For the case of zero frequency detuning, the following mean-field stationary solutions
can be found from Equation (12) for the anomalous average and the average number of
photons in the storage cavity:

ψ = g/2γ, n =
1
2

(√
1 + 4 ψ2 − 1

)
. (15)

In addition, using the exact stationary solution for the density matrix for ∆ = 0 [55],
one can find ψ and n in the explicit form:

ψ = g/2γ, n = ψtanh(ψ) (16)

A comparison of the stationary solutions calculated by the mean-field theory (15) and
the exact stationary density matrix (16) demonstrates very good agreement of the anoma-
lous averages, as shown in Figure 2a. However, it can be seen that the average number
of photons differs between the mean-field and exact solutions (Figure 2b). Nevertheless,
both solutions have the same asymptotic behavior in the limit of a small (g << γ) and large
(g >> γ) two-photon pump rate.

4. Properties of the Steady State

For the case of non-zero frequency detuning, we derive the following biquadratic
equation on the modulus of the anomalous average:

∆2|ψ|2 =
1
4
(1 + 4|ψ|2)(g2 − 4γ2|ψ|2), (17)

where the unity term corresponds to the presence of QF. Dropping QF in Equation (17), one
gets a semiclassical solution [33]:

|ψ| ≈ θ(g2 − ∆2)
√

g2 − ∆2/2γ, (18)

where θ(x) is a Heaviside step function. Equation (18) yields non-zero anomalous average
ψ when the frequency detuning is below than the two-photon pump rate (∆ < g), and
zero ψ value after passing the critical point ∆ = g (green curve in Figure 3b). For open
quantum systems, this phenomenon is also known as DPT [3,33,56,57], and was studied
for a considered system earlier [2,33]. Here, we can observe DPT in the “thermodynamic
limit”, when the average number of photons n or the anomalous average ψ tends to infinity,
and one can usually ignore QF [57]. For our system, this limit can be realized in the case of
a large two-photon pump rate (g >> γ).

We will consider the situation when the average number of photons n and the anoma-
lous average ψ are the finite quantities and it is absolutely necessary to take into account
the effects of QF. Within the framework of Keldysh formalism, this leads to the following
modification of the semiclassical solution (18):

|ψ | =
(√

g2γ2 +
1
4
(g2 − ∆2 − γ2)

2 +
1
2

(
g2 − ∆2 − γ2

))1/2

/2γ. (19)

As can be seen from Figure 3a–c, the presence of QF makes the DPT wider near the
critical point. This fact is well described by the proposed mean-field theory. To obtain a
simple physical explanation for this broadening, we shall demonstrate an analogy with
Landau theory of phase transitions [58]. For that, it is necessary to rewrite the Equation (17),
sorting the contributions in descending order of powers of ψ:

4γ2|ψ|4 + (∆2 − g2 + γ2)|ψ|2 =
1
4

g2, (20)
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4B · η3 + 2A · η = h, (21)

where η is an order parameter, h is an external field, A and B are series expansion coefficients
of the thermodynamic potential Φ = Aη2 + Bη4 − hη. Minimization of the Φ yields the
expression in (21). Comparing (20) and (21), we can conclude that the presence of QF leads
to the analog of the external field h. The presence of such an external field in Landau theory
breaks the symmetry of the system. As a result, the difference between the two phases
disappears, as well as the discrete phase transition point [58]. Therefore, phase transition
itself is broadening, which is observed in our system.
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Figure 3. (a) Phase diagram of the modulus of anomalous average |ψ| as a function of the frequency
detuning ∆ and the pump rate g in units of the two-photon dissipation rate γ. The color plot is
computed from the numerical solution of the Lindblad master equation on a truncated Fock basis.
(b,c) Corresponding cross-sections at a fixed value of the pump rate g/γ = 20 (b) and frequency
detuning ∆/γ = 20 (c). (d) Double logarithmic plot of the modulus of anomalous average |ψ| vs
pump rate g at the critical point ∆ = g for g >> γ. The calculation was carried out by numerical
simulation of the master equation (red dots) and from the mean-field analytic solution (19) (blue
dashed line), as well as from the semiclassical approximation (18) (green curve).

Also, it is well known that at the phase transition point defined by a condition A = 0, the
response to the external field is nonlinear and determined by the power-law η∝(h/B)1/δ [58].
Here δ is one of the critical exponents for the nonzero external field and it is equal to δ = 3
in Landau theory. Thus, a similar phenomenon should be observed in our system as well.
To confirm this statement, we examine the behavior of the anomalous average ψ as a
function of the pump rate g at the critical point ∆ = g. Here we are interested in the regime
g >> γ. Figure 3d demonstrates a comparison between the predictions of the mean-field
theory and the exact numerical simulation, which is governed by the following power-law
|ψ|∝(g/γ)1/δ and the corresponding critical exponent: δ = 1.47 for the numerical solution
and δ = 2 for the mean-field theory.

It is important to note that the experimental verification of the predicted power-law
is very feasible within the framework of the discussed setup (Figure 1). The frequency
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detuning ∆ can be controlled by changing the non-resonant pump frequency ωp, and
the two-photon pump rate g by increasing the amplitude εp of the external non-resonant
coherent pump wave.

Second non-trivial result associated with QF in the proposed mean-field theory is the
renormalization of the critical point. Setting the coefficient before |ψ|2 in (20) to zero yields
the following expression for the case of g ≥ γ:

∆0(g) =
√

g2 − γ2. (22)

The dependence of the critical point on a pump rate g obtained from the mean-field
theory (22) is shown in Figure 4a. As one can see, the mean-field theory predicts the
existence of a threshold pump rate, which is equal to gth = γ.
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Figure 4. (a) Phase diagram of the modulus of anomalous average |ψ| in 2D space of the two-photon
pump rate g and the frequency detuning ∆ in units of the two-photon dissipation rate γ, obtained
from the mean-field theory. Critical boundary ∆0(g) (blue dashed line) separates the phases with low
(blue area) and large (red area) average number of photons. (b) The behavior of the second derivative
∂2|ψ|/∂∆2 vs the pump rate g for ∆ = 0. One can see the existence of two regimes, in which switching
occurs after passing the threshold point gth = γ. (c,d) Heat maps of the normalized susceptibility
χ = ∂|ψ|/∂g as a function of a normalized pump rate g and frequency detuning ∆ obtained from
(c) mean-field analytic solution (19) and (d) numerical simulation of the master equation. The red line
identifies the location of the maximum susceptibility and indicates that the critical behavior occurs
only after passing the cutoff pump rate gth. The susceptibility χ is normalized by the maximum value
for each frequency detuning ∆.

To understand the physical meaning of the critical point renormalization, it is necessary
to consider the case of a small pump rate (g << γ). In this limit, the anomalous average ψ is
quite small and one can neglect the quartic part in the Equation (20). Thus, the response
of the system to the fluctuation field is determined only by a quadratic contribution. The
crucial fact here is that the coefficient before |ψ|2 is a positive quantity for arbitrary
frequency detuning ∆ and g < γ. In Landau theory, such behavior corresponds to the
symmetric phase of the system (A > 0). Further increasing the pump rate g would decrease
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the corresponding coefficient (∆2 − g2 + γ2). As result, it becomes zero at the threshold
point gth = γ and ∆ = 0, which violates the linear response and makes the quartic coefficient
dominant. This transformation of the system’s response correlates precisely with the
emergence of the discussed critical behavior.

One can observe such a transition from the analysis of the second derivative ∂2|ψ|/∂∆2

in the region ∆ ≈ 0, which is shown in Figure 4b. It can be seen that its behavior changes
from the linear asymptotic ∝g to the inverse proportion ∝ 1/g after passing the thresh-
old point gth = γ. Furthermore, considering the dynamics of the system’s susceptibility
χ = ∂|ψ|/∂g as a function of the pump rate g and frequency detuning ∆, we also observe
the existence of a threshold pump gth. Its behavior in the framework of the mean-field
theory is shown in Figure 4c. One can see that for g < γ the maximum susceptibility is at the
point ∆max = 0. However, after passing the threshold point gth = γ one can observe a shift
of the maximum, which indicates the emergence of the critical behavior. The numerical
simulations of the system’s susceptibility shown in Figure 4d also predict the existence of
gth ≈ 1.952γ, which is in qualitative agreement with the proposed Keldysh formalism.

Finally, justification and constraints of our mean-field treatment should be discussed.
It is well known that the DPT in the considered system is associated with transformation
from the Schrödinger cat to the squeezed-vacuum state [33] as shown in Figure 3b. For
both states, the anomalous average ψ 6= 0, but they differ in the decoupling of channels, as
shown in Equations (8) and (9). As it turns out, the proposed decoupling is rigorous only
for a large number of photons region, which corresponds to the cat state. However, in the
region of a small number of photons, corresponding to the squeezed state, the anomalous
average |ψ| << 1. From Equation (13) follows that: |ψ| >> n. Consequently, in the region
of a small number of photons, the “Cooper” channel dominates over the “density” channel
and the proposed decoupling is valid. Also, we have shown above that and near the critical
point, the proposed description allows us to achieve a good qualitative agreement with
the exact results of numerical calculations. We believe that the observed mismatch can be
explained by the presence of a fluctuation region, where the QF significantly affects the
behavior of the system. Thus, for further exploration, it seems to be necessary to apply more
precise methods, such as the Keldysh functional integral [41], the 2PI effective action [59],
and the renormalization group [60,61].

5. Conclusions and Outlook

In this paper, we develop a mean-field theory for a system with two-photon driving
and dissipation which explicitly takes quantum fluctuations into account. Consideration of
quantum fluctuations allows us to describe properly the evolution dynamics of the system
and to demonstrate the new effects in the steady-state. We show that the dissipative phase
transition broadening near the critical point is naturally conditioned by the fluctuation
field. Its presence leads to a power-law dependence of the anomalous average at the phase
transition point with which the critical exponent is associated. This counterintuitive effect
cannot be found in the semiclassical approximation. The reason lies in the crucial role of
the quantum fluctuations, which significantly affect the behavior of a given system at the
critical point and should be taken into account even in the case of a large average number
of photons. Also, we investigate the effect of the quantum fluctuations on the critical point
renormalization and demonstrate the existence of a two-photon pump “threshold”. It is
noteworthy that the obtained results are in a good agreement with numerical simulations.
An important point here is that intuitively free energy analysis is out of consideration for
dissipative phase transitions. However, obtained counter-intuitive results are largely based
on analogies with Landau theory. We believe that further investigations will clarify this
close relationship between purely non-equilibrium formalism and traditional equilibrium
techniques. Such a relationship is most likely the result of Boltzmann-Gibbs-like stationary
distribution created by the quantum Langevin equation, which describes the additional
QF. Thus, the rigorous justification of the proposed equilibrium description based on the
thermodynamic potential is worth extensive study.
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The results presented in this paper can be applied to the development of the new
nonequilibrium quantum states with controllable properties [62,63]. They may also be bene-
ficial for applications in quantum information processing [64] and quantum metrology [65],
as we believe that the quantum photonic state and systems spectral characteristics in the
critical point have a non-conventional properties due to the observed nontrivial scaling
behavior. Investigated quantum systems, in combination with terahertz to gigahertz light
convertors [66], can be included into fully quantum photonic networks. This strategy opens
new avenues for utilization of important and promising terahertz light sources such as
quantum cascade lasers. These compact and powerful sources of light can be used for
optical drive of the studied finite-component system consisting of a several bosonic modes
interacting through a Josephson junction. In addition, quantum cascade lasers can be
very convenient as a source of broadband continuous single-mode tuning [67] due to the
experimental need to change the frequency detuning discussed above.

Author Contributions: Conceptualization, V.Y.M., G.S.S., S.O.P. and N.S.A.; writing—original draft
preparation, V.Y.M. and S.O.P.; writing—review and editing, V.Y.M., G.S.S., S.O.P. and N.S.A. All
authors have read and agreed to the published version of the manuscript.

Funding: Theoretical study was supported by the Russian Science Foundation (project 21-72-30020).
Numerical simulation was supported by the Ministry of Science and Higher Education of the Russian
Federation under the Strategic Academic Leadership Program “Priority 2030” (Agreement 075-15-
2021-1333 dated 30 September 2021).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The datasets used and analyzed during the current study available
from the corresponding author on reasonable request.

Acknowledgments: We acknowledge fruitful discussions with Mikhail Glazov, Valentin Kachorovskii
and Dmitry Mikhailov.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Noh, C.; Angelakis, D.G. Quantum Simulations and Many-Body Physics with Light. Rep. Prog. Phys. 2017, 80, 016401. [CrossRef]

[PubMed]
2. Minganti, F.; Biella, A.; Bartolo, N.; Ciuti, C. Spectral Theory of Liouvillians for Dissipative Phase Transitions. Phys. Rev. A

2018, 98, 042118. [CrossRef]
3. Kessler, E.M.; Giedke, G.; Imamoglu, A.; Yelin, S.F.; Lukin, M.D.; Cirac, J.I. Dissipative Phase Transition in a Central Spin System.

Phys. Rev. A 2012, 86, 012116. [CrossRef]
4. Murch, K.W.; Vool, U.; Zhou, D.; Weber, S.J.; Girvin, S.M.; Siddiqi, I. Cavity-Assisted Quantum Bath Engineering. Phys. Rev. Lett.

2012, 109, 183602. [CrossRef]
5. Kounalakis, M.; Dickel, C.; Bruno, A.; Langford, N.K.; Steele, G.A. Tuneable Hopping and Nonlinear Cross-Kerr Interactions in a

High-Coherence Superconducting Circuit. npj Quantum Inf. 2018, 4, 38. [CrossRef]
6. Underwood, D.L.; Shanks, W.E.; Koch, J.; Houck, A.A. Low-Disorder Microwave Cavity Lattices for Quantum Simulation with

Photons. Phys. Rev. A 2012, 86, 023837. [CrossRef]
7. Fitzpatrick, M.; Sundaresan, N.M.; Li, A.C.Y.; Koch, J.; Houck, A.A. Observation of a Dissipative Phase Transition in a One-

Dimensional Circuit QED Lattice. Phys. Rev. X 2017, 7, 011016. [CrossRef]
8. Fink, J.M.; Dombi, A.; Vukics, A.; Wallraff, A.; Domokos, P. Observation of the Photon-Blockade Breakdown Phase Transition.

Phys. Rev. X 2017, 7, 011012. [CrossRef]
9. Gil-Santos, E.; Labousse, M.; Baker, C.; Goetschy, A.; Hease, W.; Gomez, C.; Lemaître, A.; Leo, G.; Ciuti, C.; Favero, I. Light-

Mediated Cascaded Locking of Multiple Nano-Optomechanical Oscillators. Phys. Rev. Lett. 2017, 118, 063605. [CrossRef]
10. Rodriguez, S.R.K.; Casteels, W.; Storme, F.; Carlon Zambon, N.; Sagnes, I.; Le Gratiet, L.; Galopin, E.; Lemaître, A.; Amo, A.; Ciuti,

C.; et al. Probing a Dissipative Phase Transition via Dynamical Optical Hysteresis. Phys. Rev. Lett. 2017, 118, 247402. [CrossRef]
11. Baumann, K.; Mottl, R.; Brennecke, F.; Esslinger, T. Exploring Symmetry Breaking at the Dicke Quantum Phase Transition. Phys.

Rev. Lett. 2011, 107, 140402. [CrossRef] [PubMed]
12. Klinder, J.; Keßler, H.; Wolke, M.; Mathey, L.; Hemmerich, A. Dynamical Phase Transition in the Open Dicke Model. Proc. Natl.

Acad. Sci. USA 2015, 112, 3290. [CrossRef] [PubMed]

http://doi.org/10.1088/0034-4885/80/1/016401
http://www.ncbi.nlm.nih.gov/pubmed/27811404
http://doi.org/10.1103/PhysRevA.98.042118
http://doi.org/10.1103/PhysRevA.86.012116
http://doi.org/10.1103/PhysRevLett.109.183602
http://doi.org/10.1038/s41534-018-0088-9
http://doi.org/10.1103/PhysRevA.86.023837
http://doi.org/10.1103/PhysRevX.7.011016
http://doi.org/10.1103/PhysRevX.7.011012
http://doi.org/10.1103/PhysRevLett.118.063605
http://doi.org/10.1103/PhysRevLett.118.247402
http://doi.org/10.1103/PhysRevLett.107.140402
http://www.ncbi.nlm.nih.gov/pubmed/22107178
http://doi.org/10.1073/pnas.1417132112
http://www.ncbi.nlm.nih.gov/pubmed/25733892


Nanomaterials 2022, 12, 2543 11 of 12

13. Zhiqiang, Z.; Lee, C.H.; Kumar, R.; Arnold, K.J.; Masson, S.J.; Parkins, A.S.; Barrett, M.D. Nonequilibrium Phase Transition in a
Spin-1 Dicke Model. Optica 2017, 4, 424. [CrossRef]

14. Baden, M.P.; Arnold, K.J.; Grimsmo, A.L.; Parkins, S.; Barrett, M.D. Realization of the Dicke Model Using Cavity-Assisted Raman
Transitions. Phys. Rev. Lett. 2014, 113, 020408. [CrossRef]

15. Rota, R.; Minganti, F.; Ciuti, C.; Savona, V. Quantum Critical Regime in a Quadratically Driven Nonlinear Photonic Lattice. Phys.
Rev. Lett. 2019, 122, 110405. [CrossRef]

16. Heugel, T.L.; Biondi, M.; Zilberberg, O.; Chitra, R. Quantum Transducer Using a Parametric Driven-Dissipative Phase Transition.
Phys. Rev. Lett. 2019, 123, 173601. [CrossRef]

17. Savona, V. Spontaneous Symmetry Breaking in a Quadratically Driven Nonlinear Photonic Lattice. Phys. Rev. A 2017, 96, 033826.
[CrossRef]

18. Lebreuilly, J.; Aron, C.; Mora, C. Stabilizing Arrays of Photonic Cat States via Spontaneous Symmetry Breaking. Phys. Rev. Lett.
2019, 122, 120402. [CrossRef]

19. Teh, R.Y.; Sun, F.X.; Polkinghorne, R.E.S.; He, Q.Y.; Gong, Q.; Drummond, P.D.; Reid, M.D. Dynamics of Transient Cat States in
Degenerate Parametric Oscillation with and without Nonlinear Kerr Interactions. Phys. Rev. A 2020, 101, 043807. [CrossRef]

20. Roy, A.; Leghtas, Z.; Stone, A.D.; Devoret, M.; Mirrahimi, M. Continuous Generation and Stabilization of Mesoscopic Field
Superposition States in a Quantum Circuit. Phys. Rev. A 2015, 91, 13810. [CrossRef]

21. Wang, C.; Gao, Y.Y.; Reinhold, P.; Heeres, R.W.; Ofek, N.; Chou, K.; Axline, C.; Reagor, M.; Blumoff, J.; Sliwa, K.M.; et al. A
Schrödinger Cat Living in Two Boxes. Science 2016, 352, 1087–1091. [CrossRef] [PubMed]

22. Minganti, F.; Bartolo, N.; Lolli, J.; Casteels, W.; Ciuti, C. Exact Results for Schrödinger Cats in Driven-Dissipative Systems and
Their Feedback Control. Sci. Rep. 2016, 6, 26987. [CrossRef] [PubMed]

23. Vlastakis, B.; Kirchmair, G.; Leghtas, Z.; Nigg, S.E.; Frunzio, L.; Girvin, S.M.; Mirrahimi, M.; Devoret, M.H.; Schoelkopf, R.J.
Deterministically Encoding Quantum Information Using 100-Photon Schrödinger Cat States. Science 2013, 342, 607. [CrossRef]
[PubMed]

24. Mirrahimi, M.; Leghtas, Z.; Albert, V.V.; Touzard, S.; Schoelkopf, R.J.; Jiang, L.; Devoret, M.H. Dynamically Protected Cat-Qubits:
A New Paradigm for Universal Quantum Computation. New J. Phys. 2014, 16, 45014. [CrossRef]

25. Gilchrist, A.; Nemoto, K.; Munro, W.J.; Ralph, T.C.; Glancy, S.; Braunstein, S.L.; Milburn, G.J. Schrödinger Cats and Their Power
for Quantum Information Processing. J. Opt. B 2004, 6, S828. [CrossRef]

26. Puri, S.; Boutin, S.; Blais, A. Engineering the Quantum States of Light in a Kerr-Nonlinear Resonator by Two-Photon Driving.
npj Quantum Inf. 2017, 3, 18. [CrossRef]

27. Sun, L.; Petrenko, A.; Leghtas, Z.; Vlastakis, B.; Kirchmair, G.; Sliwa, K.M.; Narla, A.; Hatridge, M.; Shankar, S.; Blumoff, J.; et al.
Tracking Photon Jumps with Repeated Quantum Non-Demolition Parity Measurements. Nature 2014, 511, 444–448. [CrossRef]

28. Puri, S.; St-Jean, L.; Gross, J.A.; Grimm, A.; Frattini, N.E.; Iyer, P.S.; Krishna, A.; Touzard, S.; Jiang, L.; Blais, A.; et al. Bias-
Preserving Gates with Stabilized Cat Qubits. Sci. Adv. 2020, 6, eaay5901. [CrossRef]

29. Gertler, J.M.; Baker, B.; Li, J.; Shirol, S.; Koch, J.; Wang, C. Protecting a Bosonic Qubit with Autonomous Quantum Error Correction.
Nature 2021, 590, 243–248. [CrossRef]

30. Ofek, N.; Petrenko, A.; Heeres, R.; Reinhold, P.; Leghtas, Z.; Vlastakis, B.; Liu, Y.; Frunzio, L.; Girvin, S.M.; Jiang, L.; et al.
Extending the Lifetime of a Quantum Bit with Error Correction in Superconducting Circuits. Nature 2016, 536, 441–445. [CrossRef]

31. Lieu, S.; Belyansky, R.; Young, J.T.; Lundgren, R.; Albert, V.V.; Gorshkov, A.V. Symmetry Breaking and Error Correction in Open
Quantum Systems. Phys. Rev. Lett. 2020, 125, 240405. [CrossRef] [PubMed]

32. Casteels, W.; Storme, F.; Le Boité, A.; Ciuti, C. Power Laws in the Dynamic Hysteresis of Quantum Nonlinear Photonic Resonators.
Phys. Rev. A 2016, 93, 033824. [CrossRef]

33. Bartolo, N.; Minganti, F.; Casteels, W.; Ciuti, C. Exact Steady State of a Kerr Resonator with One- and Two-Photon Driving and
Dissipation: Controllable Wigner-Function Multimodality and Dissipative Phase Transitions. Phys. Rev. A 2016, 94, 033841.
[CrossRef]

34. Nagy, A.; Savona, V. Variational Quantum Monte Carlo Method with a Neural-Network Ansatz for Open Quantum Systems.
Phys. Rev. Lett. 2019, 122, 250501. [CrossRef]

35. Bartolo, N.; Minganti, F.; Lolli, J.; Ciuti, C. Homodyne versus Photon-Counting Quantum Trajectories for Dissipative Kerr
Resonators with Two-Photon Driving. Eur. Phys. J. Spec. Top. 2017, 226, 2705. [CrossRef]

36. Roberts, D.; Clerk, A.A. Driven-Dissipative Quantum Kerr Resonators: New Exact Solutions, Photon Blockade and Quantum
Bistability. Phys. Rev. X 2020. [CrossRef]

37. Meaney, C.H.; Nha, H.; Duty, T.; Milburn, G.J. Quantum and Classical Nonlinear Dynamics in a Microwave Cavity. EPJ Quantum Technol.
2014, 1, 7. [CrossRef]

38. Elliott, M.; Ginossar, E. Applications of the Fokker-Planck Equation in Circuit Quantum Electrodynamics. Phys. Rev. A
2016, 94, 043840. [CrossRef]

39. Keldysh, L. Diagram Technique for Nonequilibrium Processes. Sov. Phys. JETP 1965, 20, 1018.
40. Arseev, P.I. On the Nonequilibrium Diagram Technique: Derivation, Some Features and Applications. Phys. Usp. 2015, 58, 1159.

[CrossRef]
41. Sieberer, L.M.; Buchhold, M.; Diehl, S. Keldysh Field Theory for Driven Open Quantum Systems. Rep. Prog. Phys. 2016, 79, 096001.

[CrossRef] [PubMed]

http://doi.org/10.1364/OPTICA.4.000424
http://doi.org/10.1103/PhysRevLett.113.020408
http://doi.org/10.1103/PhysRevLett.122.110405
http://doi.org/10.1103/PhysRevLett.123.173601
http://doi.org/10.1103/PhysRevA.96.033826
http://doi.org/10.1103/PhysRevLett.122.120402
http://doi.org/10.1103/PhysRevA.101.043807
http://doi.org/10.1103/PhysRevA.91.013810
http://doi.org/10.1126/science.aaf2941
http://www.ncbi.nlm.nih.gov/pubmed/27230374
http://doi.org/10.1038/srep26987
http://www.ncbi.nlm.nih.gov/pubmed/27244292
http://doi.org/10.1126/science.1243289
http://www.ncbi.nlm.nih.gov/pubmed/24072821
http://doi.org/10.1088/1367-2630/16/4/045014
http://doi.org/10.1088/1464-4266/6/8/032
http://doi.org/10.1038/s41534-017-0019-1
http://doi.org/10.1038/nature13436
http://doi.org/10.1126/sciadv.aay5901
http://doi.org/10.1038/s41586-021-03257-0
http://doi.org/10.1038/nature18949
http://doi.org/10.1103/PhysRevLett.125.240405
http://www.ncbi.nlm.nih.gov/pubmed/33412027
http://doi.org/10.1103/PhysRevA.93.033824
http://doi.org/10.1103/PhysRevA.94.033841
http://doi.org/10.1103/PhysRevLett.122.250501
http://doi.org/10.1140/epjst/e2016-60385-8
http://doi.org/10.1103/PhysRevX.10.021022
http://doi.org/10.1140/epjqt7
http://doi.org/10.1103/PhysRevA.94.043840
http://doi.org/10.3367/UFNe.0185.201512b.1271
http://doi.org/10.1088/0034-4885/79/9/096001
http://www.ncbi.nlm.nih.gov/pubmed/27482736


Nanomaterials 2022, 12, 2543 12 of 12

42. Foss-Feig, M.; Niroula, P.; Young, J.T.; Hafezi, M.; Gorshkov, A.V.; Wilson, R.M.; Maghrebi, M.F. Emergent Equilibrium in
Many-Body Optical Bistability. Phys. Rev. A 2017, 95, 043826. [CrossRef] [PubMed]

43. Cottet, A.; Leghtas, Z.; Kontos, T. Theory of Interactions between Cavity Photons Induced by a Mesoscopic Circuit. Phys. Rev. B
2020, 102, 155105. [CrossRef]

44. Hwang, M.J.; Rabl, P.; Plenio, M.B. Dissipative Phase Transition in the Open Quantum Rabi Model. Phys. Rev. A 2018, 97, 013825.
[CrossRef]

45. Zhang, X.H.H.; Baranger, H.U. Driven-Dissipative Phase Transition in a Kerr Oscillator: From Semiclassical PT Symmetry to
Quantum Fluctuations. Phys. Rev. A 2021, 103, 33711. [CrossRef]

46. Leghtas, Z.; Touzard, S.; Pop, I.M.; Kou, A.; Vlastakis, B.; Petrenko, A.; Sliwa, K.M.; Narla, A.; Shankar, S.; Hatridge, M.J.; et al.
Confining the State of Light to a Quantum Manifold by Engineered Two-Photon Loss. Science 2015, 347, 853–857. [CrossRef]

47. Nigg, S.E.; Paik, H.; Vlastakis, B.; Kirchmair, G.; Shankar, S.; Frunzio, L.; Devoret, M.H.; Schoelkopf, R.J.; Girvin, S.M. Black-Box
Superconducting Circuit Quantization. Phys. Rev. Lett. 2012, 108, 240502. [CrossRef]

48. Breuer, H.-P.; Petruccione, F. The Theory of Open Quantum Systems; Oxford University: Oxford, UK, 2007.
49. Fradkin, E. Field Theories of Condensed Matter Physics; Cambridge University: Cambridge, MA, USA, 2013.
50. Cooper, F.; Mihaila, B.; Dawson, J.F.; Chien, C.-C.; Timmermans, E. Auxiliary-Field Approach to Dilute Bose Gases with Tunable

Interactions. Phys. Rev. A 2011, 83, 53622. [CrossRef]
51. Altland, A.; Simons, B.D. Condensed Matter Field Theory; Cambridge University Press: Cambridge, MA, USA, 2010.
52. Mandel, L.; Wolf, E. Optical Coherence and Quantum Optics; Cambridge University Press: Cambridge, MA, USA, 1995.
53. Gerry, C.C.; Hach, E.E. Generation of Even and Odd Coherent States in a Competitive Two-Photon Process. Phys. Lett. A

1993, 174, 185–189. [CrossRef]
54. Gilles, L.; Garraway, B.M.; Knight, P.L. Generation of Nonclassical Light by Dissipative Two-Photon Processes. Phys. Rev. A

1994, 49, 2785–2799. [CrossRef]
55. Gerry, C.C. Non-Classical Properties of Even and Odd Coherent States. J. Mod. Opt. 1993, 40, 1053–1071. [CrossRef]
56. Casteels, W.; Ciuti, C. Quantum Entanglement in the Spatial-Symmetry-Breaking Phase Transition of a Driven-Dissipative

Bose-Hubbard Dimer. Phys. Rev. A 2017, 95, 013812. [CrossRef]
57. Carmichael, H.J. Breakdown of Photon Blockade: A Dissipative Quantum Phase Transition in Zero Dimensions. Phys. Rev. X

2015, 5, 031028. [CrossRef]
58. Landau, L.D.; Lifshitz, E.M.; Pitaevskii, L.P. Statistical Physics, Part I; Pergamon: Oxford, UK, 1980.
59. Berges, J. Introduction to Nonequilibrium Quantum Field Theory. AIP Conf. Proc. 2004, 739, 3. [CrossRef]
60. Boettcher, I.; Pawlowski, J.M.; Diehl, S. Ultracold Atoms and the Functional Renormalization Group. Nucl. Phys. B Proc. Suppl.

2012, 228, 63. [CrossRef]
61. Berges, J.; Tetradis, N.; Wetterich, C. Non-Perturbative Renormalization Flow in Quantum Field Theory and Statistical Physics.

Phys. Rep. 2002, 363, 223. [CrossRef]
62. Brunelli, M.; Houhou, O.; Moore, D.W.; Nunnenkamp, A.; Paternostro, M.; Ferraro, A. Unconditional Preparation of Nonclassical

States via Linear-and-Quadratic Optomechanics. Phys. Rev. A 2018, 98, 063801. [CrossRef]
63. Lin, Y.; Gaebler, J.P.; Reiter, F.; Tan, T.R.; Bowler, R.; Sørensen, A.S.; Leibfried, D.; Wineland, D.J. Dissipative Production of a

Maximally Entangled Steady State of Two Quantum Bits. Nature 2013, 504, 415. [CrossRef]
64. Verstraete, F.; Wolf, M.M.; Ignacio Cirac, J. Quantum Computation and Quantum-State Engineering Driven by Dissipation. Nat.

Phys. 2009, 5, 633. [CrossRef]
65. Garbe, L.; Bina, M.; Keller, A.; Paris, M.G.A.; Felicetti, S. Critical Quantum Metrology with a Finite-Component Quantum Phase

Transition. Phys. Rev. Lett. 2020, 124, 120504. [CrossRef]
66. Andrews, R.W.; Peterson, R.W.; Purdy, T.P.; Cicak, K.; Simmonds, R.W.; Regal, C.A.; Lehnert, K.W. Bidirectional and Efficient

Conversion between Microwave and Optical Light. Nat. Phys. 2014, 10, 321–326. [CrossRef]
67. Curwen, C.A.; Reno, J.L.; Williams, B.S. Broadband Continuous Single-Mode Tuning of a Short-Cavity Quantum-Cascade

VECSEL. Nat. Photonics 2019, 13, 855–859. [CrossRef]

http://doi.org/10.1103/PhysRevA.95.043826
http://www.ncbi.nlm.nih.gov/pubmed/31093586
http://doi.org/10.1103/PhysRevB.102.155105
http://doi.org/10.1103/PhysRevA.97.013825
http://doi.org/10.1103/PhysRevA.103.033711
http://doi.org/10.1126/science.aaa2085
http://doi.org/10.1103/PhysRevLett.108.240502
http://doi.org/10.1103/PhysRevA.83.053622
http://doi.org/10.1016/0375-9601(93)90756-P
http://doi.org/10.1103/PhysRevA.49.2785
http://doi.org/10.1080/09500349314551131
http://doi.org/10.1103/PhysRevA.95.013812
http://doi.org/10.1103/PhysRevX.5.031028
http://doi.org/10.1063/1.1843591
http://doi.org/10.1016/j.nuclphysbps.2012.06.004
http://doi.org/10.1016/S0370-1573(01)00098-9
http://doi.org/10.1103/PhysRevA.98.063801
http://doi.org/10.1038/nature12801
http://doi.org/10.1038/nphys1342
http://doi.org/10.1103/PhysRevLett.124.120504
http://doi.org/10.1038/nphys2911
http://doi.org/10.1038/s41566-019-0518-z

	Introduction 
	Nonlinear Cavity Including Two-Photon Processes 
	Mean-Field Theory 
	Properties of the Steady State 
	Conclusions and Outlook 
	References

