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ABSTRACT
Objectives Nearly 20% of pregnancies in patients with 
SLE result in an adverse pregnancy outcome (APO). 
We previously developed an APO prediction model 
using logistic regression and data from Predictors of 
pRegnancy Outcome: bioMarkers In Antiphospholipid 
Antibody Syndrome and Systemic Lupus Erythematosus 
(PROMISSE), a large multicentre study of pregnant 
women with mild/moderate SLE and/or antiphospholipid 
antibodies. Our goal was to determine whether machine 
learning (ML) approaches improve APO prediction and 
identify other risk factors.
Methods The PROMISSE data included 41 predictors from 
385 subjects; 18.4% had APO (preterm delivery due to 
placental insufficiency/pre- eclampsia, fetal/neonatal death, 
fetal growth restriction). Logistic regression with stepwise 
selection (LR- S), least absolute shrinkage and selection 
operator (LASSO), random forest (RF), neural network (NN), 
support vector machines (SVM- RBF), gradient boosting 
(GB) and SuperLearner (SL) were compared by cross- 
validated area under the ROC curve (AUC) and calibration.
Results Previously identified APO risk factors, 
antihypertensive medication use, low platelets, SLE 
disease activity and lupus anticoagulant (LAC), were 
confirmed as important with each algorithm. LASSO 
additionally revealed potential interactions between LAC 
and anticardiolipin IgG, among others. SL performed the 
best (AUC=0.78), but was statistically indistinguishable 
from LASSO, SVM- RBF and RF (AUC=0.77 for all). LR- S, 
NN and GB had worse AUC (0.71–0.74) and calibration 
scores.
Conclusions We predicted APO with reasonable accuracy 
using variables routinely assessed prior to the 12th week 
of pregnancy. LASSO and some ML methods performed 
better than a standard logistic regression approach. 
Substantial improvement in APO prediction will likely be 
realised, not with increasingly complex algorithms but by 
the discovery of new biomarkers and APO risk factors.

SLE predominantly affects women and pres-
ents during their childbearing years. Pregnancy 
in patients with SLE, particularly those with 
antiphospholipid antibodies (aPL), is associ-
ated with increased risk for maternal and fetal 
morbidity and mortality. The clinical conse-
quences of abnormal placental development, 

inflammatory injury and placental hypoper-
fusion that can occur in lupus pregnancies 
affect the maternal/fetal dyad. These include 
pre- eclampsia in the mother, intrauterine fetal 
death, neonatal death, fetal growth restriction 
and preterm delivery due to placental insuffi-
ciency. Nearly 20% of pregnancies in patients 
with SLE result in an adverse pregnancy 
outcome (APO), despite quiescent lupus 
disease activity. Yet, there are no established 
instruments to predict outcomes in individual 

WHAT IS ALREADY KNOWN ON THIS TOPIC

 ⇒ All SLE pregnancies are intensely monitored given 
their increased risk for adverse outcomes (APO).

 ⇒ APO risk was previously modelled using logis-
tic regression and data from a large study of SLE 
pregnancies (Predictors of pRegnancy Outcome: bio-
Markers In Antiphospholipid Antibody Syndrome and 
Systemic Lupus Erythematosus (PROMISSE)).

 ⇒ Complex machine learning (ML) approaches are in-
creasingly used for prediction of patient outcomes, 
but little is known about their utility in comparison to 
standard statistical models, particularly in predicting 
APO in SLE pregnancies.

WHAT THIS STUDY ADDS

 ⇒ In the PROMISSE dataset, ML methods did not offer 
clear improvement over penalised regression- based 
approaches in identifying pregnancies with APOs.

 ⇒ Novel interaction effects, including between lupus 
anticoagulant and anticardiolipin IgG, were identified 
via penalised regression to be validated in future 
studies.

HOW THIS STUDY MIGHT AFFECT RESEARCH, 
PRACTICE OR POLICY

 ⇒ A highly interpretable penalised regression approach 
provides a simple APO predictive model for SLE preg-
nancies using routinely collected patient information 
to be further validated in new patient datasets.

 ⇒ While larger SLE pregnancy databases would be 
beneficial, further improvements to this APO predic-
tive model will likely require the discovery of new 
biomarkers and risk factors.
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patients. Thus, all SLE pregnancies are intensely moni-
tored at an emotional cost to patients and financial cost 
to society. Furthermore, without validated risk stratifica-
tion models, trials to prevent APOs are challenging to 
design and execute. The ability to identify, early in preg-
nancy, patients at high risk of APO would enhance our 
capacity to manage these patients and conduct trials of 
new treatments to prevent pre- eclampsia and placental 
insufficiency. At the same time, the costly and intensive 
monitoring during pregnancy, as well as patient stress, 
could be reduced for those identified with high confi-
dence to be at very low risk of APO.

The Predictors of pRegnancy Outcome: bioMarkers 
In Antiphospholipid Antibody Syndrome and Systemic 
Lupus Erythematosus (PROMISSE) study is the largest 
multicentre, multi- ethnic and multiracial study to date 
to prospectively assess clinical and laboratory predictors 
of APO in women with SLE and/or aPL with inactive or 
mild/moderate disease activity at conception. We previ-
ously analysed the PROMISSE data from the first trimester 
using standard logistic regression and identified lupus anti-
coagulant (LAC+), current use of antihypertensive medica-
tion, SLE disease activity, low platelets and non- white race 
as significant baseline predictors of APO.1 Logistic regres-
sion has been widely applied in clinical and epidemiolog-
ical studies to assess predictors of a binary outcome (eg, 
APO, no APO), and yields easily interpretable results, in 
the form of ORs, of the association of each predictor in the 
model with the outcome. While our previously published 
logistic regression model for APO was shown to perform 
reasonably well, more complex functions of the predictor 
variables, such as interactions, were not considered, and 
logistic regression cannot capture potentially important 
relationships between predictors and the outcome unless 
they are explicitly characterised in the model a priori. As 
a result, the current model may have underfit the data 
producing biased estimates of APO risk.

‘Black box’ machine learning (ML) algorithms, capable 
of fitting complex and flexible models without explicit 
specification, are increasingly used in medicine for diag-
nostic and predictive purposes. For example, random 
forest was successfully used to predict lupus disease 
activity using gene expression data, and gradient boosting 
was used to predict lupus nephritis flares.2 3 In this paper, 
we aimed to determine whether ML methods improve the 
ability to predict APO in patients with SLE based on data 
obtained early in pregnancy. We also compared the most 
important APO predictors identified with each method 
and our original model to obtain a more complete 
understanding of the major risk factors for APOs and to 
generate hypotheses for future studies that would inform 
the development of strategies to mitigate APO risk in 
patients with lupus.

METHODS
PROMISSE data
The training data to fit the ML prediction models was 
from PROMISSE, a multicentre, prospective observational 

study of pregnancies in women with SLE (≥4 revised Amer-
ican College of Rhematology criteria),4 women with SLE 
with and without aPLs, aPLs alone and healthy women at 
low risk for APOs (≥1 successful pregnancy, no prior fetal 
death and<2 miscarriages at <10 weeks’ gestation). Preg-
nant women at <12 weeks’ gestation were enrolled in the 
National Institute of Arthritis and Muscloskeletal and Skin 
Diseases (NIAMS)- funded study between September 2003 
and December 2012; additional patients, not included in 
previous reports, were enrolled until 2018. This paper 
focuses on data from the 385 patients with SLE (with or 
without aPL) currently available in PROMISSE.

Inclusion criteria for enrolment were singleton intra-
uterine pregnancy, age 18–45 years and haematocrit 
>26%. To identify risk factors for APOs specifically attrib-
utable to lupus and/or aPLs, exclusion criteria were 
prednisone use >20 mg/day, urinary protein/creatinine 
ratio >1000 mg/g, erythrocyte casts on urinalysis, serum 
creatinine level >1.2 mg/dL, diabetes mellitus and blood 
pressure >140/90 mm Hg at screening. aPL (LAC, anti-
cardiolipin (aCL) IgG and IgM and anti-β2GPI IgG and 
IgM) assays were performed in core labs, and positivity 
was defined as previously described.5

The primary outcome, APO, is a composite end point 
that includes (1) unexplained fetal death after 12 weeks’ 
gestation; (2) neonatal death before hospital discharge 
due to complications of prematurity and placental insuf-
ficiency; (3) preterm delivery at <36 weeks’ gestation due 
to gestational hypertension, pre- eclampsia or placental 
insufficiency and (4) small for gestational age neonate 
(<5th percentile).

Patient variables
The original PROMISSE dataset consisted of demo-
graphic, clinical and laboratory variables of interest. Our 
goal is to develop an APO clinical prediction tool that can 
be used by physicians practising in different specialties 
and by patients. Therefore, we focused on 41 predictor 
variables routinely assessed in the clinical management 
of patients with SLE: demographic characteristics (age, 
ethnicity, race, body mass index), clinical history (SLE 
criteria, renal status, thrombosis history), baseline clin-
ical and laboratory values (blood pressure, platelets, 
urine protein/creatinine ratio, lupus serologies, aPL 
tests), medications and disease activity measures (online 
supplemental table 1). Other potential risk factors and 
biomarkers (ie, angiogenic factors, complement activa-
tion products) were considered, but not included because 
they were deemed to be more costly, time consuming, 
invasive or impossible to assess in routine care. Only the 
first measurement obtained during the first trimester 
from each patient was analysed to enable early identifica-
tion of those at highest risk of APO and to maximise the 
time window for potentially intervening and improving 
their outcomes.

No variables in the dataset were missing in >10% of 
patients; however, 98 (25.4%) patients were missing at 
least one variable, and 34 (8.8%) were missing at least two. 

https://dx.doi.org/10.1136/lupus-2022-000769
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We used a single iteration of the multivariate imputation 
by chained equations procedure6 to obtain a complete 
dataset of 385 patients and 41 predictors.

To explore potential interactions between predictor 
variables, an expanded dataset consisting of the primary 
41 clinical covariates, plus an additional 820 pairwise 
interaction terms, was also generated. All variables were 
centred and scaled prior to analysis.

Predictive algorithms
We evaluated the performance of standard logistic regres-
sion with stepwise variable selection (LR- S), penalised 
logistic regression via least absolute shrinkage and selec-
tion operator (LASSO), random forest (RF), support 
vector machines with radial basis function kernel (SVM- 
RBF), gradient boosting (GB), neural networks (NN) and 
SuperLearner (SL). All of these algorithms generate a 
continuous estimate of APO risk between 0 and 1 for each 
patient, with higher values indicating higher predicted 
risk. Using the same logistic regression framework, LR- S 
iteratively selects predictors that have statistically signifi-
cant associations with APO after adjusting for the other 
variables in the model, while LASSO shrinks regression 
coefficients towards zero, dropping predictor variables 
with coefficients exactly equal to zero from the model to 
yield a simpler model.7 8 We note that our earlier APO 
prediction model used a variation of LR- S with variable 
selection based on both statistical significance and clin-
ical factors.1 NN predicts outcome based on a weighted 
combination of models (neurons) within hidden layers 
and can model higher- order interactions and complex 
relationships depending on the network architecture.9 
We considered a NN with three neurons (NN- 1) and 
another NN with two hidden layers (NN- 2), with the first 
layer containing three neurons and the second containing 
two neurons. SVM- RBF finds the best way to separate 
APO from non- APO in an expanded variable space that 
includes complex functions of the original input variables 
with the use of a radial basis function kernel.10 RF builds 
an ensemble of independent classification trees using 
perturbed versions of the same dataset and a random 
selection of variables for tree- building11; the final predic-
tion for an individual using RF is based on the proportion 
of votes across the ensemble members that predict APO 
for that subject. GB is an ensemble of ‘shallow’ decision 
trees, where trees are grown sequentially, with the next 
tree minimising the loss of the previous tree.12 Finally, SL 
is an ensemble method that combines predictions from 
a diverse set of models using optimised weights.13 In this 
study, we included RF, LASSO, GB and SVM- RBF classi-
fiers in the ensemble. Hyperparameters for each method 
were determined through internal cross- validation (CV). 
Algorithms and simulations were conducted in R V.10.4.14

Algorithm performance
To evaluate the performance of each modelling approach, 
we used 5×10- fold CV, with performance summaries 
representing the average across five independent 10- fold 

CVs.15 Within each of the five runs, the 10- fold CV is 
conducted by randomly splitting the data into 10 distinct 
groups (folds). For each fold k (k=1, 2, … 10), patients 
in k are treated as the test set, while a model is estimated 
on the remaining 90% of the data not in k. This process 
is repeated 10 times so that predictions for any specific 
individual is based on a model developed and estimated 
without including that individual’s data in the training set. 
Within each of the 10 CV folds, model building and esti-
mation are performed independently. Model discrimina-
tion for each algorithm was computed based on the cross- 
validated area under the receiver operating characteristic 
curve (AUC) and 95% CIs.16 Additionally, we computed 
sensitivity and specificity at an optimal cut- point based on 
maximising the sum of sensitivity and specificity across 
all candidate cut- points (Youden index). To assess model 
calibration, we evaluated the Brier score, which is the 
average of the squared difference between the model- 
based prediction and actual outcome (0=non- APO, 
1=APO). We additionally computed a reliability score 
by separating predictions into four equidistant bins of 
predicted APO risk (≤25%, 26%–50%, 51%–75%, >75%), 
and computing the average squared difference between 
actual APO rates versus the binned predictions.17 The 
sample size and number of APO events precluded the 
use of narrower bins. Low Brier and reliability scores are 
consistent with well- calibrated models. We also computed 
the Spiegelhalter Z- test statistic for goodness of fit, which 
tests for extreme values of the Brier score; p values <0.05 
indicate poor calibration.18

Variables retained and importance
We examined the number of predictors or features 
retained by each algorithm using the full PROMISSE 
dataset. Given similar performance, a more parsimonious 
model is clearly preferred over a larger and more complex 
model for greater ease of use and interpretation. Variable 
importance was examined for the two tree- based methods 
(RF and GB), penalised regression (LASSO) and SVM via 
a permutation- based method that computes the reduc-
tion in AUC when each variable is permuted and thus 
offers no prognostic information.19 To explore two- way 
interaction effects, we performed LASSO regression 
using the expanded dataset with all pairwise interactions.

Patient and public involvement
This study represents a secondary data analysis of the 
existing PROMISSE dataset, therefore it was not possible 
to involve patients or the public in the design, or conduct, 
or reporting, or dissemination plans of our research.

RESULTS
Among the 385 patients with SLE in the PROMISSE 
dataset, 71 (18.4%) experienced an APO. A detailed 
description and statistical summary of the demographic, 
clinical and laboratory characteristics of the PROMISSE 
patients with lupus were previously reported.1
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Algorithm performance
Discrimination
SL, the ensemble method that combines predictions from 
four different algorithms, demonstrated the best overall 
ability to discriminate APO from non- APO, with an AUC 
of 0.78 (table 1). LASSO, RF and SVM- RBF showed similar 
high discrimination performance, with each yielding an 
AUC of 0.77, followed by LR- S and NN- 1 with AUCs of 
0.74 for both. NN- 2 (AUC=0.71) and GB (AUC=0.73) 
had the lowest AUCs and were significantly worse than 
SL (NN- 2 vs SL: p=0.001; GB vs SL: p=0.01). The four 
methods with the highest AUCs in table 1: SL, LASSO, RF 
and SVM- RBF were statistically indistinguishable.

Sensitivity (proportion of correctly identified APOs) 
was highest with RF (0.75) and SVM- RBF (0.75), and 
lowest with the two regression methods (0.64–0.67). The 
opposite was observed with the results for specificity (the 
proportion of non- APOs that were correctly identified), 
which was highest with the regression- based methods 
(0.78–0.79) and lowest with GB (0.68), RF (0.71) and 
SVM- RBF (0.74). SL showed reasonable levels of both 
sensitivity (0.71) and specificity (0.77), which is expected 
since it had the highest overall AUC. A woman classified 
as ‘high risk’ by SL has a 41% predicted probability of 
having an APO (positive predictive value), while a woman 
classified as ‘low risk’ for an APO has a 92% predicted 
probability of not experiencing an APO (negative predic-
tive value).

Calibration
The four algorithms that showed the best discrimination 
performance (SL, LASSO, RF, SVM- RBF) were also the 
best calibrated based on the Brier and reliability scores 
(table 2). The ensemble SL method was again the top 

performer among all algorithms. Calibration was the 
poorest for standard logistic regression and the two NN 
approaches; these methods had the worst Brier scores 
(0.14–0.18), worst reliability (0.013–0.054) and a statisti-
cally significant lack of fit (p<0.0001 for each model).

The degree of calibration was further characterised for 
each algorithm by dividing subjects into four subgroups 
defined by model predicted APO risk level (≤25%, 
26%–50%, 51%–75%, >75%) and evaluating whether the 
actual proportion of subjects who had an APO in that 
subgroup (ie, observed APO risk) was within the predicted 
range for that group. SL is well calibrated because the 
proportion who had an APO was consistent with the SL 
predicted risks in all four subgroups. In contrast, LR- S, 
NN- 1 and NN- 2 tended to overestimate the APO risk 
for the subgroup of patients with the higher predicted 
risks (51%–75%, >75%). In general, agreement between 
observed and predicted risk was closest for SL, LASSO, RF 
and SVM- RBF, which is consistent with the results using 
the other calibration metrics. In women classified as low 
predicted APO risk (≤25%), the observed rate of APO was 
consistently low across all algorithms (9%–13%).

Model size
Among the 41 total predictor variables, LR- S retained 
an average of 14 variables while LASSO retained 22. 
The other algorithms considered do not automatically 
perform model selection and therefore generate APO 
predictions using all 41 variables.

Variable importance
Our previously reported APO prediction model using 
logistic regression with variable selection based on clin-
ical and statistical consideration included LAC positivity, 

Table 1 Model discrimination*

Model AUC (95% CI) Sensitivity† Specificity† PPV NPV

Regression models

  Stepwise selection (LR- S) 0.74 (0.68 to 0.82) 0.64 0.79 0.41 0.91

  Penalised (LASSO) 0.77 (0.71 to 0.83) 0.67 0.78 0.41 0.91

Neural networks (NN)

  One hidden layer (NN- 1) 0.74 (0.67 to 0.80) 0.65 0.75 0.39 0.90

  Two hidden layers (NN- 2) 0.71 (0.64 to 0.79) 0.61 0.78 0.37 0.90

Tree- based

  Random forest (RF) 0.77 (0.71 to 0.83) 0.75 0.71 0.37 0.93

  Gradient boosting (GB) 0.73 (0.66 to 0.79) 0.69 0.68 0.33 0.91

Support vector machine (SVM)

  SVM- RBF 0.77 (0.70 to 0.84) 0.75 0.74 0.39 0.93

Ensemble

  SuperLearner (SL) 0.78 (0.72 to 0.84) 0.71 0.77 0.41 0.92

*Average across five independent, 10- fold cross- validations.
†At an optimal cut- point found for each algorithm and iteration.
AUC, area under the curve; LASSO, least absolute shrinkage and selection operator; LR- S, logistic regression wih stepwise selection; NPV, 
negative predictive value; PPV, positive predictive value.
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current antihypertensive use, Physician Global Assess-
ment (PGA) score >1, decreasing platelet count and 
race/ethnicities other than non- Hispanic white as signif-
icant risk factors for APO.1 The utility and stability of 
these patient characteristics as predictors of APO risk 
were largely confirmed here, with platelet count, LAC 
positivity, antihypertensive use and PGA score appearing 
in the majority, if not all, of the lists of top 10 most impor-
tant variables identified by the best performing algo-
rithms (figure 1). Although non- Hispanic white was not 
included among the top 10 for any of the methods, it was 
in the middle range of ranks for all methods. One of the 
most consistently important variables, LAC+ was preva-
lent in 8% of PROMISSE patients. For a ‘typical’ LAC+ 
patient (ie, with the other patient characteristics set to the 
mean values in the study population), the predicted APO 
risk using LASSO, RF, SVM and SL ranged from 0.46 to 
0.54, compared with 0.03–0.11 for a LAC− patient. If both 
LAC+ and PGA >1 are present, the predicted APO risk 
across the four algorithms increases to 0.56–0.85. Diastolic 
blood pressure was identified as one of the top two most 
important predictors in all algorithms, with higher values 
associated with an increased risk of APO. PROMISSE 
patients with baseline diastolic blood pressure above the 
study median value (67 mm Hg) were observed to have 
an APO rate of 27%, compared with 9.5% in women with 
levels below the median. Higher diastolic and systolic 
values were also associated with antihypertensive use, a 
previously identified risk factor for APO.

LASSO was applied to analyse the expanded dataset 
that additionally included all possible pairwise interac-
tions between predictor variables. LASSO was used for this 
analysis because it addresses the overfitting and multicol-
linearity that can occur with a large number of predictors 
by shrinking the regression coefficients of unimportant 
predictors to zero, thereby producing a simpler and more 
interpretable model with a reduced set of variables. After 
diastolic blood pressure, the LAC×aCL IgG interaction 
was identified as the second most important variable by 
LASSO, suggesting that the relationship of LAC status 
with APO risk is modified by aCL IgG status and vice 
versa. This interaction is also apparent by considering 
the observed APO rates in the four subgroups defined by 
LAC and aCL IgG status: 71.4% among LAC+/aCL IgG+, 
33.3% among LAC+/aCL IgG−, 7.1% among LAC−/aCL 
IgG+ and 16.3% among LAC−/aCL IgG−. These results 
correspond to an OR for the association of LAC status with 
APO of 32.1 among the aCL IgG+, but 2.6 among the aCL 
IgG−, indicating that the relationship of LAC and APO, as 
quantified by the OR, is considerably stronger among the 
aCL IgG+. When considered alone, aCL IgG status was not 
among the 10 most important variables identified by any 
algorithm. In addition, the interactions between C3 and 
history of pregnancy morbidity, and hydroxychloroquine 
use and SSB (La) antibodies were among the top predic-
tors identified in the expanded dataset. It is important 
to note that while using the expanded dataset did not 
improve the overall performance of LASSO to predict 

Table 2 Model calibration

Model

Calibration measures* APO predicted risk†

Brier‡ Reliability‡ P value§ 1 (low) 2 3 4 (high)

Regression models Actual APO rate*

  Stepwise- selection (LR- S) 0.14 0.013 <0.001 0.11 0.35 0.38 0.64

  Penalised (LASSO) 0.13 0.007 0.13 0.11 0.40 0.39 0.74

Neural networks (NN)

  One hidden layer (NN- 1) 0.16 0.033 <0.001 0.12 0.27 0.40 0.49

  Two hidden layers (NN- 2) 0.18 0.054 <0.001 0.11 0.29 0.32 0.43

Tree- based

  Random forest (RF) 0.13 0.004 0.55 0.09 0.35 0.47 1.00¶

  Gradient boosting (GB) 0.14 0.009 0.19 0.13 0.33 0.38 0.83

Support vector machine 
(SVM)

  SVM- RBF 0.13 0.005 0.62 0.10 0.40 0.61 0.61

Ensemble

  SuperLearner (SL) 0.12 0.003 0.82 0.09 0.40 0.60 0.75

*Average across five independent, 10- fold cross- validations.
†APO predicted risk: 1: ≤25%, 2: 26%–50%, 3: 51%–75%, 4: >75%.
‡Agreement between predicted and observed APO; low scores indicate better agreement.
§P<0.05 indicates lack of fit using Spiegelhalter goodness- of- fit test.
¶Only one individual (who experienced an APO) had a prediction >75%.
APO, adverse pregnancy outcome; LASSO, least absolute shrinkage and selection operator; LR- S, logistic regression wih stepwise selection.
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APO (AUC=0.74, 95% CI: (0.67 to 0.81)) compared with 
the original dataset, clinically interesting and novel inter-
actions were discovered when these terms were explicitly 
included in the model.

DISCUSSION
Development of accurate and validated models for 
predicting health outcomes in individual patients is of 
increasing interest in many disease areas because of their 
potential use for devising more effective treatment strat-
egies tailored to specific risk profiles, and for identifying 
high- risk patients who would benefit from enrolment in 
clinical trials of new therapies. Different statistical and 
ML approaches for predicting clinical outcomes have 
been proposed and applied in various settings, but no 
method has shown to perform consistently better than 
others in all circumstances. In addition, the methods 
have different pros and cons with respect to interpreta-
bility of results, ease of implementation of the algorithm 
and information generated about the underlying rela-
tionships between predictors and outcomes.

Our primary question here was whether APO predic-
tion in patients with lupus using data obtained in the 
first trimester and standard logistic regression could be 
improved by applying more flexible ML methods. The 
usual logistic regression approach was found to substan-
tially overestimate the risk of APO for certain subgroups 
of patients. This lack of calibration could be an important 
weakness if the intended use of the model is to accurately 

estimate the probability that an individual patient will 
develop APO, not just to differentiate between patients 
who will and will not have the event. LASSO and ML 
methods showed superior calibration and discrimination 
compared with standard logistic regression.

However, despite the good performance of several of 
the ML approaches (RF, SVM- RBF, SL), a major disad-
vantage is that unlike regression- based methods, that 
clearly specify the mathematical relationship between the 
predictor variable and the outcome, these black box ML 
approaches do not provide any quantitative measures of 
the magnitude of the associations of individual factors 
with APO risk. While the factors can be ranked by vari-
able importance using the permutation- based approach 
we applied here, estimates of the actual degree to which a 
predictor increases or decreases risk are essential if a goal 
is to better understand the processes and mechanisms 
underlying the development of APO and to assess the 
potential efficacy of risk mitigation strategies targeting 
those risk factors. ML methods also do not perform vari-
able selection automatically and require the complete 
set of 41 patient variables to generate predictions of risk 
without further modification, which makes them less 
practical to implement in the real world, for example, as 
an online risk calculator.

LASSO, a regression- based approach that uses 
‘shrinkage’ to reduce model complexity and prevent 
overfitting, performed better than standard logistic 
regression with stepwise selection and similarly to ML 

Figure 1 Bar graph of the top 10 predictors of adverse pregnancy outcomes (APO) using the PROMISSE dataset for 
(A) penalised regression (least absolute shrinkage and selection operator (LASSO)), (B) support vector machine (SVM- RBF), 
(C) random forest (RF) and (D) gradient boosting (GB). Variables are each ranked by the average reduction in area under the 
receiver operating characteristic curve (AUC) after 10 permutation iterations. aCL, anticardiolipin; BP, blood pressure; Hx, 
history; LAC, lupus anticoagulant.
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methods in predicting APO. Our findings are consistent 
with recent20–23 and past studies,24 demonstrating that in 
many clinical applications, the risk of the outcome can be 
adequately specified as a simple additive function of clin-
ical features using a regression framework; more compli-
cated modelling approaches are not necessarily better 
at finding novel relationships, fitting the data at hand 
or generalising to different patient populations.25 The 
reasons for this may be related to pathological mechanism 
or specific characteristics of the datasets, such as sample 
size. Regardless, the strong relative performance of 
LASSO compared with the other ML methods is notable, 
given the advantages of former approach: greater inter-
pretability and more insights about important predictor 
variables, potentially fewer input variables needed to 
generate future predictions and potentially more prac-
tical implementation as a risk calculator.

A limitation of this study is that PROMISSE study 
examined singleton pregnancy outcomes in women 
with mild or moderate SLE disease at conception and 
without hypertension and diabetes; predictive perfor-
mances of the algorithms considered may not generalise 
to a higher risk population of women with more severe 
disease or comorbidities. Our sample size is also relatively 
small, limiting the ability to detect complex patterns in 
the data even with the powerful ML algorithms, and to 
precisely estimate model performance. An important 
next step is to externally validate these results using data 
from independent SLE pregnancy cohorts that we are 
in the process of obtaining. Finally, we defined APO as 
a composite of several different outcomes; future studies 
with a larger number of APO events would enable explo-
ration of event- specific risk factors and prediction.

We were able to predict APO events with reason-
able accuracy using SLE patient characteristics that are 
routinely assessed prior to the 12th week of pregnancy. 
The most important predictors consistently observed 
across the majority of algorithms included LAC positivity, 
PGA score, diastolic blood pressure, current antihyper-
tensives use and platelet count, which both confirms our 
previously reported APO risk factors and identifies addi-
tional risk factors that may also be important for APO 
prediction. Subtle increases in first trimester diastolic 
blood pressure and/or the requirement of antihyperten-
sives may reflect endothelial dysfunction and increased 
vulnerability to antiangiogenic factors produced by the 
placenta. We also obtained preliminary findings about 
interactions between predictor variables that should be 
confirmed in future studies. The interaction between 
LAC+ and aCL IgG is particularly interesting, because 
retrospective studies in patients with primary APS have 
shown that positivity for multiple APLs (LAC, aCL and 
anti-β2GPI) is associated with higher risk for APO than 
single positive.26–29 Identification of an interaction effect 
using LASSO suggests enhanced APO risk due to LAC 
when aCL IgG is also present. That LAC and another APL 
increases probability of pregnancy morbidity beyond that 
of LAC alone is supported by the EUREKA algorithm.30 

EUREKA revealed that LAC and anti-β2GPI IgG provided 
the highest risk for APO. In contrast to the current 
report, EUREKA included pregnancy loss <10 weeks as an 
outcome and only 17% of the patients had SLE.

Finally, it should be emphasised that the PROMISSE 
dataset contains all currently known real- world patient 
characteristics and risk factors associated with adverse 
pregnancy outcomes in patients with SLE. Using these 
features as input variables, the maximum AUC that was 
achieved with the algorithms we evaluated was nearly 
0.8, which is generally considered moderate to excel-
lent performance for discrimination.31 Furthermore, 
this AUC is similar in magnitude to reported AUCs of 
other published predictive models for various outcomes 
in patients with SLE.2 3 32–34 In our view, further improve-
ment beyond this level in the ability to identify patients 
with SLE at high risk of APO will likely be realised not 
through increasingly complicated and opaque algorithms 
or more complex mathematical formulations of existing 
predictors, but rather by conducting additional research 
to discover new biomarkers and risk factors for APO.
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