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Digital signage is widely utilized in digital-out-of-home (DOOH) advertising for marketing and business. Recently,
the combination of the digital camera and digital signage enables the advertiser to gather the audience de-
mographic for audience measurement. Audience measurement is useful for the advertiser to understand the
audience's behavior and improve their business strategies. When an audience is facing the digital display, the
vision-based DOOH system will process the audience's face and broadcast a personalized advertisement. Most of
the digital signage is available in an uncontrolled environment of public areas. Thus, it poses two main challenges
for the vision-based DOOH system to track the audience's movement, which are multiple adjacent faces and
occlusion by passer-by. In this paper, a new framework is proposed to combine the digital signage with a depth
camera for tracking multi-face in the three-dimensional (3D) environment. The proposed framework extracts the
audience's face centroid position (x, y) and depth information (2) and plots into the aerial map to simulate the
audience's movement that is corresponding to the real-world environment. The advertiser can further measure the
advertising effectiveness through the audience's behavior.

1. Introduction

In recent years, digital signage is widely developed for DOOH
advertising. Digital signage can be found in public areas such as shopping
malls, airports, stations, and retail shops [1, 2, 3]. The digital signage has
an advantage over the traditional signage, which is able to show different
multimedia content as requested by the advertiser. Most of the digital
signage are designed with the display screen and computer equipment to
deliver the message to the public [3, 4]. Instead of using static images, a
variety of changeable content, such as video, audio, and animation are
normally used to attract the audience's attention [5, 6].

Many types of research about vision-based DOOH systems have been
studied and implemented to collect the audience measurement with
digital cameras [1, 7, 8, 9]. The audience measurement metric includes
the number of audiences, time duration, distance, and height. It helps the
advertiser to understand the audience's behavior and measure the
effectiveness of advertising. Thus, the vision-based DOOH system is
equipped with a digital camera for collecting the ambient information in
real-time. The ambient information includes the people that pass-by or
stays in front of the display. Whenever the vision-based DOOH system
detects an audience's face, it requires to show a personalized advertise-
ment in the shortest time [10]. Therefore, the computational power for
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face detection and tracking algorithms indirectly affect the responsive-
ness of the vision-based DOOH system for real-time targeted advertising
[11].

In such an uncontrolled environment of the public areas, there are
two main challenges that need to be handled by the vision-based DOOH
system. The phenomenon where people generally walking alone or
together in a group shows the single or multi-person interaction in an
uncontrolled environment. When a group of audiences is facing the
digital display, the faces that are nearby each other may merge together
and are generally treated as a single audience in the counting and
tracking procedure [12, 13, 14]. Since the aforementioned digital
signage is available in an uncontrolled environment, the passer-by may
occasionally occlude the audience who is watching the advertisement.
The presence of passer-by will create an obstacle for face detection and
tracking algorithms to process the audience's face. Figure 1 demonstrates
the sequence of scenes for both of the aforementioned challenges in an
uncontrolled environment.

This paper presents a new framework of vision-based DOOH system
that utilizes a depth camera to address the challenges of multiple adja-
cent faces and passer-by occlusion in the uncontrolled environment.
DOOH advertising system is commonly equipped with a screen display
and limited performance of processor hardware. The integration of the
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Figure 1. The sequence of the video frames in an uncontrolled environment for (a) multiple adjacent audiences and (b) occlusion by a passer-by.

depth camera is specially designed to detect the audience's face within
the region-of-interest (ROI) before determining a personalized adver-
tisement for the audience. The computational power for the vision-based
DOOH system indirectly affects the responsiveness of targeted adver-
tising to the presence of the audience in ROI.

Figure 2 shows the bounded ROI used in the proposed framework to
discover the presence of the audience. The area of ROl is restricted within
0.5 meter (m) of minimum distance and 2.5m of maximum distance from
the digital signage. The vision-based DOOH system detects the audience's
face and extracts the depth information (distance) within the ROI. The
face information generally contains the two-dimensional (2D) position
(x, ¥). The integration of depth information (z) with the 2D-position is
determined as 3D-position (x, y, 2) for face tracking.

Figure 3 illustrates the processing flow of the proposed 3D face
tracker. During the advertisement broadcasting, the face of the audience
who stands within the ROI is detected by the depth camera. Each
detected audience in the same video frame is labeled and assigned to an
independent tracker path. The proposed 3D face tracker processes the
audience's face based on the 3D-position (x, y, z). When each advertise-
ment broadcast is completed, the audience trajectory is recorded into the
aerial map based on the tracker path. The aerial map simulates the

Digital signage

region of interest
(ROI)

Figure 2. The ROI of the proposed framework is bounded within (a) 0.5m of
minimum distance, and (b) 2.5m of maximum distance from the digital signage.

movement of the audience when he/she is watching the advertisement.
Consequently, the advertiser can measure the targeting effect of adver-
tisements based on the audience's behavior.

The contributions in this paper are summarized as the following: 1) a
proposed framework for DOOH system that utilized the RGB-D camera to
detect and track multiple audiences; 2) a new 3D face tracker that inte-
grated the depth (z) with xy-position; 3) a new mapping method to
simulate the audience's real-world movement in the aerial map. In this
paper, Section 2 describes the related work about the method used by the
existing vision-based DOOH system. Section 3 describes the proposed
framework with the face tracking algorithm and aerial map mapping
method. The experimental setup and results are recorded in Section 4.
Lastly, the conclusion is remarked in Section 5.

2. Related works

The DOOH system usually installed in the public area with a high
population of audiences. Most of the companies are focusing on digital
advertising to promote their product to the anonymous audience. How-
ever, the companies unable to verify whether the message of the product
is delivered to the targeted audience. The vision-based DOOH system
which incorporates a digital camera can provide various information
about the audience and ambient information. It allows the companies to
analyze the advertising effectiveness towards business improvement.

Several vision-based DOOH systems had been studied for collecting
the ambient information in the public space. Ravnik and Solina proposed
to process the spatial localization of the audience using a single
monocular camera [1, 15]. The audience temporal, spatial, and de-
mographic including dwell time, distance, and gender are extracted. The
distance of the audience is determined by measuring the interpupillary
distance on the audience's face. The measurement of the audience's
interpupillary distance required a more complex algorithm to improve
the accuracy of the audience's location. Thus, it needs more computa-
tional power to execute the algorithm in real-time processing.

Due to the technology enhancement of the digital camera, a depth
sensor is integrated to provide the depth information (z). Hyun et al.
utilized the Kinect Sensor to extract the audience's depth information,
height, and moving direction [8]. OpenCV is applied to process the face
information for gender and age classification. However, the number of
the detected face is restricted because the Kinect Sensor is only able to
support the height and depth extraction for a maximum of six people.

In a vision-based DOOH system, face detection is the initial step used
for gathering the audience measurement. Face detection is basically used
to locate and detect the presence of an audience's face in the video frame.
Face detection algorithms can be separated into two categories, which
are handcrafted feature-based and learned based methods [16, 17]. The
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Figure 3. The processing flow of the proposed 3D face tracker.

handcrafted feature-based method detects the face based on the basic
features present in the facial region. Skin color detection is one of the
commonly-used handcrafted features [11, 16]. On the other hand, the
learned-based method is computed using a deep learning algorithm with
a number of training samples. The learned-based method is more robust
in handling multiple challenges but requires more computational time as
compared to the handcrafted feature-based method [17].

Over the past decade, deep learning algorithm becomes a trend in the
computer vision research field which achieves a high accuracy result as
compared to the handcrafted feature-based method [34, 35, 36]. The
deep learning algorithm extracts the image features by using a neural
network to classify the features into several classification layers. It allows
the computer to learn the unique feature of the face to distinguish or
recognize the person's face. P. Nithin et al. [37] proposed an interactive
face tracking robot with face recognition through a deep learning algo-
rithm. The system performs face detection using Caffe deep learning
framework and applied the local binary pattern (LBP) histogram algo-
rithm for face recognition. It performs the face tracking if the detected
person is recognized and matched to the face in the dataset. The various
handcrafted feature-based methods such as LBP and Viola-jones are
compared with the deep learning algorithm to evaluate the face detection
performance. The deep learning algorithm achieves a better accuracy but
it requires more computational power and time as compared with other
handcrafted feature-based methods. The result shows that the
Viola-Jones algorithm with Haar-like feature achieves a lower value on

memory usage, latency, and processing delay which enables it to process
more frames as compared to the deep learning algorithm.

The Viola-Jones algorithm has been proven to apply in real-time due
to the rapid computation and simplicity of face feature extraction with
the best feature selection [17]. It is introduced by Paul Viola and Michael
Jones in the year 2001 for robust human face detection. It combines the
Haar-like feature using the integral image, Adaboost, and cascade clas-
sifier [18, 19]. Dang described that the Viola-Jones algorithm achieves
better performance in the aspect of precision and recall results as
compared to other face detection methods such as Successive Mean
Quantitative Transform (SMQT), neural network and support vector
machine (SVM) [20]. Although the Viola-Jones algorithm achieved a
high detection rate, the challenges including head pose, occlusion by
other objects, and lighting conditions are still reducing the positive
detection rate [11,21,22].

The skin color feature is incorporated to face detection because skin
color is invariant to face size, pose, and expression [23, 24]. Therefore,
the skin color feature increased the positive detection rate. Lucena et al.
applied the skin color feature in the post-processing method to improve
the performance of face detection [25]. Subsequently, Nusirwan et al.
[26] combine several color tones of human skin to achieve a higher skin
detection rate. However, the performance is affected when the back-
ground color is having a similar color region with the skin color. This
issue is also highlighted in our recent paper, where the depth camera is
used to verify the detected human face within the ROI [27]. The detec-
tion rate and computational time of the skin color processing with face
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detection are tested with single and multiple person scenes. The
RGB-H-CbCr color model achieved 88% detection rate and computa-
tional time as short as 15 ms for multi-face processing.

Once the audience's face is verified, the face tracking algorithm is
implemented to record the audience trajectory within the ROI. The mean
shift is one of the famous algorithms used for face tracking [28]. It is
implemented by continually computing the new xy-position for the target
in the search window until there is no significant position shift in the next
frame [29]. The size of the search window is constant no matter the
target is far from or near to the camera [28, 30]. However, it will lose the
target if the target's size changes.

Q.Cao et al. mentioned that Camshift is a robust algorithm for color-
based tracking in real-time applications [29, 31]. The Camshift algorithm
is the adaptation of the mean shift algorithm for face tracking [32]. This
algorithm updates the search window size and effectively tracks the
target with different sizes and shapes. Camshift is sensitive to the skin
color which affects the tracking output when the target is occluded or
having a similar background color. Cao et al. mentioned that the diffi-
culty of multi-face tracking happened when there are interactions and
occlusion between multiple faces [33]. The occlusion issue poses a
complication for the face tracking to distinguish the movement of a
targeted audience in the 2D-plane, as shown in Figure 1 (b).

3. Methodology

The proposed framework of the vision-based DOOH system extracts
the face centroid position and depth information to create a 3D-position
(x, y, 2). Figure 4 shows the proposed framework. Firstly, the depth
camera captures the video frame of the real-world environment within
the ROL. Then, the Viola-Jones algorithm detects the audience's frontal
face in the video frame. The skin color feature is implemented to filter the
false positive of the face images. Once the human face is verified, the
centroid position (x, y) of the face image is calculated. At the same time,
the depth camera gathers the depth information/distance (z) between
the detected audiences and digital signage. Subsequently, the 3D-posi-
tion is created for the proposed 3D face tracker, where the audience
trajectory is recorded into the tracker path. Lastly, the tracker path is
simulated in the aerial map. The details of the methodology are presented
in the following subsections.

3.1. Face detection using the Viola-Jones algorithm with skin color

The proposed framework is designed with the Viola-Jones algorithm
to detect the presence of the audience from the video frame [1]. How-
ever, the detection rate of the Viola-Jones algorithm is affected by the
face pose, obstacles from other object and illumination [11, 16, 21, 22,
38]. In order to reduce the false detection rate, the skin color feature is
added. Static skin color models are attractive for real-time applications
due to the simplicity of implementation and fast performance without
requiring any training procedure for skin color features [41].

The combination of several static color tones which is RGB-H-CbCr is
applied to define the skin color [26]. This color combination achieves a
high detection rate for Asian ethnicity. Three algorithms are formulated
to implement the RGB-H-CbCr. Algorithm 1 presents the methodology of
processing the skin color to filter every image pixel in the face image. The
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image pixel that fulfills Algorithm 2, 3, and 4 are finalized as human skin
color [26, 27]. Algorithm 2 presents the RGB color space based on two
illumination situations, which are normal uniform daylight or the skin
color under daylight (outdoor) and flashlight lateral [39]. Algorithm 2
based on a uniform daylight illumination situation achieves better per-
formance for bright skinned persons [40]. Algorithm 3 combines the
YCbCr color spaces while Algorithm 4 filters the skin color with the Hue
color from the HSV color space. Hue color exhibit a significant difference
between skin and non-skin color region [26].

Algorithm 1 Skin Color Detection Processing

Input: The set of face images
Description: The images are processed for human skin color verification
Step 1: Get the pixel of the face image
Step 2: Compute each pixel into three different color tone function
Step 2.1: Compute pixel to Algorithm 2 to obtain the RGB result (Rgp)
Step 2.2: Compute pixel to Algorithm 3 to obtain the YCbCr result (Ycper)
Step 2.3: Compute pixel to Algorithm 4 to obtain the HSV result (Hgy)
Step 2.4: Compare the skin result (Scolor) from Algorithm 2-4
Scolor = (Rgp && Yeper && Hsy)

Step 2.5: If Scolor = true, filter the pixel into white color. Otherwise, filter it with black
color

Step 3: Repeat step 1 to 2 until all the pixels are completed
Step 4: Count the white pixels in of the face images

Step 5: Compare the number of white pixels with the skin threshold

Output: The skin color status of the face image

Algorithm 2 RGB color space for daylight and flashlight laterals

Input: Image pixel from Algorithm 1-Step 2

Step 1: Split the image pixel into different color components like Red (R), Green (G), and
Blue (B)

Step 2: Compute the E; and E; result
If (R > 95) && (G > 40) && (B > 20) && (Max (R, G, B) - Min (R, G, B) > 15)) &&
(|R - G| > 15) && (R > B) && (G > B) Then

E; = True
Else

E, = False
End If

If (R > 220) && (G > 210) && (b > 170) && (|R - G| < 15) && (R > B) && (G > B))
Then

Ey; = True
Else

E, = False
End if

Step 3: Define the final result

Rgp result = E; ||E;

Output: Ry, result of the color tone

Algorithm 3 YCbCr color space for skin color detection

Input: Image pixel from Algorithm 1-Step 2
Step 1: Split the image pixel into different color components like Y, Cb, and Cr
Step 2: Compute the A, B, C, D, and E result
A = Cr < 1.5862* Cb + 20
B = Cr > 0.3448 * Cb + 76.2069
C =Cr > -4.5652 * Cb + 234.5652
D =Cr <-1.15 x Cb + 301.75
E = Cr < -2.2857 * Cb + 432.85
Step 3: Define the Ycp result
Yeber result = (A && B && C && D && E)

Output: Yp, result of the color tone.
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Figure 5. The processes involved in the proposed face detection module.

Algorithm 4 HSV color space for skin color detection

Input: Image pixel from Algorithm 1-Step 2

Step 1: Split the image pixel into different color components like Hue (H), saturation (S),
and value (V)

Step 2: Define the Hg, result
If (H < 25) || (H > 230) Then

Hg, = True
Else

Hg, = False
End if

Output: Hy, result of the color tone

Figure 5 shows the flowchart of the proposed face detection module.
The Viola-Jones algorithm detects the audience's face in the video frame
sequence. The skin color detection is used to filter the face image pixel
with the aforementioned skin color tone. The image pixel that is finalized

depth
sensor

infrared

sensor RGB Camera

Figure 6. RGB-D camera named Intel Real Sense D430.

as skin color is indicated with white color. Otherwise, the black color is
used for non-skin representation. Subsequently, the total number of
white pixels in the face image is calculated and compared with the skin
threshold. The skin threshold is focusing on Malaysian ethnicity skin with
the range from white to black-brown skin color. The white pixels region
that is greater than the skin threshold is verified as a human face. The
face image is excluded if the number of white pixels is less than the skin
threshold.

Once the face image is verified as a human face, the selected face
centroid position is extracted based on Egs. (1) and (2). The calculated
face centroid position is declared as the 2D-position (x, y) before inte-
grating with the depth information. Based on Egs. (1) and (2), (FCx, FCy)
is the x- and y-positions of the face centroid, and the (face, , face,) is the
x- and y-position for the face region. The width and height of the face
region is represented with faceqn and facepeign:-

faceian

FCx = face, + (€D)]

Figure 7. Video frame captured from the RGB-D camera.
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Comparing to the digital camera, a depth camera provides extra depth
information to estimate the distance from an object to the camera.
Figure 6 shows the RGB-D camera named Intel Real Sense D430. Fig-
ures 7 and 8 display the RGB video frame and depth map captured by the
depth camera. The comparison views are highlighted with green, red,
and yellow boxes in Figure 9 (e). The green box represents the depth view
region, which occupies 80% of the depth frame while the yellow box only
covers 60% of the depth frame. Both depth view regions are obtained

Figure 8. Depth map captured from the RGB-D camera. from the depth quality tool software that is provided by Intel Realsense
[42]. The red box in Figure 9 (e) represents the video frame with an
undefined view region with respect to the depth frame.

Figure 9. Depth frame with different view regions. (a) 60% of depth view (yellow box), (b) 80% of depth view (green box), (c) Video frame (red box), and (d) 100% of

depth frame.

Table 1. The size information (in pixels) for both depth view regions of 60%, and 80% with respect to the depth frame.

View region (box color) X-position w x+ W Width ratio (%) Y- position H y+H Height Ratio (%)
60% (Yellow) 249 771 1020 12.8 137 433 570 7.2
80% (Green) 124 1025 1149 64 574 638
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Table 2. The size information (in pixels) for video frame with respect to the depth frame.

View region (box color) Xx-position w x+ W

Width ratio (%)

y- position H y+H Height Ratio (%)

71% (Red) 171 908 1079 12.8

112 511 523 7.2

The centroid position of the depth frame (orange circle) in Figure 9
(e) is highlighted as the starter point to estimate the ratio between three
view regions (a), (b), and (c). In order to establish the relationship be-
tween the video frame and depth frame, the ratio of the width and height
for different view regions are calculated. Based on Table 1, the width and
height ratios for the depth view regions that occupied 60% and 80% are
determined with Egs. (3) and (4). Next, the ratios from the width and
height from Table 1 are used to calculate the percentage of the red box
(video frame) with respect to the depth frame, as recorded in Table 2. The
video frame (red box) occupied up to 71% of the view region with respect
to the depth frame.

. , W(px)
Width ratio = 3
1t ratio depth view region percentage (%) @
H
Height ratio = (px) “@

depth view region percentage (%)

where Width and Height ratios are the size ratio for each pixel while W
and H are the width and height of the view region.

The 2D-position of the audience's face in the video frame is calculated
to find the adjustment parameter for 2D-position with respect to the
depth frame. Based on the close observation in Figure 9 (e), the video
frame (red box) is slightly placed to the left side of the depth frame due to
the positions of the RGB camera and depth sensor as indicated in
Figure 6. Thus, Egs. (5) and (6) are deduced to adjust the audience's face
position in the video frame with respect to the depth frame for x- and y-
positions.

x2=(x1 x0.71) + x position of the video frame (red box) in depth frame
%)

y2=(y1 x 0.71) + y position of the video frame (red box) in depth frame
(6)

where (x1, y1) is the xy-position in the video frame, and (x2, y2) is the
adjusted xy-position in the depth frame.

3.3. Face image ratio in different distances

Once the audience's face is detected during the advertisement
broadcast, the face features including the position and size are extracted.
When multiple faces are detected in a nearby range, the 2D-position (x, y)
is insufficient to label the faces to the right person. Even though multiple
faces are nearby each other, the proposed framework is able to distin-
guish the audience standing in the front of or behind another audience
based on the 3D-position (x, y, ). The 2D-position only simulates the
audience movement from left to right in the video frame. Meanwhile, the
3D-position is used to simulate the audience's movement in the x, y, and z
directions, which represents the forward, backward, or diagonal move-
ments in the ROL. When the audience is standing nearer to the depth
camera, the size of the detected face increases but the number of detected
faces reduces. For example, the video frame covers a maximum of eight
frontal faces at a distance of 2.5m from the depth camera, but the dis-
tance of 0.5m is only sufficient to occupy three frontal faces.

The smiley face in Figure 10 is used to investigate the face's width
ratio at different distances. The size of the smiley face is 18 cm x 18 cm.
Figure 11 shows the scenario of comparing the smiley face at every
distance of 0.5m from the depth camera until it reaches 2.5m. Figure 12
shows the size of the smiley faces that are detected by the Viola-Jones

algorithm at every distance of 0.5m. The comparison of the face's
width with respect to different distances is sketched in Figure 13. The size
of the smiley face increases whenever the smiley face is getting closer to
the depth camera. Eq. (7) is deduced for the proposed framework to fine-
tune the 3D-position in the video frame to correspond with the audience's
actual position in the real-world environment.

smiley face depth (m)

ROI maximum depth (m) 7

Ratio= Smiley face width (px) x

where face width is the width of the smiley face region, and the face
depth represents the distance between face and camera. The ROI
maximum depth is the distance from 0.5m to 2.5m.

3.4. Proposed 3D face tracker with the search window

The tracker path is created to record the audience's movement in the
ROL. Each independent tracker path represents an active audience who is
watching the advertisement. Since the audience's movement is predict-
able within a range, a search window is created to estimate the move-
ment in the next frame. The radius of the search window is estimated
based on the width of the detected face from the previous frame. The
radius of the search window is calculated every time the tracker path is
updated with a new audience 3D-position. Once the advertisement
broadcast is completed, the tracker path provides the audience's position
on the aerial map.

Figure 14 shows the tracker path with the search window in the
proposed 3D face tracker module. The face Al belongs to an audience's
tracker path from the previous frame. The green circle represents the
search window for the tracker path A1l. When face A and face B are
detected in the next frame, the proposed 3D face tracker only considers
the face image appearing within the Al search window. The face image
with the shortest distance to face Al is chosen to update the tracker path
for the next tracking procedure. Figure 15 shows the procedure of the
proposed 3D face tracker and steps are listed below.

Figure 10. Smiley face.
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Figure 11. The smiley faces are located at different distances.

C.-C. Low et al.
2.5m

1. Obtain the detected audience 3D-position.

2. Check if the audience 3D-position is within any search window of the
tracker path. If the audience 3D-position is unable to locate into the
tracker path, the new tracker path is created for the audience and then
goes to step 5.

3. Calculate the tracker distance between the audience 3D-position with
the selected tracker path.

4. The audience 3D-position with the shortest tracker distance is chosen
to update the selected tracker path. The unselected audience 3D-posi-
tion is excluded from the selected tracker path.

5. The proposed 3D face tracker module continues with other audience

3D-position in the same frame. Then go to step 1.

242px

xdzpz

1.0m

0.5m

The tracker path for a specific advertisement represents the audi-
ence's movement within the ROIL The tracker path is recorded in the
aerial map to simulate the audience movement in a real-world environ-
ment. Figure 16 shows the design of the aerial map with six regions and
the red line indicates the camera view from 0.5m to 2.5m.

The proposed framework is designed with direct and proposed
methods for aerial map mapping. The direct mapping method plots the
audience's position without adjusting the 3D-position. Eq. (7) is applied
for the proposed mapping method to adjust the 3D-position before
plotting into the aerial map. Figure 17 shows the smiley face's position in
the ROL The smiley face represents the audience face is arranged for

78px

47px
S

4

2.0m 2.5m

xdg/

1.5m

Figure 12. The sizes of smiley faces that are detected by Viola-Jones algorithm.
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Figure 13. The comparison of smiley face width at different distances.
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Figure 14. Proposed 3D face tracker module with a search window.

every 0.5m in a straight line. The position of the smiley face is on the left
sides of the camera location with 0.4m distance range.

The aerial map from Figure 18 shows the simulation of the smiley face
position that corresponds with the actual position in the real-world
environment. The blue dot in the aerial map represents the smiley
face's position in the real-world environment. In the direct mapping
result, the smiley face at the distance of 0.5m is located out of the video
frame. It shows that the simulation of the smiley face in the aerial map
does not correspond to the video frame. Besides that, the sequence of all
smiley face's position in direct mapping is not matching with the smiley
face arrangement from Figure 17. Compare to direct mapping, the pro-
posed mapping method locates the smiley face in the aerial map with a
similar simulation of the actual position in the real-world environment. It
shows a straight-line arrangement of smiley faces at different distances,
which is similar to Figure 17.

4. Experiment results and discussion

In this section, two experiments are carried out to evaluate the pro-
posed framework performance in handling two main challenges, which
are multiple adjacent faces and occlusion. A depth camera, Intel Real
sense D430 is mounted on a tripod of 1.7m height for the experiment.
Meanwhile, every 0.5m of distance from the depth camera is measured
and marked on the floor within the ROI. These mark points are used as
the ground truth position for evaluating the tracking result of the pro-
posed framework. All the experimental results are processed with

Get the 3D-position
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check the 3D-position
with all the tracker
path

if the 3D-position

within any tracker
search window?

calculate the tracker
distance between 3D-
position and tracker
path

compare all tracker
distance with selected
tracker path

Is the
3D-position
having the shortest
distance to the
tracker path
?

Yes

update tracker with

3D-position that is

having the shortest
distance

No

No
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Figure 15. Proposed 3D face tracker module.
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Figure 16. The design of an aerial map with 6 small regions.
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Figure 17. Smiley face position in the ROL

Microsoft Visual Studio 2017 on the Intel I5 processor 3.30GHz and 16GB
RAM. The details of the experiment preparation are listed in Figure 20.

Two of the challenges are simulated with scenarios based on the
common situations of the uncontrolled environment while the audience
is watching the advertisement. The performance of the proposed 3D face

Camera View

Heliyon 6 (2020) e05107

tracker is compared with the existing Camshift tracker algorithm. The
Camshift tracker is a two-dimensional color-based tracking. In order to
simulate the audience position in the aerial map, the xy-position and
depth information are required. Therefore, the depth information is
provided for Camshift tracker to simulate the audience's position in the
aerial map to overcome the shortcoming of the existing 2D face tracking
algorithm. In the experiment result, the root means square error (RMSE)
in Eq. (8) is applied to measure the performance of the mapping method
for each detected audience. The N value in Eq. (8) represents the frame
number of the captured video. The Predicted; represents the audience
position in the aerial map, the GT; is the ground truth position.

Predicted; — GT;)*

N (8

N
RMSE for each audience = \/ 2

In addition, the T-test evaluation criterion is applied for the perfor-
mance comparison between the Camshift tracker and the proposed 3D
face tracker. The paired-samples T-test is conducted to analyze the sig-
nificant difference between the Camshift tracker and 3D face tracker for
the simulation of audience position in the aerial map. Two hypotheses
are formulated to describe the tracking result of the proposed framework:

@ The null hypothesis Hy — Two different face trackers are having
similar results in face tracking performance.

@ The alternative hypothesis H, — The tracking result for the proposed
3D face tracker is having different tracking results and fewer errors as
compared with the result of the Camshift tracker.

—

Proposed Direct
Mapping Mapping
£ v
1l ol —L
‘ 2| 3 1) .) 3
@ ®
I Y . l @ !

Figure 18. Aerial map result for proposed and direct mapping.
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Figure 19. RGB-D camera setting.

Scenario 1: Multiple adjacent audiences

This experiment demonstrates the scenario of multiple audiences that
are watching the advertisement. This scenario is designated to prove the
robustness of the proposed framework in dealing with multiple faces that
are nearby each other. The audience position is recorded on the aerial
map with different colors to distinguish various the audience's position in
the ROL. Figure 21 shows the experimental procedure for Scenario 1 and
the steps are listed below.

1. In this scenario as shown in Figure 22, the smiley face represents
audience A is located at a distance of 0.5m while audience B is
standing at a distance of 2.0m.

2. The audience B is moving to the right in the horizontal direction for
0.5m, enters the search window range of audience A.

3. The aerial map result is recorded to determine if the Camshift tracker
and proposed 3D face tracker are able to distinguish the audience.

The tracker path result is recorded in the aerial map to simulate the
audience's position in the ROL Figure 23 shows the aerial map based on
different face tracking algorithms. By referring to Figure 23(a), the aerial
map with Camshift tracker shows the position of audience A at 0.5m is
not corresponding to ground truth position and resulting a high error
value of 0.15m in Table 3. As mentioned earlier in Section 2, the Camshift
tracker is sensitive to the color similarity between skin and background.
When the audience B is entering the search window of audience A, the
Camshift tracker mistakenly estimated audience B as audience A and
continuously track audience B in the subsequent frames. Although depth
information of audience B has been provided to Camshift tracker, it still
suffers the color similarity problem when multiple faces are close to each
other. Thus, the RMSE of Camshift tracker for audience A that given in
Figure 24 is increased drastically from Frame 20 as highlighted with the
blue line.

In order to solve the shortcoming of the existing 2D face tracking
algorithm, the search window of audience A is implemented with the
depth information (distance) to compare the 3D-position of audience B.
The 3D face tracker takes into account the distance between audience B

11
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|- i

Figure 20. Mark point in the region.

1. Prepare the Intel Real Sense D430 and mount it on the tripod with 1.7m
height. Figure 19 shows the sample of the RGB-D camera setting.

2. Prepare the with the ground truth position mark point for every 0.5m from
the depth camera until 2.5m within the ROI as shown in Figure 20.

3. Prepare the smiley face shown in Figure 10 to represent the audience's face.

4. The distance of mark points (ground truth) is double-checked with the
extracted depth information from the camera.

5. Each video frame is recorded during the experiment. The three-dimensional
information of the smiley face is processed with the proposed mapping
methods before displaying the tracker path in the aerial map.

and audience A. If the distance is greater than the depth threshold of
0.25m, audience B is excluded from the consideration to be audience A.
In this scenario, audience A maintains at the same position without
movement. The 3D face tracker demonstrated a low error value of less
than 0.025m throughout the video frames, as highlighted with the red
line in Figure 24.

Figure 25 shows the mapping result for the movement of audience B.
In this scenario, the audience B is moving horizontally towards the center
of the ROIL. When he moves into the door area, there is a color similarity
between the skin and door. Since audience B is moving during the sce-
nario, the detected facesize is inconsistent due to the changing face pose

@ camera

Figure 21. The procedure of Scenario 1, which indicates (1) is the audience A,
(2) and (3) is the audience B.
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Figure 22. Video frame sample for Scenario 1.

AL ‘.~ ©
1 2 3 1 2 3
4 5 6 4 5 6
(a) (®)

Figure 23. Aerial map result for Scenario 1 with (a) Camshif tracker and (b) 3D face tracker.

Table 3. Average RMSE (meter) result of Camshift and 3D face tracker in Scenario 1.

Audience A B Average Time (ms)
Distance 0.5m 2.0m

Camshift tracker 0.15 0.10 53

3D face tracker 0.019 0.062 50

in the uncontrolled environment. Therefore, the graphs of both face smaller error value. Both face trackers are having an average of low
trackers in Figure 25 have unevenly deviated from the ground truth as computational time that is less than 60milliseconds (ms) to process the
compared to audience A. For the 3D face tracker result in Figure 25, it face detection and tracking processes for each frame. Thus, the proposed

illustrates a lower error rate as compared to Camshift tracker. Mean- 3D face tracker is proven to simulate the audience movement that is

while, the average RMSE of the 3D face tracker from Table 3 also shows a

0.3 T r 0.14 T T T T T
D face tracker D face tracker
amshift tracker 013 r amshift tracker
0.25 1
012y
011
0.2 =
= 3
3} ® 01
'c'E: £
L‘u’ 0.15 % 0.09
g E ."\
=z 0.08 | / ) 1
0.1 A
0.07 ~ /\ | \\ //
~N | \ / \_/ \ / \ /
0.06 '/ [ i \ |\ A
0.05 / \\/ ‘\/ \ /
0.05 [ \.\ / \ /> i
/
gl ———— = = o R VARV
5 10 15 20 25 30 5 10 15 20 25 30
Frame Frame

Figure 24. The RMSE result of audience A for the Camshift and 3D face tracker. Figure 25. The RMSE result of audience B for the Camshift and 3D face tracker.
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Figure 26. The procedure of Scenario 2, which indicates (1) is the audience A,
(2) and (3) is audience B.

comparable with the ground truth position of the real-world
environment.

Scenario 2: Passer-by occlusion
The second scenario describes the incident of the passer-by occlusion

while the audience is watching the advertisement. The audience B acts as
a passer-by will eventually block the face of audience A and stayed for a

Heliyon 6 (2020) e05107

few seconds to watch the advertisement. Figure 26 shows the experi-
mental procedure for Scenario 2 and steps are listed below.

1. The audience A is standing at the center of the video frame at a dis-
tance of 2.0m while watching the advertisement.

2. The audience B is walking into the ROI and stop at the center of the
video frame at a distance of 0.5m to view watch the advertisement.

3. The presence of the audience B blocks audience A who is standing at a
distance of 2.0m.

Figure 27 shows the sequence of video frames that are captured
during the experiment. The smiley face in Figure 27 (a) displays the
audience A is standing at a distance of 2.0m. While the audience A is
watching the advertisement, the audience B walks into the region and
appears in the video frame. Subsequently, the audience B stops in front of
the audience A at 0.5m and facing to the digital display. The presence of
audience B will create an obstacle for face detection and tracking algo-
rithms to process the face of audience A.

All the detected audience is recorded and mapping into the aerial map
in Figure 28. The green dot represents the audience B position and blue
dot displays the audience A in the aerial map. Figure 28(a) shows the
aerial map with Camshift tracker that simulates the position of audience
A in the RO], but the audience A (smiley face) is located on static position

(e)

U]

Figure 27. The sequence of video frames captured during the experiment.
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Figure 28. Aerial map result for Scenario 2 experiment (a) Camshift, and (b) 3D face tracker.
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Figure 29. The RMSE result of audience A for the Camshift and 3D face tracker.

without movement in this scenario. Therefore, the error value of Cam-
shift tracker result given by Figure 29 is slightly increased at Frame 2
onwards due to the color similarity between the background and skin of
audience A. On the contrary, the aerial map in Figure 28(b) simulates the
position of an audience A with a low error value of less than 0.125m as
recorded in Table 4 and illustrated in Figure 29. It signifies that the
simulation of audience A using the 3D face tracker is more corresponding
to the ground truth position.

When audience B walks into the ROI and blocks the audience A, it
creates an occlusion on the presence of audience A in the video frame.
Figure 30 illustrates the result of audience B for the subsequent frames
after the occlusion happens. Figure 30 shows the blue line graph of
Camshift tracker is increased at Frame 18, which can be observed in the
sample of the video frame shown in Figure 27 (e). The color similarity
problem also happened to audience B, because the color space of the door
and skin is highly correlated. Therefore, the Camshift tracker result
achieves a slightly higher average RMSE value of 0.16m for audience B as
recorded in Table 4.

As aforementioned, the presence of the audience B creates the oc-
clusion for the audience A. The 3D face tracker is able to distinguish the

3D-position of the audience B from the search window of audience A. As
a result, audience B is excluded from the tracker path of the audience A
because the distance (z) is greater than the depth threshold of 0.25m. The
3D face tracker labels the audience B into a new independent tracker path
to distinguish the detected audience. Table 4 shows that the 3D face
tracker achieves an average of low RMSE value for the position of the
audience as compared to the Camshift tracker. Thus, the aerial map of the
3D face tracker simulates the audience's position that is corresponding to
the actual position in the real-world environment.

Lastly, the T-test statistics result is compiled in Table 5 for the com-
parison of the Camshift and 3D face trackers in both scenarios which are
multiple adjacent audiences and passer-by occlusion. Based on the result
in Table 5, the p-value of the Camshift and 3D face trackers are less than
the statistical analysis critical p-value of 0.05. Therefore, the p-value
shows that the null hypothesis Hp can be rejected and accept the alter-
native hypothesis H,. Thus, it can be concluded there is a statistically
significant difference between the Camshift tracker and the proposed 3D
face tracker.

0.2 T T T T v

3D face tracker \
Camshift tracker \
0.18 /
/
/ \
0.16 / —

0.14 + _——

RMSE (meter)
\

0.12 -

01 _~

0.08 L L s " L L X "
1" 12 13 14 15 16 17 18 19 20

Frame

Figure 30. The RMSE result of audience B for the Camshift and 3D face tracker.

Table 4. Average RMSE (meter) result of Camshift and 3D face tracker for Scenario 2.

Audience A B Average Time (ms)
Distance 2.0m 0.5m

Camshift tracker 0.26 0.16 48

3D face tracker 0.09 0.11 42
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Table 5. T-test result of Camshift and 3D face trackers for both scenarios.

Audience Face Trackers Mean (m) Standard Deviation p-value

Scenario 1 — Camshift 0.144 0.061 4.712E-12 (0.0000000000047)
Audience A Proposed 3D Face 0.019 0.001

Scenario 1 — Camshift 0.098 0.017 2.023E-12 (0.000000000002)
Audience B Proposed 3D Face 0.061 0.012

Scenario 2 — Camshift 0.259 0.058 1.035E-05 (0.0000103)
Audience A Proposed 3D Face 0.095 0.015

Scenario 2 — Camshift tracker 0.151 0.021 0.0002

Audience B 3D face tracker 0.12 0.145

5. Conclusion

The proposed framework has shown its significant contribution to-
wards handling two main challenges of the uncontrolled environment for
vision-based DOOH advertising. Two scenarios, such as multiple adjacent
faces and occlusion are simulated to investigate the performance of the
proposed framework over another existing approach. Our proposed
framework yields better performance in the aspect of accuracy and
robustness to locate the audience in an uncontrolled real-world envi-
ronment. The audience face centroid position (x, y) is integrated with
depth information (2) to build the 3D-position (x; y, 2) for 3D face tracker.
The 3D face tracker utilized the 3D-position to distinguish multiple
tracker paths with the detected audience in the search window. While
building the aerial map, the face's centroid position will be adjusted
based on the depth information. The experiment results showed that
aerial map simulation with the 3D face tracker is more closely corre-
sponding to the ground truth position as compared to the Camshift
tracker. The aerial map records the audience's movement in the ROI
during the advertisement broadcast, which is beneficial for the advertiser
to measure the advertisement's effectiveness.

Although the static skin color model is popular for the real-time
application, the performance of skin detection is still affected by the
various illumination conditions in the uncontrolled environment. In
future work, an adaptive skin color detection method can be added to
overcome the weakness of the static skin color model to further improve
the overall performance of face detection which indirectly enhances the
accuracy rate.
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