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A B S T R A C T   

Climate change is an intricate global environmental concern. However, its impact is more 
pervasive in developing nations such as Ethiopia. Hence, this manuscript examines temperature 
variability and the magnitude of change over 38 years in the specific case of Addis Ababa, 
Ethiopia. Gridded meteorological data consisting of minimum and maximum temperatures on a 
monthly time scale ranging from 1981 to 2018 was obtained from the National Meteorological 
Agency of Ethiopia. The coefficient of variation (CV) and standardized anomaly index (SAI) were 
used to examine the rate and extent of temperature anomalies. Geostatistical models, particularly 
ordinary kriging, are presented as a means of spatially interpolating temperature data. Modified 
Mann-Kendall test (MMK), Sen’s Slope (SS) estimator, principal component analysis (PCA), and T- 
test were employed to determine the monthly, annual, and seasonal trends using Geospatial 
technologies, “R” programming, and statistical software. The findings revealed substantial spatial 
and temporal variation in Addis Ababa’s annual and seasonal maximum and minimum temper-
atures. The long-term mean annual maximum and minimum temperatures were 25.8 ◦C and 
12.6 ◦C, respectively. The monthly, annual, and seasonal temperatures accrued significantly 
except in the months of January and September. It is noteworthy that the decadal maximum 
temperature has risen by 2.7 ◦C, while minimum temperatures have displayed comparatively 
minor fluctuations. Moreover, the findings also exhibited that the average maximum and mini-
mum temperatures increased by 1.88 ◦C and 1.72 ◦C, correspondingly and the highest temper-
ature occurred during the spring (Belg) season. The first two PCAs (Annual and Kiremt Tmax) 
account for 90% of the temperature variation. In conclusion, the findings underscore the pressing 
need for the implementation of climate adaptation strategies and policy measures, which can 
strengthen the city’s resilience to imminent climate change-induced hazards. The mounting 
temperature presents substantial challenges across various sectors within the city, emphasizing 
the urgency of preemptive actions to mitigate potential repercussions.   

1. Introduction 

In the current global discourse, climate change has undeniably ascended to a position of paramount importance, eliciting extensive 
debates and discussions [1]. It is in a state of constant transformation, casting a formidable shadow over the well-being of individuals 
across the globe. The issue of climate change has risen to an unprecedented level of prominence, fueling impassioned debates on a 
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global scale [1]. In the coming decades, climate change will pose the greatest threat to humankind and global ecosystems [2]. Its 
transformations are sweeping and profound, imperiling the prosperity of communities worldwide [3,4]. Climate change and its 
associated variability are no longer isolated phenomena; instead, they have permeated every corner of the planet, leaving no region 
untouched [5–7]. Human activities have been firmly established as the principal drivers of this on-going global climate shift, leading to 
extreme fluctuations in daily temperatures and intensified precipitation patterns [8–11]. The primary cause of climate change is 
human-caused greenhouse gas emissions [12]. There is now unequivocal consensus that human actions have led to significant 
warming of the atmosphere, the oceans, and the land [6]. Advances in climate science have enabled precise attribution of climate 
change to greenhouse gas emissions, socioeconomic development, and land use changes [13]. 

The effects of climate variability extend to shifts in temperature and precipitation patterns, which have been meticulously docu-
mented [14]. Over the years, global temperatures have exhibited a discernible shift, rising by 0.74 ◦C since the pre-industrial era [15]. 
Since 1850, the last four decades have been successively warmer than any other time [6]. This trajectory aligns closely with predictions 
from Ref. [16], forecasting a temperature increase of 1.5–2 ◦C by the end of the twenty-first century. Notably, this rise has been uneven, 
with temperatures increasing by a mean of 0.37 ◦C every decade. Consequently, the maximum daily temperature has surged by a 
cumulative 1.5 ◦C since the beginning of the 20th century, profoundly affecting various aspects of human existence, including live-
lihoods, well-being, and socioeconomic conditions [17,18]. The benefit of stabilizing global warming to no more than 1.5 ◦C above the 
preindustrial period will outweigh the negative consequences [19]. 

However, there exists a substantial knowledge gap in understanding the localized and regional repercussions of climate change, 
particularly in vulnerable regions like Africa. Despite facing heightened exposure to climate change, Africa exhibits limited capacity 
for adaptation [20–23], partly due to a dearth of climate literacy [13]. This vulnerability is further exacerbated in developing nations, 
especially within sub-Saharan Africa [24,25], disproportionately affecting low-income countries in tropical and subtropical regions 
[26–28]. Specific studies have pointed to temperature increases in countries such as Ethiopia, Kenya, and Tanzania [29]. Ethiopia, in 
particular, stands out as highly susceptible to climate change [13,30], ranking among the most vulnerable nations globally [31,32]. 
However, the true impact at the local scale remains poorly understood [23], even though climate variability in Ethiopia is linked to 
phenomena such as El Niño Southern Oscillation (ENSO) and anthropogenic activity [33,34]. To address this, a comprehensive 
analysis of temperature trends is crucial for assessing the impact on Ethiopia, particularly in regions like the Gurage Zone and West 
Shewa [35,36]. Recent findings have highlighted that between 1985 and 2018, the average annual maximum temperature in Ethiopia 
rose significantly [7]. 

Over fifty percent of the global population lives in urban areas [37], which confront unique challenges arising from climate change, 
especially in developing regions like Africa [38]. Cities are highly susceptible to the adverse effects of climate extremes such as 

Fig. 1. Study area map.  
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flooding and increased air temperatures, which threaten livelihoods, damage infrastructure, impact public health, and influence 
economies and the environment [8,39–43]. Moreover, urban areas not only contribute to climate change but are also affected by its 
impacts [44–47]. These effects, particularly heat waves, disproportionately affect vulnerable community groups such as the elderly, 
the infirm, and young children [48–51]. 

In the context of Addis Ababa, very limited studies are available. For example, with the use of climate models [52], predicted that 
the mean annual maximum temperature anomalies would exhibit an increase of 1.3–1.5 ◦C during the 2030s, 2.0–3.0 ◦C during the 
2050s, and 4.0–5.0 ◦C in the 2080s. Similarly [53], conducted downscaling of future temperature and precipitation extremes in Addis 
Ababa. The maximum temperature increase at Addis Ababa Observatory was found to be in the range of 0.9 ◦C in 2020 to 2.1 ◦C in 
2080. The minimum temperature is projected to increase by 0.3 ◦C in 2020 and 1.0 ◦C in 2080. Moreover [48], focuses on climate 
change and trend analysis of temperature in Addis Ababa. The analysis was based on the difference in temperature between Bole and 
Entoto stations. The study found that the annual temperature trend analysis for Bole station exhibits a positive trend that is statistically 
significant. While the Entoto station insignificantly increased. 

While several temperature trend analyses have been conducted in Ethiopia [29,54–57], studies specifically focusing on Addis 
Ababa, the capital city, are limited. This study aims to bridge this gap by using grid data to provide a dynamic understanding of 
temperature trends over the past 38 years (1981–2018) within Addis Ababa. The objective is to comprehensively assess historical 
temperature trends, incorporate climate information into long-term urban planning, develop effective adaptation strategies, and 
enhance climate monitoring at the city scale. Moreover, by concentrating on temperature variability in a metropolitan area, this 
research contributes to the cumulative knowledge in the field of climate science concerning urban areas and provides insights essential 
for sustainable urban development and climate resilience planning [58]. 

2. Materials and methods 

2.1. Description of the study area 

Addis Ababa is the capital city of Ethiopia and the diplomatic center of Africa [59,60]. The 2010 Central Statistical Agency (CSA) of 
Ethiopia estimates the population of Addis Ababa at 3.3 million, although the UN-Habitat believes the population is closer to 4 million 
[61]. Geographically located at the heart of the nation, 9◦2′ N latitude to 9◦5′ N and 38◦45′ E longitude (Fig. 1), it covers an area of 
about 540 km2 [53,62,63]. Administratively, the city consisted of eleven sub-cities with an average altitude of 2400 m above mean sea 
level, with the highest elevation at Entoto Hill to the north reaching 3200 m [59]. Over the past 60 years, Addis Ababa has experienced 
an average maximum temperature of 22.9 ◦C and a minimum temperature of 10.2 ◦C [64]. Minimum and maximum temperatures 
increased by 0.4 ◦C and 0.2 ◦C every decade, respectively, from 1951 to 2002 [65]. 

The population density of Addis Ababa city varies from one sub-city to another. The highest population was registered in Addis 
Ketema sub-city with a population of 7215/sq.km, compared to the sparsely populated area in Akaki-Kality sub-city, which had a 
population of 1832p/sq.km. Despite all this, sub-cities in the downtown area are densely populated than those in the surrounding 
districts [63,66]. 

The weather and climatic conditions of Addis Ababa are largely influenced by its topography; the altitude ranges between 2100 and 
3200 m above sea level [67]. Because of the geographic location, economic opportunities, capital city of the country, political and 
diplomatic center, and due to the political instability in regional towns, an overwhelming number of populations migrated towards the 
city. As a result, the population has been increasing alarmingly over the past decade. Recent studies underscore that in Ethiopian cities, 
the rate of urbanization outpaced population growth [68]. It is evident that, as a result of the rapid rate of population growth in the 
city, the areas covered by vegetation, forests, and urban agriculture have been replaced by built-ups; consequently, the proportion of 
vegetation has significantly dropped and dominated by industries and settlements. This could ultimately disturb the local climate and 
ecology. In connection with this [58,63,69], reported that in Addis Ababa city, climate change and its associated impacts were further 
intensified by an unprecedented rate of urbanization and population growth. 

2.2. Data sources and types 

The study was conducted using data acquired from the National Meteorological Agency of Ethiopia. This dataset comprised 
monthly time series records of maximum and minimum temperatures spanning a thirty-eight-year period from 1981 to 2018, with a 
spatial resolution of 4 km × 4 km. The researchers intended to use meteorological data covering a time span of 40 years. However, due 
to a lack of the required years (1981–2020) of data from the Ethiopian Meteorological Agency, the researchers were obliged to use only 
the available data from 1981 to 2018. In this study, a total of 120 grid points, including proxy stations were considered as inputs to 
generate the continuous interpolated raster surface. As established in the existing literature, temperature serves as a fundamental 
indicator of climate conditions and is frequently employed to assess the rate and magnitude of change [70,71]. 

In accordance with this perspective, the World Meteorological Organization (WMO) has emphasized that a 30-year timeframe 
serves as the reference period for climate analysis [72]. The present study aligns with the criteria outlined by the World Meteorological 
Organization, ensuring that it meets the standards for climate research. 

The data obtained has been checked against its logical consistency, missing values, and completeness based on the suggestion by 
Ref. [73]. In this study, a total of 120 grid points was used as an input and analyzed the variability and trends of temperature at 
monthly, seasonal, annual, and decadal time scales (Fig. 2). The purpose was to reveal the anomaly and trend of change of both 
maximum and minimum temperature across time and space in the period of concern. As literatures underscore, the use of grid data has 
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gained significant attention, particularly in the field of hydro- climatology and disaster risk assessment [74]. 

2.3. Geostatistical models 

This study explores the application of geostatistical models, which play a pivotal role in predicting values at locations not included 
in sample areas, all the while offering a quantification of the associated prediction uncertainty. This topic has been thoroughly 
examined in the studies conducted by Refs. [75–77]. To facilitate this predictive process, two primary interpolation techniques exist: 
deterministic and geostatistical [78]. The geostatistical method is a viable alternative to deterministic methods for spatial data 
interpolation [79]. The geostatistical interpolation method, among others, includes original kriging, simple kriging, and universal 
kinging that can obtain a good simulation result [80]. Ordinary kriging is the most widely used geostatistical interpolation method, 
and it is an ideal method of spatial prediction that weights the surrounding observed measured points to calculate a prediction for an 
unknown position [81–83]. Geostatistical methods have been rated superior to deterministic approaches [83–87]. It is increasingly 
preferred and more popular since it enables one to use the geospatial correlation between points to estimate the attribute location of 
unsampled places [75,80], and [81]. It is also one of the most accurate estimation methods, since it examines several factors, including 
the distance between points and spatial variability [88]. 

This study mainly relied on the gridded meteorological data of monthly maximum and minimum temperatures. In this regard, 
gridded estimates of weather parameters that integrate satellite and unevenly distributed on-ground observations are a potential 
alternative [89]. There is no significant difference between station data and combined gauge-satellite products; nevertheless, the 
combined product has higher quality and is widely used in countries like Ethiopia, where stations are sparsely located [90–92]. There 
are advantages to utilizing gridded products over in-situ temperature measurement when meteorological stations are limited, there is 
uneven station distribution, and there are a large number of missing data and data quality issues [93–96]. In comparison to gauge 
measurements, satellite estimations truly represent spatial heterogeneity [17]. Satellite remote sensing technology also offers distinct 
advantages over ground-based observation, including long-term, wide-scale, and low cost [97]. Moreover, the advantage of gridded 
datasets over gauge observation is that it provide a long record of time series data, can enhance data intensity due to their high spatial 
coverage, and permit data extraction from a number of locations [98]. For the aforementioned reasons, gridded datasets were widely 
used in a number of previous studies [99–102]. 

2.3.1. Kriging 
Geostatistical methods are widely applied to interpolate with climate variables [103–107]. Ordinary, simple, co-kriging, universal, 

regression, and residual kriging are all types of stochastic interpolation under the kriging category [108,109]. Kriging is a more 

Fig. 2. Spatial distribution of grid stations.  
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sophisticated method than other interpolation techniques because it provides the best linear unbiased estimator for the interpolation 
problem [84,110]. It helps to calculate the semi-variogram, and the interpolation analysis of error is provided [84]. The kriging 
method will give the lowest error, followed by the inverse distance square and the inverse distance method [111]. 

In this study, geospatial technologies, namely geostatistical analysis methods, were used to evaluate time series gridded metro-
logical data of minimum and maximum temperature using the kriging approach [112]. This is due to the fact that kriging produces 
better estimates than other techniques [113]. It is therefore widely used for spatial interpolation, with the main advantage of including 
the spatial correlation of data [114]. Ordinary kriging outperforms the other methods [79,100,106], and [107]. Ordinary kriging is 
frequently applied in meteorology studies [109,115]. 

Hence, in this study, ordinary kriging was employed in order to analyze time-series climate variable data. This is because the target 
variable was temperature, which has spatial variance characteristics [116]. The equation (Eq. 1) used in ordinary kriging is as sug-
gested by Refs. [117,118]. 

Ẑ(so)=
∑N

i=1
λiZ(si) (1)  

where; 
Z(si): the measured value at the i th location 
λi: an unknown weight for the measured value at the i th location 
(so): the estimation location 
N: the number of measured values 
With kriging method, the value Ẑ(so) at the point S0, where the true unknown value is Ẑ(so), is estimated by a linear combination of 

the values at N surrounding data points [119]. 

2.3.2. Temperature trend analysis 
The examination of temperature trends is a crucial aspect of climate analysis. One essential statistical measure employed in this 

analysis is the coefficient of variation (CV). CV serves as a valuable tool for assessing the year-to-year variability within temperature 
datasets, presenting the degree of variation as a percentage relative to the mean temperature [25,120]. The CV (Eq. (2)) was computed 
using the following equation [121–125]: 

CV =

(
σ
μ

)

∗ 100 (2)  

here, CV represents the coefficient of variation, where σ denotes the standard deviation, and μ signifies the mean temperature record. 
By employing this formula, the overall variability was effectively quantified within the temperature records of a specific region. 
Accordingly, the CV values of temperature variability are categorized as low (CV<20%), moderate (20 < CV < 30), high (CV > 30), 
very high (CV > 40) and extreme (CV > 70) [102,125,126]. These categories aid in interpreting the extent of temperature fluctuations 
within the dataset reflecting that a larger CV indicates a higher variance in climate variables, while a smaller CV implies more stability 
[95]. Consequently, the analysis focuses on assessing the spatial variability of minimum and maximum temperatures for the study 
period. It is organized into seasonal perspectives (Kiremt, Belg, and Bega) and an annual overview. This comprehensive approach 
enables us to gain valuable insights into temperature trends and their potential implications for the area under investigation. 

2.3.3. Standardized anomaly index (SAI) 
In this study, the number of cooling (-ve) and warming (+ve) years, as well as the frequency and severity of dry and wet years, were 

all determined using the standardized anomalies index [120,122,124]. The standardized anomaly index (Eq. (3)) can be calculated 
using the following equation: 

SAI=
(X − X)

σ (3)  

here, SAI represents the standardized anomaly index, where × denotes the yearly and seasonal mean temperature for a specific year, X 
signifies the mean annual and seasonal temperature across the observation period, and σ represents the standard deviation of the 
annual and seasonal temperatures observed throughout the study period. 

Based on SAI, the intensity of the drought is categorized as follows: no drought (SAI > − 0.84), moderate drought (− 0.84 > SAI >
-1.28), severe drought (− 1.28 > SAI > − 1.65), and extreme drought (SAI < − 1.65) [127]. This standardized anomaly index, along 
with its associated drought severity classifications, forms a critical component of the study’s methodology for assessing temperature 
variations and their implications on climate trends. 

2.3.4. Modified Mann-Kendall test 
As the literature suggested, there are two fundamental tests commonly used in the field of climate science to determine the sig-

nificance level of time series metrological data: parametric and non-parametric techniques [128,129]. The parametric test requires a 
normal distribution of datasets. However, the non-parametric test is a distribution-free technique and requires only independent time 
series datasets [130,131]. Nonparametric methods are commonly used in trend analysis due to their ease of calculation and relatively 
low number of assumptions [132]. Among the various statistical methods, the Modified Mann-Kendall (MMK) test is the most widely 
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used as it determines the nature of the trend along with its significance [133]. Because of the advantage of handling serially correlated 
datasets, MMK is preferred over MK [134,135]. In this study, the Modified Mann–Kendall test and Sen’s Slope estimator tests were used 
to assess the monthly, annual, and seasonal (Kiremt, Belg and Bega) temperature trend for the period of 1981–2018 using R 
programming. 

Literature underlines that the Modified Mann-Kendall (MMK) test is largely used to detect whether there is a decreasing or 
increasing trend in time series of climate data [122,136–139]. Sen’s slope estimator and the modified Mann-Kendall are the two 
prominent non-parametric techniques for trend analysis of hydroclimatic data. The monotonicity of time series data and statistical 
significance are provided by MMK trend [140]. 

According to Refs. [141–144] the Kendall’s test statistics S is computed using the following formula (Eq. 4 and 5): 

S=
∑n− 1

i=1

∑n

j=i+1
Sgn

(
Xj − Xi

)
(4)  

Sgn
(
Xj − Xi

)
=

⎧
⎨

⎩

+1, if
(
Xj − Xi

)
> 0

0, if
(
Xj − Xi

)
= 0

− 1 if
(
Xj − Xi

)
< 0

(5) 

For a time series xi that is ranked from i = 1,2, .....n-1; and xj, which is ranked from j = i + 1, i + 2, … …,n, where n is the total 
number sample points [145]. For n > 10, S follows approximately normal distribution with a mean zero and variance given by Eq. 6 

E(S) = 0

Var(S) =
n(n − 1)(2n + 5) −

∑m

i=1
ti(ti − 1)(2ti + 5)

18

(6)  

where ti considered the number of ties up to the sample i. The original Mann-kendall test, which computes (Eq. (6)) variance, makes the 
assumption that autocorrelation between data points is negligible, which is not always the case [146]. For this reason [133], rec-
ommended a Modified Mann-Kendall test that takes into account the autocorrelation structures for all lags in a sample by multiplying 
the variance by a correlation factor. The same source further explained that the modified variance V*(S) is given as [147] Eq. 7 

V∗(S) =VAR(S) • Cf (7)  

where Cf represents a correlation factor by the empirical expression (Eq. (8)): 

Cf = 1 +
2

n(n − 1)(n − 2)
∗
∑n− 1

i=1
(n − i)(n − i − 1)(n − i − 2)ρi(i) (8)  

where ρs (i) the serial autocorrelation in the data series. 
The MMK test statistic in Z denoted by Eq. (9) [148]. 

Z MMK =

⎧
⎨

⎩

S − 1
/ ̅̅̅̅̅̅

V∗
√

(S), if S > 0
0 if S = 0

S + 1
/ ̅̅̅̅̅̅

V∗
√

(S) if S < 0
(9)  

where ZMMK follows a standard normal distribution. A positive Z value means an upward trend and vice versa. A significant level also 
utilized to denote either an upward or downward trend in a two-tailed test [147]. The trend to be significant, the value of Z should be 
> 1.96 or < − 1.96 corresponding to the significant level of 0.05 [149]. 

2.3.5. Sen’s slope estimator 
Sen’s slope estimator was used to evaluate the MMK test’s relative strength in the processing of time series meteorological data 

[150]. In comparison to the linear regression approach, it minimizes the influence of no data value or outliers on the slope [122, 
151–153]. Sen’s slope estimations are frequently employed to ascertain the strength of trends in long-term temporal data [154,155]. 
The rate of the increasing/decreasing trend in climate data was calculated using the non-parametric Sen’s slope estimator by applying 
the equation below [150,156]. 

The trend is calculated as expressed in Eq. (10): 

β=Median
(

Xj − Xi

j − i

)

, j > i (10)  

where β is Sen’s estimate. A time series rising trend is indicated by β > 0. Otherwise the data set shows a declining tendency during the 
course of the investigation. The method is more reliable than linear regression, in that it lowers the effect of outliers and no data values 
and performs better even with regularly distributed data [157]. In this study, Sen’s slope is used to determine the trend’s magnitude of 
maximum and minimum temperatures. Since temperature data was not normally distributed as a result the Mann-Kendall and Sen’s 
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slope estimator was preferred and utilized to detect the trends and slopes respectively [158]. 

2.3.6. Principal component analysis (PCA) 
Principal component analysis is a method that reduces a dataset’s dimensionality significantly, making it easier to analyze while 

reducing information loss [159,160]. Principal component analysis (PCA) is a multivariate statistical method used to investigate 
correlations between several variables and uncover their fundamental structures [161]. The theory and application of PCA are used to 
analyze the influence of particulate variables on climate change [162] through climate pattern analysis [163,164]. The PCA enables 
the identification of components and reduction of the number of factors influencing the particle concentration [162]. PCA identifies 
two or more elements that are necessary to explain each variables influence and contribution [165]. Principal component analysis is a 
versatile tool utilized in meteorological studies. It has been applied extensively to comprehend, analyze, and reconstruct large 
multivariate climate datasets [166–168]. PCA extracts eigenvectors and eigenvalues from the original variables of the covariance 
matrix. The eigenvectors are multiplied by the original corrected variables to obtain the list of principal components [169]. 

The objective of PCA is to reduce the number of variables; it is essentially intended that each variable co-varies with the other 
variables as little as feasible [165,170]. The variance in PCA analysis is computed with respect to each and every variable (monthly, 
annually, and seasonal). The variables considered in this study were temperature (maximum, minimum, and average temperature). 
The only variables taken into account in each principal component analysis were those with the highest correlation coefficients 
(absolute values) [162,166]. In this study, PCA was performed mainly in order to show the influence and relevance of temperature 
variables in a climate change scenario. The analysis was performed for the period 1981–2018 on a monthly, annual, and seasonal basis. 

Each variable was represented by a vector on the plot, which showed how all variables depended on the principal components. The 
strength and dependency of a particular component are shown by the vector’s length and direction. The vector’s placement within a 
certain quadrant of the coordinate system signifies whether these factors have a positive or negative effect on a particular component. 
Closely spaced vectors on the graph indicate that all of the variables represent the same variation in the system, therefore using any one 
of them will be sufficient for additional analysis. A positive correlation is indicated by an acute angle formed by vectors of the various 
variables; a negative association is represented by an obtuse angle, and no relationship is denoted by a right angle [162]. 

There are a number of statistical programs available that include the implementation of principal component analysis (PCA). The 
two well-known “R” functions, princomp and prcomp, construct PCA by utilizing standard deviation and eigen decomposition, 
respectively. In this study, prcomp command of R statistical software is used [166,167]. 

Biplots. 
The biplots were informative, and interpretations were summarized as follows [170–172].  

1. In the scatter plots, closer points correspond to observations of similar scores in PCs. 

Fig. 3. Mean annual and seasonal maximum temperature: Annual (A), Kiremt (B), Belg (C) and Bega (D) of Addis Ababa (1981–2018).  
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2. A set of elements having a similar origin is made up of elements that are mutually associated.  
3. The length of a vector provides information about the variance. 

The greatest amount of variation for the entire datasets is represented by the first component (PCA1), whereas the maximum 
variance that remains in the residual datasets is accounted for by the subsequent components [173]. 

3. Result and discussion 

3.1. Variability of maximum and minimum temperature in annual and seasonal basis 

The mean annual, seasonal maximum, and minimum temperatures in Addis Ababa varied both spatially and temporally. As Figs. 3A 
and 4A show, the average annual maximum and minimum temperatures were 25.8 ◦C and 12.6 ◦C, respectively. As compared to other 
seasons, the highest maximum and minimum temperatures were 27.4 ◦C and 13.8 ◦C, respectively, recorded during the spring (Belg) 
season (Figs. 3C and 4C). Winter (Bega) season average maximum and minimum temperatures found to be 25.9 ◦C and 11.4 ◦C, 
correspondingly (Figs. 3D and 4D). The main rainy (Kiremt) season average maximum temperature was 24.5 ◦C (Fig. 3B) and the 
minimum temperature was 13.3 ◦C (Fig. 4B). 

The spatial distribution of seasonal average maximum and minimum temperatures (Figs. 3 and 4) revealed that the southern part of 
Addis Ababa was the hottest, where the maximum temperature was recorded. While the northern part of the city was the coolest, 
where the minimum temperature was observed. This is because the northern edge of the city is covered by dense forest, while the 
hottest southern is found in relatively lower elevation. From this, it is possible to deduce that temperature and elevation have a direct 
relationship. It is a universal truth that for every 167 m altitude, there is a decrease in temperature of 1 ◦C. In connection with this, the 
proximity of Ethiopia to the equator as well as the intricacy nature of the country’s topography have a significant influence Ethiopia’s 
climate, particularly the temperature [174,175]. Similarly, physical features such as terrain and sub-basin characteristics typically 
influence the spatial variability of maximum and minimum temperatures [120]. 

Among the different seasons, comparatively, Belg was found to be the hottest. This is because Belg season includes months of March, 
April, and May which are the hottest months of the year. Usually it is during these months that the maximum temperature is noticed 
[176]. Likewise [177], summarized the earlier research done in several regions of Ethiopia and found that there was regional and 
temporal variability in temperature. 

Fig. 4. Mean annual and seasonal minimum temperature: Annual (A), Kiremt (B), Belg (C) and Bega (D) of Addis Ababa (1981–2018).  
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3.2. Coefficient of variation in annual, seasonal maximum, and minimum temperature 

Across the study period, the annual and seasonal average maximum temperature coefficients of variation were less variable as 
CV<10% (Fig. 5A–D). Likewise, the mean annual and seasonal minimum temperature have shown low variability (Fig. 6A–D). In both 
cases of the maximum and minimum temperatures coefficients of variation, low variability of temperature was observed during the 
Belg season, where the calculated CV ranges between 2 and 4%. Generally, the average minimum temperature showed a relatively 
higher degree of variability as compared with the maximum temperature in both annual and seasonal time scales, as observed in Figs. 5 
and 6. 

3.3. Variability of monthly maximum and minimum temperature 

The spatial distribution of the average monthly maximum and minimum temperature for the observation period (1981–2018) is 
shown in Figs. 7–9. It was in August that the monthly average maximum temperature dropped to its lowest value of 23.37 ◦C (Figs. 7 
and 8). In the of March, the average maximum temperature reached its peak of 27.59 ◦C (Fig. 8). Following that, both the high and low 
temperatures gradually declined. The highest monthly minimum temperature was recorded in May, 14.33 ◦C, whereas the lowest 
temperature was registered in December (10.70 ◦C) (Figs. 7 and 9). 

The highest average monthly maximum temperature was recorded in the months of March (27.59 ◦C), April (27.03 ◦C), and May 
(27.52 ◦C). Similarly, it was in the months of March (13.12 ◦C), April (14.01 ◦C) and May (14.33 ◦C) that the highest minimum 
temperature was detected. During the months of March and December, the study area experienced the highest monthly average 
maximum and lowest minimum temperature, with the values of 27.59 ◦C and 10.7 ◦C, respectively. The average maximum temper-
ature fell to its lowest point in the main rainy (Kiremt) season, the months of July (23.79 ◦C), August (23.37 ◦C), and September 
(24.65 ◦C). Similarly, the lowest minimum temperature was registered in the autumn season (October, November, and December). 

Figs. 10 and 11 show the average monthly maximum and minimum temperature coefficients of variation analysis results between 
1981 and 2018. Overall, the monthly maximum temperature analysis result exhibited a normal variance of CV < 20%, throughout the 
twelve months. On the other hand, the average monthly minimum temperature demonstrated a minimal variance with a CV<20% 
from March to September. In October and February, there was a moderate variance (CV<30%). It is possible to deduce that the 
minimum temperature was relatively more variable as compared with the maximum temperature. During the months of November 
(CV = 30.78%), December (CV = 35.47%), and January (CV = 30.23%), the minimum temperature coefficients of variations were 
relatively higher. 

Fig. 5. Cofficient of variation of maximum temperature: annual (A), Kiremt (B), Belg (C), and Bega (D) over the study period (1981–2018).  
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3.4. Standardized anomaly index of maximum and minimum temperature 

Throughout the observation period (1981–2018), the standardized temperature anomalies (STA) of mean annual and seasonal 
maximum temperatures followed a similar pattern. The analysis result of the maximum temperature stipulated that, over the last two 
decades (1998–2018), the warming effect (positive anomaly) was sharply intensified across all seasons (Fig. 12A–C, and D) except in 
Kiremt season (Fig. 12B), where the maximum temperature anomaly was relatively less pronounced. While the warming effect is 
evident in all the other seasons, the increment of maximum temperature anomalies varies among seasons. In connection to this, the 
study also draws a comparison to previous research in the northern region of Ethiopia, which found a gradual increase in average 
maximum temperatures between 1983 and 2016. This highlights the long-term nature of the warming trend, spanning several decades 
[178]. Rising temperatures have the potential to have significant effects on a number of facets the environment and society. 

The analysis findings shown in Fig. 13, where the minimum temperature over the last 38 years illustrates how Addis Ababa city 
consistently experienced both warming and cooling years (Fig. 13A–D). The SAI of annual and seasonal minimum temperatures ac-
counts for 65% of warming years and 35% cooling years. The graph (Fig. 13A–D) illustrated that the standardized anomaly index 
betweeen 1981 and 1996 showed a negative anomaly across the four seasons (annual, Kiremt, Belg and Bega). From 1997 to 2009, a 

Fig. 6. Cofficient of variation of minimum temperature: annual (A), Kiremt (B), Belg (C), and Bega (D) in the period of concern (1981–2018).  

Fig. 7. Monthly average temperatures of maximum, minimum, and average for the period from 1981 to 2018.  
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positive anomaly was observed in both annual and seasonal minimum temperatures. However, from 2010 on, a negative anomaly 
completely dominated the observations. The number of years with negative anomalies was greater than the number of years with 
positive anomalies. This indicates that Addis Ababa has experienced more dry years than wet years. The findings of the study also 
designated the 1980s and 2010s as dry years as compared with the 1990s and 2000s, which were wet years. 

3.5. Temperature trend analysis 

The result obtained from the trend analysis (Fig. 14) revealed that there was a positive trend in the average annual, seasonal 
maximum, and minimum temperatures across the observation period (1981–2018). Studies conducted in southern Ethiopia indicated a 
significant warming trend of seasonal and annual mean temperatures between 1980 and 2015 [179]. The result of the maximum 
temperature was statistically highly significant, as the calculated p-value was 0.0001, which is lower than the threshold significant 
level (P < 0.05) (Fig. 14A–D). The same is true for the average annual and seasonal (Kiremt, Belg, and Bega) minimum temperatures in 
which the calculated P value was slightly lower than the maximum temperature (Fig. 14E–H). 

The long-term average maximum temperature for the annual, Kiremt, Belg, and Bega seasons were 25.8 ◦C, 24.5 ◦C, 27.4 ◦C, and 
25.9 ◦C, respectively. On the other hand, the average minimum temperature for annual (12.6 ◦C), Kiremt (13.3 ◦C), Belg (13.8 ◦C), and 
Bega (11.4 ◦C). The highest temperature for both the maximum (27.4 ◦C) and minimum (13.8 ◦C) temperature was registered during 
the spring (Belg) season. The catter plot showed that the rate of increase of the average annual and seasonal maximum temperatures 
was far higher than the minimum temperature (Fig. 14A–D). In contrast, the average annual and seasonal minimum temperature 
increment was a moderate one (Fig. 14E–H). The linear regression analysis also found that fluctuations in maximum temperature tend 
to vary with a coefficient of determination (R2) ranging from 0.66 spring (Belg) to 0.80 annual. 

With regard to the maximum temperature, the highest average annual minimum and maximum temperatures were registered in 
1985 and 2016, with the values of 24.23 ◦C and 29.35 ◦C, successively. The highest average annual maximum temperature for Kiremt 
and Belg seasons were 28.23 ◦C and 32.93 ◦C, correspondingly, both recorded in the same year, 2016. The yearly seasonal average 
maximum temperature for Bega season was 29.62 ◦C, registered in 2015 (Table 1). On the other hand, the minimum average annual, 
Kiremt, and Bega seasons temperature were 16.79 ◦C, 16.86 ◦C, and 18.28 ◦C, consecutively. All of them occurred in the same year, 
2007. While, the minimum temperature’s lowest average value for annual was 10.09 ◦C, Kiremt 10.33 ◦C, and Bega, 8.77 ◦C, it was 

Fig. 8. Spatial distribution of average monthly (January to December) maximum temperature of Addis Ababa (1981–2018).  

E.N. Mekonnen et al.                                                                                                                                                                                                  



Heliyon 10 (2024) e27116

12

registered in 1986 (Table 1). 
Concerning the change in average annual maximum temperature across seasons, the highest temperature change occurred during 

the Belg season (Table 1). In this regard, previous studies reported that the Belg season, which includes the months of March, April, and 
May, are the warmest months where the maximum temperature is recorded during this season [120]. 

It is possible to understand that there was a progressive increasing trend of the average annual and seasonal maximum and 
minimum temperatures across the investigation period (Table 1). The results of this study, in agreement with the previous studies, 
reported an increasing trend in Ethiopia’s annual average, maximum, and minimum temperatures [95,179]. Additionally [44], 
suggests that the global surface temperature is predicted to increase from 0.3 ◦C to 4.8 ◦C by the end of the 21st century. Consequently, 
the increasing temperature in cities like Addis Ababa could result in significant water loss, which has an impact on municipal services 
and domestic water supplies [180]. 

3.6. Decdal temperature trend analysis 

Table 2 shows the average decadal maximum, minimum, and average temperatures of Addis Ababa in the period between 1981 and 
2018. Based on the investigation results, it was determined that the mean annual maximum temperatures between 1981 and 1990 and 
1991 and 2000 were, respectively, 24.53 ◦C and 25.33 ◦C. The standard deviations were 0.38 and 0.31, and the coefficient of variation 
was 1.63 and 1.31 (Table 2 and Fig. 15A and B). The mean annual maximum temperature for the third decade (2001–2010) and the last 
eight observation years (2011–2018) were 26.71 ◦C and 27.23 ◦C with standard deviations of ±0.73 and ±1.32 and coefficients of 
variation of 2.92 and 7.38, respectively (Fig. 15C and D). The analysis shows that the average maximum temperature increased by 
0.8 ◦C during the first two decades (1981–2000). The difference in temperature between the second (1991–2000) and third 
(2001–2010) observation periods further escalated by 1.38 ◦C. The decadal maximum temperature increment over the last eighteen 
years (2001–2018) was soared by 0.52 ◦C (Fig. 15C and D). Overall, in the study period (1981–2018) the decadal maximum tem-
perature was augmented by 2.7 ◦C (Fig. 15 and Table 2). In this regard, previous studies noted that the maximum temperature in the 
dominant parts of East Africa increased from the 1980s to the 1990s and 2000s, with Ethiopia experiencing the most changes 
(anomalies up to +0.9 ◦C) [29]. 

This clearly demonstrated how the temperature in the study area increases over time. On top of that, as shown in the scatter plot in 

Fig. 9. Spatial distribution of monthly (January to December) average minimum temperature Addis Ababa (1981–2018).  
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Fig. 14, the area has undergone a significant increase in mean annual maximum temperature during the last 38 years. In connection 
with this [53], underlines that many parts of Ethiopia have seen high temperatures during the past few decades. Previous research 
suggested that Addis Ababa’s future maximum temperature will rise by 1–2 ◦C for the entire city and neighboring areas, with the 
greatest change occurring along the Bole, Yeka, and Akaki sub-cities in the city’s east and south [58]. In this regard, the findings of this 
study are aligned with the reports of earlier research. 

Similarly, the decadal minimum temperature difference in the first two decades (1981–2000) climbed by 1.27◦ (Table 2 and 
Fig. 16A and B). Between the second (1991–2000) and third observation (2001–2010) the temperature increased by 2.55 ◦C (Fig. 16B 
and C). In contrast, it abruptly dropped by 3.99 ◦C during the most recent observation period (2011–2018) (Fig. 16D). Over the study 
period, it is possible to understand that there was no significant increase in the decadal minimum temperature. Nevertheless, the 
decadal maximum temperature significantly increased across the period of observation. The mean decadal maximum and minimum 
temperature range between 22.48 ◦C and 24.36 ◦C, and 8.91 ◦C and 10.63 ◦C, respectively. The long-term average decadal maximum 
and minimum temperature increased by 1.88 ◦C and 1.72 ◦C consecutively, as stipulated in Table 2. 

In the first two decades (1981–2000), the average decadal maximum and minimum temperatures scaled up by 0.45 ◦C and 0.64 ◦C, 
respectively (Table 2 and Figs. 15A, B and 16A, B). In the second and third observations, the average decadal maximum temperature 
rose by 1.05 ◦C. While the average decadal minimum temperature surged by 1.08 ◦C. By comparison, in this observation period, the 
temperature difference was much higher than the preceding decade. Between the third and fourth observations, the decadal average 
maximum temperature escalated by 0.38 ◦C while the decadal average minimum temperature declined by 0.22 ◦C. Generally, it is 
possible to conclude that the average decadal maximum and minimum temperatures progressively escalated through the research 
period, except for a slight reduction in the average decadal minimum temperature in the last observation. 

3.7. Modified Mann-Kendall and Sen’s slope estimator test result 

3.7.1. Long-term monotonic trends of maximum and minimum temperature 
Temperature trend analysis for Addis Ababa was performed using 38 years of temperature data (1981–2018). The MMK test and 

Sen’s slope estimator statistical analysis were used to estimate the magnitude of the temperature change. The MMK test result 

Fig. 10. Spatial distribution of monthly (January to December) maximum temperature coefficient of variation (CV) of Addis Ababa (1981–2018).  
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stipulated that, the Z value for maximum annual and seasonal (Kiremt, Belg, Bega) temperatures was 11.97, 9.70, 5.76, and 10.95, 
respectively as shown in (Table 3). The result of the Sen’s slope estimator positive value indicated an increasing trend of maximum 
temperature was statistically significant as the p-value for all the seasons was less than <0.05. 

Conversely, for the mean annual and seasonal minimum temperature for Kiremt, Belg, and Bega, the Z values were found to be 2.77, 
2.95, 2.81 and 2.48, correspondingly. Similarly, the P values for all the seasons were less than the significant value of 0.05, which 
means the minimum temperature increment was statistically significant. The positive Kendall’s tau value (Table 3) elucidated an 
upward trend for both annual and seasonal maximum and minimum temperatures. This suggests that over the study period 
(1981–2018), an increasing pattern in both the maximum and minimum temperatures was observed. The findings of this research 
aligned with the earlier studies conducted in Addis Ababa, which reported that there was a propensity for temperature increases in the 
study area [48]. In addition, another study conducted in South Gonder Zone underlined that there was a rising tendency in the 
maximum temperature [181]. 

3.7.2. Observed monthly maximum and minimum temperature 
The results of the Modified Mann-Kendall (MKK) test and Sen’s slope estimator are shown in Table 4 for both the monthly 

maximum and minimum temperatures of Addis Ababa between 1981 and 2018. The monthly maximum temperature has been 
considerably increasing throughout all months, with a P-value of 0.0001 at a significant level (Table 4). The highest monthly maximum 
temperatures were recorded in the months of March (27.59 ◦C), April (27.03 ◦C), and May (27.52 ◦C). Similarly, the greatest monthly 
minimum temperatures were 14.01 ◦C and 14.33 ◦C, respectively, recorded in April and May. With the exception of January and 
September, the increment in minimum temperature was also significant in all the months where the calculated P-value was less than 
0.05 (Table 4). 

3.8. Principal component analysis (PCA) 

3.8.1. Annual and seasonal PCA analysis 
In this section, time series maximum and minimum temperatures were analyzed at monthly, annual, and seasonal (Kiremt, Spring, 

and Bega) levels for the period from 1981 to 2018. As suggested by Ref. [165], PCA analysis is used in order to assess the change in 

Fig. 11. Spatial distribution of monthly (January to December) minimum temperature coefficient of variation (CV) of Addis Ababa (1981–2018).  
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Fig. 12. Maximum temperature anomalies for Annual (A), Kiremt (B), Belg (C), and Bega (D) of Addis Ababa (1981–2018).  

Fig. 13. Long term Tmin anomalies for Annual (a), Kiremt (b), Belg (c), and Bega (d) of Addis Ababa City (1981–2018).  
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Fig. 14. Average maximum and minimum temperature of Annual (A, E), Kiremt (B, F), Belg (C, G), and Bega (D, H) of Addis Ababa (1981–2018).  
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climate in a particular geographic area. 
The correlation matrix’s result of the Eigenvalue (Table 5) indicated that both the average maximum and minimum temperatures 

generally show high variation in the maximum and minimum temperatures. The main principal components (PC1, annual Tmax) 
explain about 65.14% of the total variance. PC2, Kiremt (summer) Tmax, reveals the second highest variance, explaining 25.41% of the 
variation. The third principal component explained 4.1% of the variance. The first two principal components together constituted 
more than 90% of the variance. Other PCs account for a far smaller percentage of the variance [160]. In this regard, the greater 
variation in the entire dataset is represented by the first component [166]. The result of the PCA eigenvalue matrix exhibited that PC1 
is greater than PC2 and PC2 is higher than PC3. The first three principal components, PC1 (65.14%), PC2 (25.41%), and PC3 (4.11%), 
as shown in Table 5, provide a good explanation for the influence of eigenvectors on each PCA and its proportion of variance. It is 
important to denote most of the variation in annual and seasonal maximum and minimum temperature results due to PC1 and PC2. 

Comparatively, the annual and seasonal minimum temperatures have shown low variance. Based on the analysis, the first two 
principal components were the dominant variables that considerably contributed to the increase in temperature in Addis Ababa city. In 
relation to this, literature denoted that the first PC is linked to heat from the land, the second to heat from the water, and the third to air 
circulation [182]. Based on this assumption, the PCA analysis result of this study reflected the susceptibility of the city to urban heat 
island effect. 

The analysis result of the cumulative principal components varies from season to season (Table 5) PC1 demonstrated the annual 
maximum temperature, which has an impact explaining 65.14% of the total variance. PC2 represents the Kiremt season maximum 
temperature, revealing a total variance of 90.54%. The third principal component, Belg Tmax, explained 94.65% of the total variance. 
In contrast, the analysis result of the principal components of the minimum temperature for Kiremt (Summer), Belg (Spring), and Bega 
(Winter) showed a cumulative variance of almost 100%. Thus, it is possible to conclude that the combination of the first two PCs highly 
influenced the change in temperature in Addis Ababa city. 

As shown in Table 6, in PC4, the effect of the annual maximum and minimum temperature was dominant, while in PC3, the Kiremt 
(summer) temperature maximum and minimum had a strong impact. In PC2, Belg (spring) and Bega (winter) temperatures had a 
moderate impact. Both the annual and seasonal maximum and minimum temperatures have a low impact on PC1. 

Fig. 17 revealed the percentage of each dimension’s (PCs) contribution to the variance of both maximum and minimum temper-
ature. As the scree plot depicts, there are eight dimensions that represent both the maximum and minimum temperature of both annual 
and seasonal. Dim-1 and Dim-5 represented annual Tmax and Tmin; Dim-2 and Dim-6 indicated Kiremt season Tmax and Tmin; Dim-3 
and Dim-7 reflect Belg season Tmax and Tmin; Dim-4 and Dim-8 are attributed to Bega season Tmax and Tmin, respectively. Dim-1 

Table 1 
Average annual and seasonal maximum and minimum temperature record.  

mean annual/seasonal Tmax & Tmin (1981–2018) Degree Celsius (◦C) Year 

Highest Annual Tmax 29.35 2016 
Highest Annual Tmin 16.75 2007 
Lowest Annual Tmax 24.23 1985 
Lowest Annual Tmin 10.09 1986 
Highest Kiremt Tmax 28.23 2016 
Highest Kiremt Tmin 16.86 2007 
Lowest Kiremt Tmax 22.85 1993 
Lowest Kiremt Tmin 10.33 1986 
Highest Belg Tmax 32.92 2016 
Highest Belg Tmin 17.84 2009 
Lowest Belg Tmax 25.01 1986 
Lowest Belg Tmin 11.85 1993 
Highest Bega Tmax 29.62 2015 
Highest Bega Tmin 18.28 2007 
Lowest Bega Tmax 23.81 1988 
Lowest Bega Tmin 8.77 1986 

Source: ArcGIS statistical analysis result 

Table 2 
Descriptive statistics of decadal, decadal average maximum/minimum temperature along with variance and standard deviation.   

Observations Decadal Mean Variance Std.deviation 

Maximum temperature (◦C) 1981–1990 24.53 22.48 1.63 0.38 
1991–2000 25.33 22.93 1.31 0.31 
2001–2010 26.71 23.98 2.92 0.73 
2011–2018 27.23 24.36 7.38 1.32 

Minimum temperature (◦C) 1981–1990 11.34 8.91 6.95 0.46 
1991–2000 12.61 9.55 8.89 0.81 
2001–2010 15.16 10.63 6.46 0.78 
2011–2018 11.17 10.41 5.44 0.59 

Source: statistical analysis result on ArcGIS 
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(annual Tmax) and Dim-2 (Kiremt Tmax) explained a variance of 65.1% and 25.4%, respectively. While the least contribution was 
attributed to Bega (winter) Tmin (0.1%). In this case, the scree plot analysis result is consistent with the eigenvalue matrix result 
displayed in the table shown (Table 6). 

The variable graph (18 left A) demonstrated the correlation between the maximum and minimum temperature on the principal 
components, PC1 and PC2. Generally, the result implies that there is a positive correlation among the different variables. Both plots 
(Fig. 18 right B) illustrated that Dim-1 (PC1) has 65.1% variation, whereas Dim-2 (PC2) contains 25.4% variation. In addition, the 
analysis results further exhibited that the annual Tmax and annual Tmin (green color) are highly correlated. While Kiremt Tmax and 
Tmin (light gray color) were moderately correlated, a negative correlation (red color) was found between Belg Tmax and Belg Tmin; 
the same is true for Bega Tmax and Bega Tmin. This implies that the average annual maximum and minimum temperature played a 
significant role in the increase of Addis Ababa City’s temperature. 

Fig. 19 left A and right B reveal the contribution of each variable for the first two dimensions (PCs). Among the various seasons, 
Kiremt Tmin, Annual Tmax, Annual Tmin, and Kiremt Tmax contributions were the highest Particularly, Kiremt and Annual Tmax 
played significant contributors for both dimensions (Fig. 19 A and B). On the other hand, the contribution of variables to dimension 2 
was Bega Tmin, Annual Tmin, Kiremt Tmax, and Annual Tmax. Bega Tmin and Annual Tmin were the greatest as compared to others. 
Similarly, the figure on the right side also explains the contribution of each variable to each dimension (PCs). As shown in the figure on 
the right, all the variables contribute to dimension 1 (PC1) in different degrees. Annual Tmax and Kiremt Tmin contributed the most 
which is >0.7%. It was followed by Kiremt and Bega Tmax, annual Tmin, and Belg Tmin. The least contribution comes from Bega Tmin. 
Similarly, all the different variables at varying degrees contributed to dimension 2 (PC2). However, the greatest contribution came 
from annual Tmax, Kiremt Tmax, Annual Tmin, and Bega Tmin. For the remaining dimensions, the contribution of each variable was 
insignificant. 

3.8.2. Monthly PCA analysis result 
Table 7 highlights the monthly correlation matrix results of the three PCs and their respected results of eigenvalue matrix. The 

eigenvalue matrix stipulated that the first two principal components (PC1 and PC2) account for 100% of the total data variance 
(Fig. 20-left A). Especially, PC1 immensely contributed (66.8%) to the variance of monthly temperature. While PC3 has insignificant 
contribution (0.3%). When examining the individual contribution (Fig. 20-right B) for Dim-1-2 (PC1 and PC2), the months of August, 
May, July, and March are the largest contributors that highly influence the variability of monthly temperature in the period of concern 
over the study area. 

Evidently, as the correlation matrix (Fig. 21, left A and right B) depicts, the average and maximum temperatures have a strong 
influence on the variables related to monthly temperature, and they are highly correlated. Contrary to this, the influence of the 

Fig. 15. Portrays the average decadal maximum temperature of Addis Ababa for the year (A) 1981–1990, (B) 1991–2000, (C) 2001–2010 and 
(D) 2011–2018. 
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minimum temperature was insignificant. As the correlation result displays, the level of variation of Dim-1 (PC1) and Dim-2 (PC2) was 
66.8% and 33%, respectively. 

It is important to note that PC1 is higher than PC2. This signifies that 99.8% of the variation in monthly maximum and minimum 
temperature was due to PC1 and PC2. 

Fig. 22, left A and right B, show the analysis result of the monthly contributions for Dim-1 and Dim-2, revealing that the maximum 
and average temperature were by far the largest contributors for Dim-1 (PC1). While monthly Tmin is the single most important 
contributor for Dim-2 (PC2). This is also supported by the analysis results under Table, which reveal that Tmax and the monthly 
average were the principal components of PC1 and PC2. 

3.9. T-test analysis of Tmax and Tmin 

Tables 8 and 9 show the t.test analysis result for maximum and minimum temperature of the study period. The mean annual max 
temperature (M = 26.16, SD = 1.499, n = 38) was hypothesized to be greater than the mean annual min temperature (M = 12.767, SD 
= 1.787, n = 38). The difference was significant t (74) = 1.99, p = 0.000 (1 tail). This means a highly statistically significant result. As 
the p-value is significantly lower than (1.94 × 10^-48), it is considered that the findings are significant. 

Fig. 16. Demonstrates the average decadal minimum temperature of Addis Ababa for the year (A) 1981–1990, (B) 1991–2000, (C) 2001–2010 and 
(D) 2011–2018. 

Table 3 
MMK trend analysis of average annual and seasonal maximum and minimum temperature (1981–2018) in Addis Ababa.  

Seasons Kendall’s tau P-value Trend Significant Sen’s slope (◦C/year) Var(s) Test statistics (Z) 

Annual Tmax 0.73 0.0001 Increasing Significant 0.12 1842.69 11.97 
Annual Tmin 0.32 0.0056 Increasing Significant 0.064 6544.77 2.77 
Kiremt Tmax 0.61 0.0001 Increasing Significant 0.11 1963.22 9.70 
Kiremt Tmin 0.33 0.0032 Increasing Significant 0.052 6295.49 2.95 
Belg Tmax 0.65 0.0001 Increasing Significant 0.14 544.42 5.76 
Belg Tmin 0.30 0.0050 Increasing Significant 0.049 5707.15 2.81 
Bega Tmax 0.67 0.0001 Increasing Significant 0.126 1880.86 10.95 
Bega Tmin 0.27 0.0130 Increasing Significant 0.072 5794.46 2.48 

Source: Rstudio Modified Menn-Kendell test Significant at α = 0.05 
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4. Discussion 

Globally, the mean surface temperature by the end of the 21st century is anticipated to increase from 0.3 ◦C to 4.8 ◦C, with 
consequent drought, flooding, and heatwaves expected to become more frequent [44]. The global surface temperature in the first two 
decades of the 21st century (2001–2020) was 0.99 ◦C higher than 1850–1900 [183]. On top of that, the United Nations Development 
Program [UNDP] country profile shows that from 1960 to 2006, there was an average annual temperature increase of 1.3 ◦C, 0.28 ◦C 
per decade [184]. In the context of Addis Ababa, a study by Ref. [58] noted that changes in minimum and maximum temperature over 
Addis Ababa city are evaluated using high resolution NIRRHaGEM-AO simulations for future projections under prepresentative 

Table 4 
MMK trend analysis of monthly Tmax and Tmin (1981–2018) in Addis Ababa City.  

Month Mean’s value Kendall’s tau P-value Trend Significant Sen’s slope (mm/year) Var(s) Test statistics (Z) 

January Tmax 26.09 0.64 0.0001 Increasing Significant 0.124 1346.13 12.32 
January Tmin 10.88 0.21 0.0523 Increasing Insignificant 0.061 5510.50 1.94 
February Tmax 26.79 0.60 0.0001 Increasing Significant 0.152 1581.95 10.56 
February Tmin 12.14 0.16 0.046 Increasing Significant 0.053 3057.49 2.00 
March Tmax 27.59 0.59 0.0001 Increasing Significant 0.135 586.79 17.17 
March Tmin 13.12 0.20 0.0073 Increasing Significant 0.046 2799.69 2.68 
April Tmax 27.03 0.58 0.0001 Increasing Significant 0.162 510.81 17.96 
April Tmin 14.01 0.30 0.0029 Increasing Significant 0.063 5092.98 2.97 
May Tmax 27.52 0.56 0.0001 Increasing Significant 0.122 988.59 12.47 
May Tmin 14.33 0.34 0.0019 Increasing Significant 0.076 5781.41 3.10 
June Tmax 26.11 0.52 0.0001 Increasing Significant 0.108 1212.11 10.51 
June Tmin 13.53 0.35 0.0011 Increasing Significant 0.066 5497.75 3.26 
July Tmax 23.79 0.58 0.0001 Increasing Significant 0.113 2326.45 8.50 
July Tmin 13.39 0.40 0.0000 Increasing Significant 0.067 4945.65 3.98 
August Tmax 23.37 0.52 0.0001 Increasing Significant 0.082 1510.38 9.366 
August Tmin 13.36 0.33 0.0023 Increasing Significant 0.049 5575.42 3.05 
September Tmax 24.65 0.67 0.0001 Increasing Significant 0.119 1479.89 12.17 
September Tmin 13.06 0.22 0.0585 Increasing Insignificant 0.041 6455.18 1.89 
October Tmax 25.59 0.65 0.0001 Increasing Significant 0.126 1603.57 11.44 
October Tmin 11.87 0.28 0.0075 Increasing Significant 0.096 5271.96 2.67 
November Tmax 25.55 0.66 0.0001 Increasing Significant 0.134 1489.56 11.92 
November Tmin 11.29 0.32 0.0004 Increasing Significant 0.109 4128.33 2.84 
December Tmax 25.33 0.59 0.0001 Increasing Significant 0.097 5120.52 5.52 
December Tmin 10.70 0.23 0.0140 Increasing Significant 0.095 4242.22 2.46 

Source: Modified Menn-Kendell test result in R Significant at α = 0.05 

Table 5 
Eigen values of the correlation matrix (1981–2018).  

Seasons Annual Tmax Kiremt 
Tmax 

Belg 
Tmax 

Bega 
Tmax 

Annual 
Tmin 

Kiremt 
Tmin 

Belg 
Tmin 

Bega 
Tmin 

Tmax, Tmin PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8 
Eigenvalue 5.21 2.03 0.33 0.28 0.08 0.05 0.02 0.01 
% Variance 65.14 25.41 4.11 3.45 1.03 0.57 0.24 0.06 
% cumulative variance 65.14 90.54 94.65 98.10 99.13 99.70 99.94 100 
Standard deviation 2.28 1.43 0.57 0.53 0.29 0.21 0.14 0.07 

Source: PCA analysis in R studio 

Table 6 
The principal components elements of annual and seasonal (1981–2018).  

Annual/seasonal Tmax PC1 PC2 PC3 PC4 

Annual Tmax 0.52 0.06 − 0.00 0.85 
Kiremt Tmax 0.51 − 0.07 0.80 − 0.31 
Belg Tmax 0.48 0.70 − 0.38 − 0.35 
Bega Tmax 0.48 ¡0.70 − 0.47 − 0.25 
Annual/seasonal Tmin PC1 PC2 PC3 PC4 
Annual Tmin 0.52 − 0.04 0.10 0.85 
Kiremt Tmin 0.52 0.03 0.75 − 0.40 
Belg Tmin 0.48 0.71 − 0.47 − 0.21 
Bega Tmin 0.48 ¡0.71 − 0.44 − 0.28 

Source: PCA analysis result in R studio. Bold values represent statistically significant impact (no impact at 0.0–0.2; low impact 0.2–0.4; moderate 
impact 0.4–0.7; high impact 0.7–0.9; and very strong impact 0.9–1.0 [173]. 
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concentration pathways (RCP8.5) and gridded observations. The result indicated that both the minimum and maximum temperature 
getting warmer between 1950 and 2000. 

In addition [48], carried out a study in Addis Ababa by taking two main meteorological stations, i.e., Entoto and Bole. The result of 
the study signified that there was a significant increase in the average annual temperature for Bole station, while for Entoto it was 
insignificantly increased. Similarly, between 1960 and 2006, Addis Ababa’s average annual temperature increased by 1.3 ◦C [184]. 
The findings of this study is comparable with the previous research which designated that over the last 38 years (1981–2018), the 
average decadal maximum and minimum temperature increased by 1.88 and 1.72 ◦C, respectively. Comparatively, all the previous 
studies covered a different time period, however, the findings of their study were conclusively consistent with the results of this 
research, which all underscore an increase of temperature in Addis Ababa. 

Moreover [53], used data from Entoto and Addis Ababa Observatory stations to statistically downscale the daily maximum and 
minimum temperature at 30-year intervals. Based on the results, the Addis Ababa Observatory experienced maximum temperature 
rises between 2020 and 2080, ranging from 0.9 ◦C (RCP4.5) to 2.1 ◦C (CGCM3A2). It is predicted that the minimum temperature will 
rise by 1.0 ◦C in 2080 and 0.3 ◦C in 2020. The study underlines that future scenarios predict that both the minimum and maximum 
temperatures will increase. All the previous studies reported that the historical trend of temperature and future projections revealed 
that there was an increase in maximum and minimum temperature in the city. Their findings were aligned with the findings of this 
research, which found that there was a significant upward trend in both the annual and seasonal maximum and minimum temperatures 
in the area of concern. 

Fig. 17. Portrays the percentage of each dimension contribution for the variance.  

Fig. 18. Illustrates the correlation of variable to PCA (left A) and PCA-Biplot (right B).  
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As literature pointed out, the possible causes of the observed increase in temperature largely are attributed to anthropogenic 
factors. In relation to this, the recent IPCC report noted that the increase in mean and extreme temperature trends across Africa is 
attributable to human-caused [185]. Extreme weather changes in Addis Ababa were observed due to changes in climate [48]. The 
other reasons that could contribute to the rise of the city’s temperature over the course of the study period would be largely associated 

Fig. 19. Shows the contribution of each variable for the different PCs (left A and right B).  

Table 7 
The monthly principal component elements and Eigen values matrix (1981–2018).  

Monthly/components PC1 PC2 PC3 

Tmax − 0.70 0.04 0.71 
Tmin − 0.12 − 0.10 − 0.06 
Average − 0.70 0.13 − 0.70 
Eigenvalue 2.00 0.99 0.01 
% variance 0.67 0.33 0.00 
% cumulative variance 0.67 0.10 1.00 
Standard deviation 1.42 0.99 0.10 

Source: analysis result in R studio 

Fig. 20. Depicts the percentage of explained variance (left A) and contribution of individuals to Dim-1-2 (right B).  
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Fig. 21. Portrays correlation circles of monthly Tmax, Tmin, and Average (left A) and Biplot of the same variables (right B).  

Fig. 22. Illustrates in the contribution of variables for the first two PCs (left A and right B).  

Table 8 
T-test for annual maximum and minimum temperature (1981–2018).  

Average Annual Tmax  Average Annual Tmin  

Mean 26.164231 Mean 12.7671173 
Standard Error 0.2432331 Standard Error 0.289887436 
Median 26.505108 Median 12.06654 
Mode #N/A Mode #N/A 
Standard Deviation 1.4993893 Standard Deviation 1.786986171 
Sample Variance 2.2481684 Sample Variance 3.193319576 
Kurtosis − 0.857854 Kurtosis − 0.555415339 
Skewness 0.3116161 Skewness 0.828831386 
Range 5.1177 Range 6.655266667 
Minimum 24.228525 Minimum 10.0909 
Maximum 29.346225 Maximum 16.74616667 
Sum 994.24078 Sum 485.1504575 
Count 38 Count 38  
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with urbanization. Over the last three decades, the magnitude of urbanization and economic development have led to an unprece-
dented rate of increase in the urban population in the city. The population of Addis Ababa accounts for 3.6% of the national population 
and 18% of Ethiopia’s urban population, with an annual growth rate of 2.1% [59]. Specially, the population over the last decade has 
been alarmingly increasing due to economic and political reasons. This reflects that there has been a high rate of urbanization driven 
by overwhelming population growth. As a result, many landforms that were covered by dense forest, vegetation, including public 
spaces, and other natural features, with the growth of population and urbanization, transformed into built-up areas, industries, and 
high-rise buildings. This is largely a contributing factor for the escalation of the city’s temperature. Of course, this has to be supported 
objectively with empirically evidence with field data, it also requires further investigation and could be considered a potential research 
area, including scenarios such as people’s perceptions on the observed changes of temperature in the city. 

Making resilient cities resilient against man-made and natural disasters continues to be a serious concern for both developed and 
developing nations [186]. The United Nations report outlines a number of Sustainable Development Goals [187]. The SDG 11 focuses 
on Sustainable Cities and Communities, i.e., making cities and human settlements inclusive, safe, resilient, and sustainable. The 
primary goal of SDG 13 is to increase all nations’ resilience and capacity for adaptation to climate related threats. Both goals are highly 
linked with the intent of this study. Cities like Addis Ababa, where there is a growing concern over the rise of temperature and 
associated environmental repercussions. Due attention has to be given by the city administration towards the realization of these 
development goals and to creating a more vibrant habitable, and environmentally friendly living environment. In relation to that, the 
Addis Ababa city administration could consider the garden city concept [188], integrating with city’s urban planning and design 
framework in such a way that the construction of new settlements surrounded by green areas. Considering the city not only to have an 
ecological advantage but also economic and cultural advantages. 

The study recommends mitigation and adaptation measures in order to cope with the warming effect induced by temperature 
increases in Addid Ababa. For this reason, cooperation and integration of the different government institutions working in the areas of 
climate change, forestry, environmental protection and preservation, and natural disaster management etc. Would be imperative in 
order to effectively monitor the environment and realize a sustainable, healthy, livable, and resilient urban environment. Additionally, 
measures such as city-wide green space initiative have to be practiced in the major corridors of the city, including at the neighborhood, 
village level, and private houses. This can be achieved with the support of indigenous knowledge in identifying, selecting, and plating 
fast growing trees/seeds that are suitable for the local climate conditions, soil, and with minimal environmental risk. In that regard, the 
local communities need to have the mandate and ownership in cultivating, monitoring, and managing the plated seeds/trees in their 
immediate surrounding environment. In connection with this, one initiative could be converting pocket spaces that have been used as a 
place to dispose trash into gardens. 

Raising awareness among the people would be the number one priority. In cities like Addis Ababa, the majority of the people have 
low awareness on the growing impacts of global warming at the local level. This requires the concerted efforts of different stakeholders, 
including the government, non-government organizations, investors, media, and the residents of the city. The people need to un-
derstand the ecological benefits of keeping the city clean and green for a healthy, environmentally friendly, and habitable environ-
ment. With the motto of plating a single tree, can matter for a healthier lifestyle and for the better future of our children. In order to 
bring the desired change and elevate people’s awareness among the wider population, it requires a policy directive. 

The consistent temperature rise observed in Addis Ababa has far-reaching implications. It can impact various aspects of the 
environment and society, including water resources, urban agriculture, and urban planning. The warming trend poses challenges for 
water availability and urban infrastructure. The presence of high urban structures in the city, such as building, roads, and other in-
frastructures largely absorb the atmospheric temperature during the day and reemits this energy towards the environment during 
night. This largely contributed for the increase of temperature and result in environmental and health related consequences such as 
urban heat island effect. Thus, the current urban planning and design has to take into consideration in addressing this matter. As a 
policy, the buildings constructed in the city have to be ecologically and environmentally friendly, and greenery buildings have to be 
implemented and largely practiced within the city. Furthermore, the study underscores the importance of ongoing climate monitoring 
and adaptation efforts to address the consequences of rising temperatures. 

Table 9 
T-test: two-sample assuming equal variances.   

Mean Annual Tmax Mean Annual Tmin 

Mean 26.16423 12.7671173 
Variance 2.248168 3.193319576 
Observations 38 38 
Pooled Variance 2.720744  
Hypothesized Mean Difference 0  
df 74  
t Stat 35.40334  
P(T<¼t) one-tail 1.94E-48  
t Critical one-tail 1.665707  
P(T ≤ t) two-tail 3.88E-48  
t Critical two-tail 1.992543  

Source: statistical analysis result using origin software. 
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5. Conclusion 

The study conducted an in-depth analysis of temperature variations in Addis Ababa, Ethiopia, over a 38-year period from 1981 to 
2018. The investigation has covered various aspects, including monthly fluctuations, annual, seasonal patterns, and decadal levels. 
Coefficients of variation, standardized anomaly index, Modified Menn-Kendall test, principal component analysis, and t-test were 
employed and analyzed using geospatial technologies, "R" programming and statistical software. The findings of this comprehensive 
study unveiled a significant spatial and temporal variations in temperature within Addis Ababa. The key findings were:  

• Temperature variations exhibited relatively moderate coefficients of variation (CV) for both maximum and minimum temperature. 
The lowest variability observed during the Belg (Spring) season.  

• Monthly temperature analysis highlighted a significant fluctuation, with March being the hottest month and December the coolest.  
• The coefficient of variation remained below 20% for maximum temperatures in all months, while minimum temperatures exhibited 

slightly higher variability in November, December, and January.  
• The study identified a warming trend in maximum temperatures across all seasons from 2011 to 2018. This warming effect was 

statistically significant, with strong correlations observed between time and increasing maximum temperature anomalies.  
• Trend analysis confirmed a positive trend in both annual and seasonal maximum and minimum temperatures over the study period.  
• Maximum temperature demonstrated a more pronounced increase, with statistical significance particularly notable in the Belg 

season.  
• Decadal analysis revealed a steady rise in maximum temperatures throughout the study period, with an overall increase of 2.7 ◦C.  
• The Modified Mann-Kendall and Sen’s slope estimator tests provided further evidence of an upward trend in both maximum and 

minimum temperatures.  
• Based on the results of the PCA analysis, it was determined that PC1 (mean annual Tmax) and PC2 (mean Kiremt Tmax) accounted 

for almost 90% of the variation in temperature.  
• The t-test analysis further proofed that there was a significant increase in the annual and seasonal maximum and minimum 

temperatures. 
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