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Mechanism that determines the economics
of 100% renewable power systems

Takuya Hara1,2,*

SUMMARY

Many studies have evaluated the economic feasibility of 100% renewable power systems using the opti-
mization approach, but the mechanisms determining the results remain unclear, making this issue still
debatable. This study presents a mathematical formulation of the mechanism that only the demand and
power generation profiles determine the optimal capacities of generation and storage and their trade-
off relationship. Furthermore, this study demonstrates the comprehensive quantification of the corre-
sponding relationships among the factor cost of technologies, their optimal capacities, and total system
cost. Based on these findings, the study also shows that hybrid systems comprising multiple renewable
energy sources and different types of storage, including long-duration energy storage, are critical to
reducing the total system cost by using actual profile data for multiple years and regions in Japan. This
suggests that large-scale deployment of current-level power-to-gas technologies, such as water electrol-
ysis, can contribute to the economics of 100% renewable power systems.

INTRODUCTION

Amid calls for decarbonizing electricity as a means of mitigating climate change, researchers have evaluated the economics of highly decar-

bonized power systems, particularly in the form of 100% renewable energy power systems (100% REPS).1 With a significant decline in the cost

of variable renewable energy (VRE) technologies such as solar photovoltaics (PV) and wind turbines (WT)—for example, an 85% decline for PV

and a 55% decline for WT over the last decades2—future deployment is expected to rapidly increase for both PV3 and WT.4 However, the

economic feasibility of achieving 100% REPS remains debatable, particularly in the context of the US5,6 and from a general perspective.7,8

The levelized cost of electricity (LCOE) is a commonmeasure used to evaluate the cost competitiveness of power generation technologies.

It is calculated by dividing the total life cycle cost by the total amount of power generated. As VRE requires energy storage tomeet demand at

all times, a hybrid system comprising VRE and energy storage is necessary to achieve 100% REPS. The LCOE of such a system (referred to as

the levelized cost of hybrid system [LCOHS]) needs to consider not only the LCOE of VRE but also additional costs such as storage and

overcapacity.9,10

The standard approach utilizes an optimization model, often formulated as linear programming (LP), to determine the optimal installed

capacity and LCOHS. This approach has been applied in various contexts, including the US,11 Japan,12 and Chile.13 The model treats the cost

settings of VRE and storage, as well as the demand and generation profiles, as assumptions. The differences in evaluating LCOHS are attrib-

uted to variations in cost settings and profiles. However, themechanisms by which these assumptions affect the results have remained unclear

in the literature due to the challenges of using analytical models involving tens of thousands of variables.14

To address the knowledge gap in the economics of 100% REPS, this study examines the mechanisms that determine the optimal installed

capacity and LCOHS using a simple yet essential model of 100% REPS, which includes demand, generation, and storage (refer to method

details and supplemental information Figure S1). The study finds that the largest mismatch between demand and power generation profiles

determines the optimal capacities of generation and storage, and it describes the relationship between cost settings, optimal capacities, and

LCOHS. As the literature has overlooked the straightforward application of basic microeconomics, the findings of this study contribute to the

understanding of the wide range of previous results15,16 and provide a theoretical foundation for the economic benefits of mixing renewable

sources (such as the complementarity of solar and wind)17 and utilizing different types of storage.11

The contribution of this study is 2-fold. First, it presents a comprehensive method for identifying the combination of VRE and storage ca-

pacity for 100% REPS based solely on profile data (i.e., identifying the feasible region boundary of LP). Second, based on the identified

feasible region boundary, it presents a method for establishing a comprehensive corresponding relationship between assumptions (i.e.,

cost settings) and results (i.e., optimal solutions) of LP-based 100% REPS.

To clarify the contribution of this study, the author provides a comparative review with relevant previous studies. The simple power system

model used in this study can be interpreted in two ways: first, as a wide-area single-node grid model that disregards spatial variations of
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generation/load profiles and transmission constraints/costs (or incorporates them into synthesized profiles and cost settings) under the cop-

per plate assumption; second, as a stand-alone hybrid renewable energy system. Prior to the models and analyses of country-scale to global-

scale 100% REPS, numerous studies have focused on the economics and optimal sizing of stand-alone systems.

In addition to LP, several methods have been proposed to optimize 100% REPS18: exploratory method, graphical construction method,

and cumulative residual load method. The exploratory method, also known as the iterative simulation method, has been widely used. In this

approach, power supply/charge/discharge processes at each time step are sequentially simulated under different combinations of VRE and

storage capacities to find a set of capacities that enable 100% REPS or other criteria. Many previous studies have considered various hybrid

systems, such as residential PV-battery system,19 stand-alone PV-wind-battery system,20,21 +pumped hydro storage system,22 country-wide

systems,23 or various features such as the probability of failure24 and specific load curves.25,26 The combinations of VRE and storage capac-

ities100% REPS obtained from these studies represent only a subset of the assumed combinations. By contrast, this study demonstrates that

they can be expressed as a function of the generation/load profiles.

The graphical construction method, proposed in the 1980s, is essentially identical to this study in deriving comprehensive relationships

between VRE and storage capacities for 100% REPS based solely on generation and load profiles.27–29 The novelty of this study compared

to the graphical construction method is that it presents a framework that can be analyzed at any time resolution, whereas previous studies

typically had coarse time resolutions, such as monthly levels. The present study also contributes to a better understanding of the relationship

between this method and LP.

The cumulative residual load method is used to determine the required amount of energy storage for a given VRE capacity and genera-

tion/load profile.12,30,31 This study generalizes and extends themethod, finding that the required energy storage for 100%REPS is equal to the

largest difference between the partial sum of generation and demand profiles.

All the mentioned studies are related to the first contributions of this study, which involve identifying the feasible region boundary of LP.

The graphical construction method is also relevant to the second contribution. It demonstrates how the determination of the cost-optimal

solution is influenced by the relationship between the feasibility region boundary and the objective function. The novelty of this study lies

in showing how the Legendre transform can be used to identify the correspondence between cost settings, optimal solutions, and system

costs. Furthermore, it highlights that this relationship can exist irrespective of monetary units.

RESULTS

Production function of 100% renewable power system

Generalizing the findings of the cumulative residual loadmethod, which demonstrates a strong relationship between cumulative residual load

and the required energy capacity of storage, this study establishes the relationship between generation and storage capacity for a 100% REPS

(xg and xs, respectively) using a piecewise linear function represented by Equation 1. This equation can be regarded as the production func-

tion (or isoquant) for a 100% REPS, as it represents the combination of production factors (in this case, generation and storage) required.

xs = max
�� xgG + D

�
(Equation 1)

G,D is amatrix where the ði; jÞ component represents the partial sumof the generation and demand profiles during the period i and j (refer

to method details). Equation 1 demonstrates that the storage requirement is determined by the magnitude of the difference between the

total demand and total generation during the bottleneck period, which refers to the periodwith the largest difference (refer tomethoddetails

and Figure S2). The bottleneck can be identified by searching for the boundary of the convex hull formed by pairs of the coefficient Gij and

intercepts Dij on the ðG;DÞ plane, utilizing the duality of linear function (refer to method details and Figure S3). While previous studies have

suggested a connection between storage requirement and the occurrence of continuous supply shortages (referred to as ‘‘dark doldrums’’ or

‘‘Dunkelflaute’’),12,13 this study provides a clear formulation for this relationship.

Figure 1 illustrates the calculation results using the demand and PV generation profiles for the Tohoku region in Japan in 2018 (refer to

supplemental information). Through profile normalization, xg and xs (as well asGij andDij) represent the total generation and storage require-

ments (partial sum of unit generation and demand) as a proportion of the total demand, respectively. In Figure 1A, the points and the bound-

ary of the convex hull are presented, while Figure 1B depicts Equation 1 based on the results from Figure 1A. When the total generation

matches the total demand (i.e., xg = 1), the storage requirement amounts to approximately 50 days’ worth of demand (i.e., xs � 0.135).

As the generation increases, the storage requirement decreases rapidly to 3–4 days’ worth of demand (xs � 0:01 when xg > 2), and so

does the bottleneck period.

Cost function of 100% renewable power system

The LCOHS of a 100% REPS, L, can be represented by a linear equation (Equation 2) involving the LCOE and the capacity of generation

and storage (cg, cs, xg, xs, respectively), similar to the objective function of the LP model (refer to method details and supplemental

information):

L = cgxg + csxs (Equation 2)
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Theminimumcost required to achieve a specific level of production, in this case, 100%REPS, expressed as a function of factor prices (in this

case, LCOE), is referred to as a cost function. Once the cost function for a 100% REPS is determined, the relationship between LCOE and

LCOHS can be comprehensively understood. Following a fundamental theorem of microeconomics (specifically, a Legendre transform),

the cost function can be derived from the isoquant (refer to ref. 32 and supplemental information Figure S4). The isoquant also represents

the connection between the partial sums of profiles in the bottleneck periods and the optimal capacity. Consequently, it implies that the rela-

tionship between the partial sum of profiles, the LCOE, and the LCOHS can be quantified. This study reveals that the LCOEs required to

achieve any given LCOHS are solely determined by the profiles and can be expressed in Equation 3, where ðG�;D�Þ are the combination

of the partial sum of generation and demand during the bottleneck period.

�
cg; cs

�
=

�
G�

D� L;
1

D� L

�
(Equation 3)

Figure 1C illustrates Equation 3 and demonstrates the correspondence between these factors represented by points and lines of the same

color in Figures 1A and 1B (refer to supplemental information Figure S4 as well). It is important to note that Equations 2 and 3 are unit-inde-

pendent due to the use of normalized variables. This means that the quantitative relationship remains the same regardless of the chosen unit,

such as JPY/kWh, USD/GJ, and so on. While Figure 1C only displays one line (L = 10) as an example, it provides sufficient information, as

Equations 2 and 3 exhibit linear homogeneity. In other words, once one line L0ðcg; csÞ is obtained, any other combination of LCOEs at

L = aL0 can be obtained proportionally as ðacg; acsÞ (refer to supplemental information Figure S5).

Figure 1. Production function (generation + storage capacity) and cost function of 100% REPS determined from demand and generation profiles

(A) Combination of the partial sum of unit generation and demand: The colored circle points and lines represent points and lines on the boundary of the convex

hull of the point set. The gray points depict points inside the boundary—the inset is an enlarged view.

(B) Combination of generation and storage capacity, derived from the dual transform of (A) The colored lines represent piecewise linear functions of generation

and storage capacity for 100% REPS. The lines in (B) correspond to the circle points in (A) of the same color. The colored square points denote extreme points of

the feasible region of the equivalent LP model. These square points have corresponding points in (B) and lines in (A) of the same color.

(C) Cost function representing the combination of LCOE of generation and storage, where LCOHS is an arbitrary value (e.g., L = 10), derived from Legendre

transform of (B). The corresponding straight lines originating from the origin in (C), circle points in (A), and lines in (B) are in the same color. The circle points

in (C) represent the ðcg; csÞ combination at L = 10. The lines between the circle points in (C), which represent the optimal capacity under LCOE, and the

square points in (B), as well as the lines in (A), are shown in the same color.

(D) Cost functions obtained with different charge/discharge efficiencies of storage—the inset is an enlarged view.
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Figures 1A–1C depict the results when there is no charge/discharge loss. Figure 1D illustrates the cost functions (L = 10) obtained with

different storage charge/discharge efficiencies. In order to emphasize the practical implications, the study employed JPY/kWh (roughly equiv-

alent to cent/kWh) and L = 10 as the criteria for economic feasibility (refer to method details). The generation and storage cost conditions for

L = 10 are as follows: for high-efficiency storage (cycle efficiency 0.7–1), when the generation cost is relatively high (cg = 5--10 JPY/kWh), the

storage cost needs to be very low (cs = � 30 JPY/kWh). When the generation cost can be relatively low (cg = 2--4 JPY/kWh), the storage costs

can be somewhat high (cs = 100--500 JPY/kWh), but the allowable storage cost is still one digit lower than the current battery cost (refer to ref.

11 and supplemental information). For low-efficiency storage (cycle efficiency 0.2–0.4), high generation costs render any allowable storage

cost ineffective. However, at low generation costs, an economically feasible 100%REPS can still be achievedwith sufficiently low storage costs.

Mechanism of economic feasibility dependent on profile

How do the economics differ among the different profiles, and to what extent does the formulation of this study explain these differences?

Figure 2A illustrates the cost functions derived from the results of the best and worst (PV-only case) among the 30 profiles utilized in the study

(all results can be found in supplemental information Figure S7). The figure also depicts the outcomes for the same profile (Tohoku, as shown

in Figure 1C) with varying PV ratios.

Figure 2A illustrates that different cost conditions are necessary for different profiles in order to achieve the same LCOHS. The relationship

of relative advantage between the profiles (cg � cs curve) is complex. However, it can be explained by the variation in the combination of the

partial sum of unit generation and demand (G � D curve), as shown in Figure 2B. The observed trend is that the closer theG� D curve is to

the diagonal, the farther the cg � cs curve is from the origin. This indicates that such profiles are more economical, as they can achieve the

same LCOHS at a higher LCOE. The differences in the value ofG at the sameD across different profiles account for the disparities in the cost

functions of these profiles. In other words, Equation 3 enables economic comparisons among different profiles as well (refer to supplemental

information Figure S5).

Figure 2A demonstrates that the profile comprising an equal combination of PV and WT (Tohoku0.5) is more economical than the profile

with only one source. This can be understood by considering the formula for determining the required storage capacity (Equation 1), which

also serves as the energy balance formula for the bottleneck period. In other words, during the bottleneck period determined by the gen-

eration profile of either PV orWT alone, if the partial sum of theWT (PT) unit generation profile is larger, the value ofG increases when a small

amount ofWT (PV) is introduced. Consequently, this results in a reduction in storage requirements and improved economics. This mechanism

explains why synthesizing PV and WT generally leads to better economics compared to using only one source, with a few exceptional cases

(refer to supplemental information Figures S10 and S11). Advantages of multi-sources and multi-types of storage

Figure 2. Cost functions obtained with different PV ratios and profiles

(A) Various cost functions obtained with different preconditions, assuming a charge/discharge efficiency of 1. Tohoku1 is the same function as Figure 1C;

Tohoku0.5 and Tohoku0 are cost functions with PV ratio = 0.5 and 0 (the rest from WT), respectively; Best1 and Worst1 represent the best and worst economic

feasibility amounts for the profiles of different regions/years with PV ratios of 1—the inset is an enlarged view.

(B) Combination of partial sum of unit generation and demand corresponding to the profiles in (A). The diagonal line (D = G) is in black—the inset is an enlarged

view. The profiles in (A) show that for the same cg, the one with a higher cs (higher cost tolerance for storage, or better economic feasibility) to achieve the same

LCOHS (L = 10) is represented in (B) as the one with the same Gij and lower Dij . The economics of 100% REPS of different profiles can be explained by the

relationship between the size of the partial sums of profiles.
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Figure 1D illustrates that storage with higher efficiency allows for a higher allowable cost to achieve a specific LCOHS, while storage with

lower efficiency becomes feasible if the cost is sufficiently low. This study discovered that if two types of storage are available, it is always

possible to reduce LCOHS and the variance attributed to profile differences.

The first storage type (ST1) is assumed to be a battery with a cycle efficiency of 0.8, and the second storage type (ST2) is assumed to be a

power-to-gas-to-power system, serving as long-duration energy storage with an efficiency of 0.4.11,12 The cost of storage and required power

capacity are also taken into account. For ST2, this study considers water electrolysis for the power-to-gas process and a hydrogen-fired com-

bined cycle gas turbine for the gas-to-power process. The LCOHS of three systems is calculated using the LP model: ST1&ST2, ST1 only, and

ST2 only (refer to supplemental information). The cost settings for each technology are determined through preliminary calculations (refer to

supplemental information Figure S9). Compared to the cost setting for generation and ST1, the cost setting for ST2 is conservative, aiming to

reflect current levels (refer to supplemental information Tables S1 and S2).

Figure 3 displays the LCOHS for the 30 profiles (10 regions in Japan [see Figure S8], three years, PV : WT = 1 : 1) for the three systems,

clearly demonstrating that the ST1&ST2 system is economically superior to the ST1 or ST2-only systems for all profiles. This mechanism can

also be understood by examining the energy balance during the bottleneck period (refer to supplemental information). Intuitively, the advan-

tage of introducing ST1 into an ST2-only system can be explained by themechanism through which ST1 increases the surplus power available

during the bottleneck period due to its higher efficiency. The introduction of ST1 also reduces the duration of the bottleneck period by

improving the efficiency of surplus power utilization. The merit of introducing ST2 into an ST1-only system lies in the lower cost of stored en-

ergy for ST2, which outweighs the disadvantage of its lower efficiency.

DISCUSSION

A 100% REPS comprising PV and WT with ST1&ST2 can be economically viable even at the current achievable level of storage cost. This

finding aligns with that of previous studies,11 and the present study provides the fundamental mechanism underlying these results. The crucial

factor determining feasibility is the amount of VRE supply required to achieve the desired LCOE, emphasizing the need for accurate estimates

of physical, economic, and socio-political potential.

Amore robust 100%REPS objectivewould result in overcapacity inmost typical year profiles, as supply shortagesmust be entirely avoided.

By usingmore conservatively updatedG andD based not only on historical profiles but also on risk assumptions, the methodology simplifies

estimating additional capacity and costs.

A robust 100% REPS would entail the widespread deployment of ST2, involving substantial cumulative production of water electrolyzers

and a surplus of renewable hydrogen, which serves as the energy carrier for ST2. Intersectoral hydrogen energy systems can contribute to

Figure 3. Cost comparison for systems comprising different storage types

LCOHSs (L) from the three-year profile are depicted using different colors for each of the 10 regions. The cost settings of technologies (coefficients of the

objective function in the LP model) are determined through preliminary calculations, ensuring that the LCOHS of the Tohoku profiles is set at 10 JPY/kWh

(refer to method details). It is evident that the LCOHS of the ST1&ST2 system is consistently more cost-efficient compared to those of the ST1 or ST2 systems.
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100%REPS by reducing backup costs through shared facilities.16 As renewable technologies and hydrogen production technologies scale up,

subsequent cost reductions wouldmake large-scale deployment of cost-effective renewable hydrogen possible. This broad vision leads from

a renewable energy-driven power sector toward decarbonized energy systems.

While the normalization of profile data/variables enables unit-independent economic evaluation, it is important to note that some numer-

ical conversions may be necessary to utilize this information for real-world decisions, such as R&D target setting and investment/policy design

(refer to supplemental information).

This study demonstrates that the bottleneck, determined by the largest mismatch between demand and power generation profiles, de-

cides the optimal capacities of generation and storage. The bottleneck can be identified by searching the convex hull of the set of partial sums

of demand and generation profiles. Blanford et al.33 show that ‘‘extreme hours’’ (similar to the concept of bottleneck in this study), identified

through the convex hull of generation and demand profiles, are useful for appropriately designing time-slices in power system modeling.

While their model does not include energy storage, their results suggest that the concept of bottleneck can be extended to renewable power

systems at any level, not limited to 100% REPS, and may help address the significant issue in the literature of designing power systemmodels

to obtain accurate results with lower temporal resolution.34

For the sake of simplicity, themodel does not account for inevitable constraints in 100%REPS, such as transmission capacity, flexibility, and

inertia. The first two can be addressed by the ST1&ST2 system, and the cost of transmission to connect VRE to demand can be practically

considered by including it in the LCOE of generation.8

Additionally, the model does not factor in self-discharge, leading to an underestimation of the required storage capacity and introducing

an underestimation bias in LCOHS. To compensate for this bias, additional estimates are necessary. As demonstrated in this study, the stor-

age capacity for 100%REPS is determinedby the differencebetween the partial sumof generation anddemandprofiles during the bottleneck

period. This means that the amount of power lost due to self-discharge can be relatively easily estimated, as the length of the bottleneck

period and the length of the charging period leading up to full charge just before the bottleneck period can be identified. Consequently,

it becomes possible to estimate the results when self-discharge is taken into account, based on the results from a model that neglects

self-discharge. It is important to note that other important factors, such as the cost of transmission for remote VRE sources, aging of VRE gen-

eration efficiency (capacity factor degradation), aging of storage (storage energy capacity degradation), and SOC range, are not considered

in this model. These potential biases arising from the omission of these factors can be compensated for by considering themodel parameters

as values that incorporate these factors in advance.

The simplicity of the model facilitates a comprehensive understanding of the relationship between assumptions (LCOE) and results

(optimal capacity and LCOHS) for 100% REPS. This simplicity enables the identification of the mechanism that determines optimal solutions

and further reveals that themechanism also applies tomore complex systems. This insight highlights the importance of expanding long-term,

low-cost storage (such as hydrogen) to achieve a robust 100% REPS.

The appropriately abstractedmodel allows for the application of the same framework across various scales, from a residence to a national

grid. The simple model elucidates the mechanism,35 while the realistic complex model enables analyses that assist in designing and imple-

menting feasible decarbonized power systems, taking into account the local context.

Limitations of the study

This study relies on limited Japanese profile data; thus, further examination of results across various profiles (including historical profiles of

different regions or hypothetical ones for future planning) is needed before making more general claims.

The model employed in this study is a simplified one, designed to understand the underlying mechanism. As discussed in the previous

section, when evaluating costs based on the results, it is crucial to apply appropriate corrections and interpretations. This is necessary because

there may be biases introduced by not accounting for critical factors associated with the simplification process.

STAR+METHODS

Detailed methods are provided in the online version of this paper and include the following:
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d RESOURCE AVAILABILITY
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B Materials availability

B Data and code availability

d METHOD DETAILS
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STAR+METHODS

KEY RESOURCES TABLE

RESOURCE AVAILABILITY

Lead contact

Further information and requests for resources and reagents should be directed to and will be fulfilled by the lead contact, Takuya Hara

(thara@mosk.tytlabs.co.jp).

Materials availability

This study did not generate any new unique reagents. All datasets and codes used in this study will be available from Zenodo (https://doi.org/

10.5281/zenodo.8283187).

Data and code availability

d All datasets have been deposited at Zenodo and is publicly available as of the date of publication. DOIs are listed in the key resources table.

d All original code has been deposited at Zenodo and is publicly available as of the date of publication. DOIs are listed in the key resources

table.

d Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.

METHOD DETAILS

Derivation of production function of 100% renewable power systems

First, consider the difference of generation and demand in t, termed residual load, and rt , defined as follows,

rt = xggt � dt (Equation 4)

where dt is demand, gt is generated electricity per unit capacity, and xg is VRE capacity.

Positive (negative) rt means a surplus (deficit) of generation to meet demand. Demand and generation profiles are normalized to yield an

equal total. The profile is assumed to have periodic boundary conditions.

100% REPS is achieved as follows: for every negative residual load rt < 0, the surplus rt0 > 0 generated in earlier time t0 < t must be charged

in storage and discharged to fill the deficit.

Cumulative residual load Qij is the sum of residual load in period t = i � j.

Qij =
Xj

t = i

rt (Equation 5)

AssumeQij < 0: supply from storage is necessary to meet the demand in period t = i � j. The required condition of storage to meet the

demand of the period is that the charged electricity is �Qij at the end of t = i � 1. Thus, the required capacity of storage is xs R �Qij.

In the period other than t = i � j, that is, t = j + 1 � i � 1, the generation surplus is always larger than �Qij because of the following

equation expansion (T = total number of time steps).

xs R �Qij

Xi� 1

t = j+1

rt =
XT
t = 1

rt �
Xj

t = i

rt =
XT
t = 1

rt � Qij R � Qij (Equation 6)

Therefore, in the period t = i � j, the required capacity of storage is xs = max ð�Qij; 0Þ when considering both cases of Qij < 0 and

Qij R 0.

REAGENT or RESOURCE SOURCE IDENTIFIER

Deposited data Zenodo https://doi.org/10.5281/zenodo.8283187

Demand and generation profile (solar and

wind), 10 regions in Japan, 3 years (fiscal year

2016–2018), and hourly time series data

Organization for Cross-regional Coordination

of Transmission Operators, JAPAN (OCCTO)

https://www.occto.or.jp/en

Software MATLAB R2021b Optimization Toolbox https://www.mathworks.com/
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For a given demand and generation profile, the amount of storage required for 100% REPS can be determined by finding themaximum of

all combinations of the periods as

xs = maxð�QÞ (Equation 7)

where Q is a matrix whose ði; jÞ component is jQi .

Equations (Equations 4, 5 and 7) yield

xs = max
�� xgG + D

�
(Equation 8)

where, similarly, G, D is a matrix whose ði; jÞ component, Gij and Dij, is the partial sum of the generation and demand profile.

Arai andNoro,30 Aratame,31 andMatsuo et al.12 independently discovered a strong relationship between cumulative residual load and the

required energy capacity of storage for 100% REPS. The difference between the maximum and minimum cumulative residual load is equiv-

alent to the required energy capacity of storage under the assumption of zero charge/discharge loss.30,31 Matsuo et al.12 also considered the

effects of charge/discharge loss and self-discharging. To the best of the author’s knowledge, no other studies have identified this relationship.

Therefore, this study builds upon the recognition of the significance of cumulative residual load for 100% REPS highlighted in these three

studies. It expands and generalizes the formulation to identify the mechanism that determines the economics of 100% REPS. Consequently,

this study reveals that Equation (Equation 8) corresponds to the boundary of the feasible region in the simplest LP model, as discussed in the

following section.

THE CORRESPONDING LINEAR PROGRAMMING MODEL

As an initial step, let us consider the simplest LP model to determine the optimal configuration of the system, which includes the following

elements: generation, demand, and storage, with each element of a single type. For storage, let us only consider energy capacity without

considering charge/discharge loss. The LP model can be formulated as follows.

min
xg ;xs ;xit

L = cgxg + csxs + 0
XT
t = 1

ðx1t + x2t + x3t + stÞ (Equation 9)

subject to x1t + x2t % xggt (Equation 10)

x1t + x3t = dt (Equation 11)

x2t � x3t + st� 1 = st (Equation 12)

st % xs (Equation 13)

Here, the objective function is the LCOHS L, and the coefficients of the objective function, cg and cs, are the unit costs (LCOE) of generation

and storage, respectively. For a simple representation of LCOE, see supplemental information and Figure S6.

In this LP model, the energy flow at each time step t is explicitly considered a variable. Let x1t be the flow of energy generated and directly

supplied to demand, x2t be the energy charged from generation to storage, x3t be the flow supplied (discharged) from storage to demand,

and st be the amount of charge in storage (after charging and discharging at t).

In the objective function, the coefficients of the energy flows are zero. The imposed constraints guarantee energy balance at the gener-

ation facility, demand, and storage, respectively. All variables are non-negative. The number of variables is 2+ 4T , and the number of

constraint equations is 4T .

The schematic diagram of the system is shown in Figure S1A.

The constraints Equations (Equations 10–12) yield Equation (Equation 14).

xggt � dt R st � st� 1 (Equation 14)

Consider the sum of Eq for period t = i � j. Theminimumdifference between the amount of charge at t = i � 1 and t = j (min(sj � si� 1))

is equal to the difference between the minimum (0) and maximum (xs) values of the amount of charge, or � xs. Thus,

xg
Xj

t = i

gt �
Xj

t = i

dt R sｊ � si� 1 R min
i;j

ðsｊ � si� 1Þ = min
j

�
sj
� � max

i
ðsi� 1Þ = � xs (Equation 15)

Further transforming Equation (Equation 15) yields
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xs R � xg
Xj

t = i

gt +
Xj

t = i

dt (Equation 16)

From the aforementioned equations, the LP model (2+ 4T variables and 4T constraints [shown in Equations (Equations 10–13)]) can be

transformed into an equivalent LP model of 2 variables and T2 constraints (shown in Equation (Equation 16)) with the following objective

function.

min
xg ;xs

L = cgxg + csxs (Equation 17)

The boundary of the feasible region of the LPmodel expressed by Equation (Equation 16) becomes the piecewise linear function shown as

Equation 1 in the main text (and Equation 8).

BOTTLENECK PERIOD

The piecewise linear function representing the combination of generation and storage capacity for 100% REPS indicates that the required

storage capacity is determined by the period in which the difference between the partial sum of demand and generation is the largest, within

a certain range of generation capacity, as shown in Equation (Equation 18).

xs =
Xj

t = i

dt � xg
Xj

t = i

gt

�
= Dij � xgGij

�
(Equation 18)

Thus, the required storage capacity is the magnitude of the difference between the total demand and the total generation during the

bottleneck period when the difference is the largest.

The bottleneck period becomes shorter as the generation capacity increases. The relation is shown in Figure S2, where the horizontal axis

represents time, and the light gray solid lines represent the normalized demand and PV generation profiles of the Tohoku region in 2018.

Superimposed on that line is the transition of the bottleneck period, shown as the change in the period between the red lines. The bottleneck

period is shown in relation to the generation capacity on the right side of the vertical axis. For xg = 1 (the smallest generation capacity for

100% REPS), the bottleneck period is about nine months. As generation capacity increases, the bottleneck period becomes shorter, from

about five months to a couple of days for xg � 1:5.

The bottleneck period (sandwiched between the red lines) corresponds to the sunless and windless period or dark doldrums. Power gen-

eration is indeed smaller during this period. However, the sunless period does end, and the period varies depending on generation capacity.

Equation (Equation 18) can be seen as representing the energy balance in the bottleneck period. In that sense, the required storage ca-

pacity is equivalent to the shortage of power, that is, the difference between demand and generationwhen the difference is the largest, or the

bottleneck amount.

Duality of linear function

As the variables ðx; yÞ and coefficients/intercepts ða;bÞ of the linear function y = � ax +b are dual, the following relations hold:

� A line in variable space corresponds to a point in coefficient space.
� The intersection of two lines in variable space forms a line segment between two points in coefficient space.
� The maximum value set in variable space represents (part of) the boundary of the convex hull in coefficient space.

Figure S3 illustrates the mentioned functions. In Figure S3A, 24 randomly generated straight lines are displayed in variable space. The

maximum value sets of these lines are indicated by different colors, while their intersections are represented by dots within squares of

different colors. The linear functions displayed in Figure S3A are represented as points in coefficient space in Figure S3B. Those correspond-

ing to the straight lines (square points) in Figure S3A are represented by round points (line segments) of the same color.

Profile data

Hourly time series data for the demand andgeneration profiles (solar andwind) were collected from thewebsite of theOrganization for Cross-

regional Coordination of Transmission Operators, JAPAN (OCCTO). The data cover a period of three years (fiscal year 2016–2018) and in-

cludes information from 10 regions in Japan.36
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Criterion of economic feasibility for Japan’s context

Based on discussions within the working group for generation cost estimation in the Ministry of Economy, Trade and Industry (METI) in

Japan,37 the generation cost of LNG power in 2030 is estimated to be between 10.7 and 14.3 JPY/kWh. Taking a conservative approach,

this study adopted 10 JPY/kWh as the threshold for economic feasibility of renewable power systems in Japan. It is important to note that

LCOHS represents the average cost for a 100% REPS, rather than the marginal cost.
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