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Most of us would regard killing another person as morally wrong, but when the death of
one saves multiple others, it can be morally permitted. According to a prominent computa-
tional dual-systems framework, in these life-and-death dilemmas, deontological (nonsacrifi-
cial) moral judgments stem from a model-free algorithm that emphasizes the intrinsic
value of the sacrificial action, while utilitarian (sacrificial) moral judgments are derived
from a model-based algorithm that emphasizes the outcome of the sacrificial action.
Rodent decision-making research suggests that the model-based algorithm depends on the
basolateral amygdala (BLA), but these findings have not yet been translated to human
moral decision-making. Here, in five humans with selective, bilateral BLA damage, we
show a breakdown of utilitarian sacrificial moral judgments, pointing at deficient model-
based moral decision-making. Across an established set of moral dilemmas, healthy con-
trols frequently sacrifice one person to save numerous others, but BLA-damaged humans
withhold such sacrificial judgments even at the cost of thousands of lives. Our translational
research confirms a neurocomputational hypothesis drawn from rodent decision-making
research by indicating that the model-based algorithm which underlies outcome-based,
utilitarian moral judgements in humans critically depends on the BLA.

moral judgement j basolateral amygdala j social decision-making j brain lesion j
computational framework

Most of us would regard killing another person as morally wrong, particularly when this
person is innocent of any wrongdoing. However, this intrinsic moral rule is rapidly
breached when the death of one saves a number of others (1–4). In life-and-death moral
dilemmas, the deontological principle of what is morally wrong conflicts with the utilitar-
ian principle of maximizing outcomes (1, 2, 5). Importantly, decisions in life-and-death
moral dilemmas, although hypothetical, are consistent with sacrificial moral decisions
made in healthcare and warfare (6, 7).
In the classic trolley car dilemma, people are asked if they would flip a switch to make a

runaway trolley that is rapidly approaching a fork in the tracks divert its direction. By per-
forming this action, they kill an unfamiliar innocent person but save the lives of five others.
Notwithstanding the collateral damage in terms of ending an innocent person’s life, most
people decide to flip the switch (8). Significantly fewer people opt for sacrifice in a foot-
bridge variant of the trolley dilemma, in which the person needs to be pushed in front of
the trolley. Not only direct physical contact but also the fact that the victim is used as an
instrument or means to stop the train increases the emotional conflict in the push version
of the trolley car dilemma (9–11). Nonetheless, in these sacrificial moral dilemmas, the
inclination to sacrifice tends to rise conditionally upon the number of lives saved; thus,
intrinsic moral rules can be rendered powerless when kill:save ratios decrease (12).
The principal theory of moral judgment is the dual-process model (DPM). This model

of Greene and coworkers proposes two competing neural systems in the moral brain: an
intuitive-emotional system and a controlled-cognitive system (13). Importantly, however,
the utilitarian decision to sacrifice and the deontological decision to refrain from action
are value-based social decisions that incorporate punishment and reward and are therefore
inherently affect driven (9, 12). Interestingly, emphasizing reinforcement-learning mod-
els, research and theory in translational and computational neuroscience have recently
advanced our understanding of such value-based learning and choice behaviors (14).
According to this domain-general framework, organisms learn the value of actions and
outcomes via punishment and reward (15). This framework also proposes two basic algo-
rithms: one is model free, and the other is model based. The model-free (or action-based)
algorithm rigidly assigns actions based upon the habitually learned value of the action.
The model-based (or outcome-based) algorithm flexibly derives value from a causal
model of the changing environment and is instrumentally guided by the expected value
of the outcome (15, 17). Extending upon the DPM, this revised twofold algorithmic

Significance

Similar to real-life sacrificial
decisions in healthcare and
warfare, hypothetical moral
dilemmas show that decisions to
sacrifice depend on valuation of
action (type of harm) vs. outcome
(lives saved). Neurocomputational
frameworks propose two
valuation algorithms: a model-free
one focused on action and a
model-based one focused on
outcome. Rodent research
emphasizes that outcome-based
decisions depend on the
basolateral amygdala (BLA). Here,
in humans with selective bilateral
BLA damage, we show breakdown
in outcome-based sacrificial moral
judgements. Across dilemmas,
healthy control subjects routinely
opt for sacrifice, but BLA-damaged
subjects rarely select the sacrificial
option, even when thousands of
lives can be saved. Our data
suggest that value-based
decisions to sacrifice another
human for “the greater good”
critically depend on the BLA.

Author contributions: J.V.H. designed research; J.V.H.
and B.M. performed research; D.T., E.R.M., and D.J.S.
analyzed data; and J.V.H., D.T., E.R.M., J.G., D.J.S., and
B.M. wrote the paper.

The authors declare no competing interest.

This article is a PNAS Direct Submission. W.S.-A. is a
guest editor invited by the Editorial Board.

Copyright © 2022 the Author(s). Published by PNAS.
This article is distributed under Creative Commons
Attribution-NonCommercial-NoDerivatives License 4.0
(CC BY-NC-ND).
1To whom correspondence may be addressed. Email:
jackvanh@gmail.com.
2J.V.H. and D.T. contributed equally to this work.

This article contains supporting information online at
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.
2119072119/-/DCSupplemental.

Published July 25, 2022.

PNAS 2022 Vol. 119 No. 31 e2119072119 https://doi.org/10.1073/pnas.2119072119 1 of 7

RESEARCH ARTICLE | PSYCHOLOGICAL AND COGNITIVE SCIENCES
NEUROSCIENCE

https://orcid.org/0000-0001-7955-6500
https://orcid.org/0000-0003-2356-8734
https://orcid.org/0000-0001-8645-4457
https://orcid.org/0000-0001-7218-7810
https://orcid.org/0000-0002-9380-431X
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:jackvanh@gmail.com
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2119072119/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2119072119/-/DCSupplemental
http://crossmark.crossref.org/dialog/?doi=10.1073/pnas.2119072119&domain=pdf&date_stamp=2022-07-22


system accounts for the fact that all moral decisions are value
based and thus affect driven. Crucially, it predicts that sacrificial
moral dilemmas, which pit intrinsic value vs. outcome (type of
harm vs. lives saved), involve the strongest value-based conflict
(16, 17). This intense conflict explains why sacrificial moral sce-
narios are highly effective in eliciting dissociations at both behav-
ioral and brain levels (18–22).
Human lesion, neuroimaging, and intracranial electroenceph-

alography studies have implicated the amygdala, the nucleus
accumbens (NAc), and most prominently the ventral medial pre-
frontal cortex (vmPFC) as key structures in the neural network
of moral decision-making (18, 19, 23–26). The guiding research
model in human neuroscience is based upon seminal data from
subjects with vmPFC lesions showing abnormally increased utili-
tarian moral judgments (25, 27, 28). This vmPFC-centered
model fruitfully guided neuroimaging research (18, 19) and
seems to hold promise for explaining increased utilitarian judge-
ments seen across psychopathology (29–31). The vmPFC is con-
sidered to hold vital integrative-executive properties that are
required for action-based, nonutilitarian, or deontological moral
judgements (17, 18, 25).
Problematically, however, the neural mechanisms underlying

outcome-based, utilitarian moral judgements are poorly under-
stood (32). Abnormal decreases in utilitarian moral judgments
are rarely observed in subjects with restricted brain damage and
to our knowledge are absent in psychopathology. Notably, there
is conflicting evidence for a role of the hippocampus in nonutili-
tarian moral judgements. First, while patients with brain lesions
involving the hippocampus showed no abnormalities in moral
judgements, a minority of these patients’ utilitarian moral judg-
ments were substantially increased (24). Contrariwise, a group of
patients with more selective hippocampal lesions showed
decreased utilitarian judgements (33). Further complicating mat-
ters, in patients with brain-volume reductions in both hippo-
campus and unilateral amygdala, decreased utilitarian moral
judgements were observed, but a patient with hippocampal plus
bilateral amygdala volume damage showed increased utilitarian
judgements (34). Although these data do not provide definitive
answers with respect to the role of the hippocampus in moral
judgment, they add to recent evidence for a role of the hippo-
campus in social behavior (35). The hippocampus, however,
often acts in synchrony with, and its gene expression and plastic-
ity are regulated by, the basolateral subregion of the amygdala
(36, 37). Thus, questions arise with respect to the exact role of
the human amygdala in moral judgment.
The amygdala conveys a major translational obstacle with

respect to the cross-species applicability of theories of value-based
learning and choice. That is, the human amygdala is (whether uni-
lateral or bilateral) typically researched and discussed as a single
unit despite the fact that the mammalian amygdala consists of
subregions different in structure and function (38). Most promi-
nently, the basolateral amygdala (BLA) and the central-medial
amygdala (CMA) consist of cortical-type and striatal-type neural
structures, respectively (39). Rodent research has determined that
by parallel actions on the NAc, the CMA subserves habitual (or
action-based) choice behavior, while the BLA subserves goal-
directed (or outcome-based) choice behavior (40, 41). Reconcep-
tualized in terms of the computational dual-systems model, the
CMA subserves the model-free algorithm, while the BLA subserves
the model-based algorithm (14, 15). Furthermore, the BLA is the
regulating hub: it not only acts on the NAc (42) (triggering the
model-based algorithmic system) but also regulates inhibitory
control over both the CMA (43, 44) and the vmPFC (45, 46)
(controlling the model-free algorithmic system). Crucially, the

vmPFC has no access to (and cannot learn and decide upon) the
motivational value of outcomes without BLA input (45). It should
be noted that rodent research mostly targets the orbital and medial
regions of the medial prefrontal cortex (OMPFC), but the rodent
OMPFC overlaps structurally and functionally with the human
vmPFC (45, 47–51). For translational purposes, we use the term
vmPFC throughout this paper.

Altogether, if we use these rodent data as a foundation for
helping to explain human morality, the human BLA should gov-
ern the model-based algorithm and underlie outcome-based
choice behaviors and therefore utilitarian sacrificial moral judge-
ments. Fig. 1 gives our translational neural framework of moral
judgement.

We tested this hypothesis in a group of South African subjects
with Urbach-Wiethe disease (UWD), a genetic disorder caused
by mutation of the extracellular matrix one (EMC1) gene. Previ-
ously, we showed that the variant of the ECM1 mutation found
in South Africa (the Q276X mutation in exon 7) can produce
selective bilateral BLA calcification while leaving CMA fully
intact and functional (52–54). The selectivity of bilateral BLA
damage seen in these South African UWD subjects is, to the
best of our knowledge, unparalleled in human lesion research
and provides the unique opportunity to translate detailed rodent
amygdala models to the human case (52, 54). Indeed, in neuroe-
conomic research with these UWD subjects on tasks requiring
social learning and decision-making, we successfully translated
BLA rodent models to humans (55). Furthermore, we provided
cross-species evidence for an evolutionary-conserved role of the
BLA in escape behavior by studying both BLA-damaged subjects
and rats with a chemogenetically silenced BLA (44).

For the present study, we first confirmed focal BLA damage in
five UWD subjects using structural neuroimaging (Fig. 1 and SI
Appendix). Our UWD subject sample furthermore had a normal
IQ and no psychopathology. All UWD and control subjects
were recruited from the Namaqualand area in South Africa. Test-
ing took place in the rural Namaqualand area with a local experi-
menter who spoke the same Afrikaans dialect as the subjects.
They were tested on moral decision-making, and their perfor-
mance was compared with a group of 11 neurologically normal,
healthy controls (HCs) matched on age, IQ, socioeconomic sta-
tus, ethnicity/demography, and religion (SI Appendix). BLA-
damaged and HC subjects made decisions on a range of moral
dilemmas wherein exclusively a utilitarian or a nonutilitarian
decision was permitted. Key for this discerning decision is the
choice of whether to sacrifice an innocent person to save the lives
of others. We used the set of nonmoral and moral scenarios from
the seminal paper by Koenigs and coworkers (28), who reported
abnormally increased utilitarian moral judgments in humans
with medial prefrontal cortex (PFC) damage, which in all cases

Fig. 1. This rodent-human translational framework predicts breakdown of
outcome-based, utilitarian moral judgements in BLA-damaged subjects.
This breakdown of model-based choice behavior is caused by loss of regu-
latory action of the BLA on the NAc and loss of the BLA’s inhibitory control
of the CMA and the vmPFC (41–46).
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involved the vmPFC. We hypothesized that humans with selec-
tive bilateral BLA damage would show decreased outcome-based,
utilitarian moral judgments (Fig. 1).
The moral judgment task is part of a set developed by Greene

and colleagues (13) and consists of 50 dilemmas, of which 18 are
nonmoral dilemmas, 21 are personal moral dilemmas, and 11 are
impersonal moral dilemmas. In personal moral dilemmas, pro-
posed actions include harm or sacrifice through direct physical
contact (e.g., pushing someone), whereas in impersonal dilemmas,
this harm is done indirectly (e.g., flipping a switch). In the set we
used, subjects were repeatedly asked over 15 trials if they would
sacrifice someone to save others by either personal or impersonal
action. The task was self-paced, and subjects could always receive
an explanation from the experimenter if necessary. The dilemmas
were displayed on a computer screen: the first screen consisted of
a short introduction to the scenario, the second screen consisted
of the dilemma, and on the final screen, subjects were asked if
they would endorse the proposed action. Specifically, the question
was “Would you [action] in order to [gain of the action]?” and
they could respond to it with “yes” or “no.”

Results

We first obtained high-resolution transverse relaxation time (T2)
weighted magnetic resonance images (MRIs) of each of the five
UWD subjects included in this study. Using an MRI
probability-mapping method described by Eickhoff and col-
leagues (56), we were able to quantify the overlap of each calcifi-
cation with cytoarchitectonic structure-probability maps of the
amygdala subregions developed by Amunts and colleagues (57).
In line with our previous findings in this group (44, 53, 55, 58),
in each of the five UWD subjects, we found bilateral calcifica-
tions that were localized to the BLA without affecting other
amygdala subregions (Fig. 2).
We evaluated our hypotheses using binary-logistic generalized

estimating equation modeling with a robust estimator of the
covariance matrix, a working correlation matrix with an exchange-
able structure, and Bonferroni-corrected post hoc comparisons
(data for the individual dilemmas can be found in SI Appendix,
Fig. S1).
We first compared the BLA-damaged subjects and controls on

their decisions for moral compared to nonmoral dilemmas (SI
Appendix, Model 1), and as expected, both groups gave fewer yes
responses to moral dilemmas (Wald X2 = 76.4, P < 0.001). Cru-
cially, grouping by dilemma-type interaction (Wald X2 = 32.8,
P < 0.001) indicated that UWD subjects gave significantly fewer
yes responses to moral dilemmas than controls (estimated mar-
ginal mean difference (EMM-diff) = �27%, confidence interval
(CI) = ±9%, P < 0.001), while their decisions were similar on
nonmoral scenarios (EMM-diff = 3%, CI = ±11%, P = 0.451;
Fig. 3A). Thus, BLA-damaged subjects were significantly less
likely to approve of harmful actions compared to controls.
Decisions in moral dilemmas generally are modulated by the

personal-impersonal action factor (direct vs. indirect harm), with
disapproving of causing harm when there is direct personal
action (9–11). Furthermore, the model-based/model-free algo-
rithmic system should be most conflicted in sacrificial moral
dilemmas that pit value vs. outcome (type of harm vs. lives
saved) (16, 17). Accordingly, we investigated whether the break-
down of utilitarian moral judgement is most pronounced in the
dilemmas with direct personal action and those that involve sac-
rifice of life. We compared the decisions to all moral dilemmas
of BLA-damaged subjects and controls with factors representing

personal vs. impersonal dilemmas and sacrificial vs. nonsacrificial
dilemmas (SI Appendix, Model 2).

The direct personal factor (grouped by dilemma-type interac-
tion, Wald X2 = 0.1, P = 0.736; Fig. 3B) did not reveal a group
difference, but the sacrifice factor did (grouped by dilemma-type
interaction, Wald X2 = 20.0, P < 0.001; Fig. 3C). Compared to
controls, BLA-damaged subjects gave fewer yes responses to
impersonal (EMM-diff = �39%, CI = ±13%, P < 0.001) and
personal (EMM-diff = �28%, CI = ±11%, P < 0.001) dilem-
mas. In contrast, compared to controls, the BLA-damaged sub-
jects did not give fewer yes responses to nonsacrificial dilemmas
(EMM-diff = �8%, CI = ±11%, P = 0.340), but they did
give fewer yes (that is, utilitarian) responses to sacrificial dilem-
mas (EMM-diff = �61%, CI = ±15%, P < 0.001). Note that
a yes judgement in these sacrificial dilemmas is utilitarian
because the harmful sacrificial action saves more lives.

Altogether, BLA-damaged compared to control subjects show
significant reductions in utilitarian moral judgements and most
dramatically in sacrificial moral dilemmas such as the trolley car
dilemma. Crucially, this is not caused by any intellectual impair-
ments in BLA-damaged subjects, as their IQs perfectly matched
those of the controls. Moreover, we confirmed their ability to
understand the inherent properties and implications of their
moral judgements (SI Appendix), and in earlier socioeconomic
research, we established that they can also understand more
complex probabilities (55, 58).

Finally, we investigated whether this breakdown of utilitarian
moral judgement in sacrificial dilemmas depends on egoistic con-
cerns (i.e., saving one’s own life). When comparing the sacrificial
dilemmas on this factor (SI Appendix, Model 3), we find that
egoistic concern did not interact with the group difference in yes
responses (Wald X2 = 0.2, P = 0.637). Based upon the conven-
tional high- vs. low-conflict ordering of personal scenarios (28),
we also investigated whether the breakdown of utilitarian judg-
ment in the personal dilemmas depends on the high- vs. low-
conflict order (SI Appendix, Model 4). Yes responses indeed are
more frequently made in the low-conflict scenarios (Wald X2 =
3.8, P = 0.051), but there is no statistical interaction with groups
(BLA-damaged vs. HC subjects, Wald X2 = 0.4, P = 0.551).

Discussion

In a group of humans with bilateral damage restricted to the
BLA and an intact and functional CMA compared to otherwise
closely matched HC subjects, we show highly significant reduc-
tions in utilitarian moral judgments. Moreover, this effect was
driven by a dramatic breakdown of utilitarian judgement in sce-
narios that involve sacrifice of human life. BLA-damaged subjects
were unwilling to sacrifice innocent individuals to save multiple
others, irrespective of a) whether the sacrificial action was indirect
or direct (pushing a handle or pushing a person), b) egoistic con-
cerns (saving one’s own life), and c) kill:save ratios (the relative
number of lives saved). As can be seen in Fig. 3, HC subjects
routinely sacrificed innocent individuals to save multiple others,
whereas BLA-damaged subjects almost never did, with zero over-
lap between any of the BLA-damaged and HC subjects.

The difference between BLA-damaged and HC subjects in the
standard trolley car dilemma is remarkable. Here, all HC subjects
vs. none of the BLA-damaged subjects decided to flip the switch
and sacrifice the innocent person to save five others (SI Appendix,
Fig. S1). The decision seen in our HC subjects to sacrifice abun-
dantly in the standard trolley car dilemma corresponds to the sci-
entific literature (8), whereas the decision by our BLA-damaged
subjects never to sacrifice is unprecedented. Moreover, in the
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vaccine test dilemma, wherein one person needs to be sacrificed to
save millions, the decisions of BLA-damaged subjects appear simi-
larly irrational: All except one of our control subjects chose to sacri-
fice one person to save millions of others, but none of our BLA-
damaged subjects makes this sacrificial decision (SI Appendix, Fig.
S1). The vaccine policy dilemma, on the other hand, asks subjects
merely to encourage the use of a vaccine to bring immunity from
a deadly disease to many people, even though a small number will
get ill from the vaccine. In this dilemma, more than 50% of the
BLA-damaged subjects opt for the sacrificial decision, which is also
the case in control subjects. This dilemma is notable in our sacrifi-
cial category for several reasons. First, there is a freedom to choose
to take the vaccine or not. Second, the conditions are strongly
impersonal, as no identifiable people are intentionally harmed and
no physical action is required. Third, the precise numbers of peo-
ple both sacrificed and saved are unknown. In other words, the
action-based algorithm has no affective value to act upon, while
the outcome-based algorithm has ambiguous data on action-
outcome probabilities. Combined, these factors strongly decrease
the emotional conflict of this sacrificial dilemma, which may
explain the lack of difference between the decisions of BLA-
damaged and those of control subjects.
Interestingly, with respect to the irrational moral judgements

above, in these same BLA-damaged subjects, we previously
observed irrational socioeconomic decisions (58). In that research,
BLA-damaged subjects invested generously (100% more than HC
subjects) in unfamiliar others in a trust game without expecting a
fair return. Taken together, our socioeconomic and moral judge-
ment data agree with psychological and neuroimaging research

showing overlapping neural mechanisms for value-based economic
and moral choice (19, 59). This cross-domain breakdown in
outcome-based choice behaviors in our BLA-damaged subjects
suggests a failure to implement a model-based algorithm: in
value-based social decision-making, they effectively act model free.

In support of this notion, a retrospective interview focusing on
the trolley car dilemma revealed that the BLA-damaged subjects
understood both action and outcome but decided against sacrific-
ing the innocent person because it was too upsetting or (socially)
too painful. In their words, the sacrificial action “hurts too
much” (SI Appendix). This heightened social pain sensitivity,
together with an absence of egoistic concerns shown in the cur-
rent study and in our past socioeconomic research (58), suggests
that our BLA-damaged subjects—in their model-free choice
behaviors—do not prioritize the self over the other. In support of
this conclusion, recent research suggests that the model-free sys-
tem underlies learning to avoid harming others (relative to the
self) (60). Noteworthy in that respect, neurons in the primate
BLA can signal the value of rewards either for the self or for
others (61). In lacking these neurons, we speculate that our BLA-
damaged subjects do not routinely differentiate between self and
others in their value-based choice behaviors. This speculation in
turn suggests a host of studies to further examine the importance
of the BLA in self-consciousness.

In conclusion, we show a breakdown in utilitarian moral
judgements in subjects with selective bilateral damage to the
BLA. The rigid nonutilitarian moral judgements of our BLA-
damaged subjects are fully independent of outcome and therefore
ostensibly model free (16, 17). These nonsacrificial moral

A B

C

Fig. 2. Calcifications in the BLA-damaged subjects are bilateral and focal to the BLA. (A) Coronal slices from each individual’s T2-weighted MRI scan, age at
time of scanning, and in MNI space estimated lesion volumes plotted within the amygdala subregions’ probability maps (voxel defined as voxels with subre-
gion probability > 50%; SI Appendix). (B) Combined lesions image showing all five lesion volumes together. (C) Bar graph representing anatomical overlap
quantified using bilateral excess probability (Pexcess) values (SI Appendix) of the lesion volumes, whereby values > 1 indicate a reliable match of volume and
anatomical location of the following: BLA, SFA, CMA, Hip = hippocampus, Sub = subiculum.
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judgements cost thousands of lives and are therefore difficult to
comprehend. However, typically, the model-free and model-
based algorithmic systems operate in synchrony, depending on
the environment, and both systems are highly adaptive (15). The
current study reveals that in our BLA-damaged subjects syn-
chrony is lost, and their relentless nonsacrificial moral judgments
indicate a model-free system operating in isolation (16, 17).
According to our translational neural framework (Fig. 1), isolated
action of the model-free algorithmic system after BLA damage is
caused by a) absence of regulatory action of the BLA on the NAc
(the model-based algorithm is not triggered) (41), b) loss of
inhibitory control of BLA on the level of the CMA (disinhibition
of the model-free algorithm) (43, 44), c) loss of inhibitory control
of the BLA on the level of the vmPFC (disinhibition of model-
free integration) (46), and d) loss of access of the vmPFC to the
BLA-encoded motivational outcome values (model-based algo-
rithm fully disabled) (45).
The human moral brain recruits brain regions and processes

other than those comprising the amygdala, including intricate
neurobiological mechanisms involving neurochemicals (62, 63)
and important brain network hubs such as the anterior cingu-
late, the insula, and the hippocampus (33, 64–66). Nonetheless,
based upon a wealth of rodent and primate research (40, 41, 45,
61, 67), including these and our earlier translational data (44,
54, 55, 58), we propose that the human BLA is the vital model-
based regulating neural hub in the network of social decision-
making. Indeed, recent neurogenetic cross-species research has
revealed that throughout 450 million years of vertebrate evolu-
tion, the BLA stands out as a highly conserved neural hub cru-
cial to the network of social decision-making (68). The present
data show that in the social decision-making network, the
human BLA operates a model-based algorithm and is indispens-
able for outcome-based moral choice behaviors that lead to
sacrificing the life of one person to save many others. For deeper
translational and computational insights, further translational
research in these BLA-damaged subjects across the domains of
value-based learning and decision-making is necessary.

Methods and Materials

Participants. Five subjects with UWD with normal IQ and no psychopathology
were compared with a group of 11 neurologically normal HCs matched on age,
IQ, socioeconomic status, ethnicity/demography, and religion (SI Appendix,
Table S1). All subjects provided informed consent before the beginning of the
test session. The Health Sciences Faculty Human Research Ethics Committee

(HREC) of the University of Cape Town, South Africa, approved the study (HREC
639/2016).

Stimuli. We used the morality scenarios as previously described in Koenigs
and colleagues (28). Three scenario categories are included in this set:

• Nonmoral scenarios, which involve decisions without moral judgements
• Impersonal moral scenarios, which involve moral judgements that require

indirect and nonphysical actions toward the victim
• Personal moral scenarios, which involve moral judgements that require direct

and physical interaction with the victim

Scenarios were translated to Afrikaans and backtranslated to English by sep-
arate native speakers. Adjustments were made when the backtranslation was
not consistent with the original.

To test our hypothesis with regard to the influence of sacrifice, computability,
and egoistic concern, we categorized all moral scenarios based on whether the
victim would be at risk for death (sacrificial moral dilemma), whether the kill:
save ratio had an economically positive outcome (computable sacrificial
dilemma), and whether the decider herself was at risk for death (egoistic con-
cern). SI Appendix gives all original English scenarios, their final Afrikaans trans-
lation, and their categorization.

Moral Reasoning and Neuropsychological Assessment. All participants live
and were tested in the South African Northern Cape mountain-desert area of
Namaqualand. Namaqualand is an economically impoverished region, and qual-
ity of school education is far below Western norms. Participants were tested in
their local environment by a local psychologist using the Wechsler Abbreviated
Scale of Intelligence (WASI, which provides a reliable IQ estimate) (69). A local
research assistant assisted in testing them on the moral scenarios. The psycholo-
gist and the research assistant spoke the Afrikaans dialect which was the first
language of the participants. The WASI verbal tests were translated by a local lin-
guist into this Afrikaans dialect spoken in Namaqualand. All subjects scored in the
low-normal range for Western standards; however, their scores cannot be com-
pared to Western standards given education and socioeconomic environment, as
well as because, for instance, for the synonyms test in WASI has a strong language
bias. That is, the Afrikaans language has few synonyms compared to English.
Furthermore, of relevance to morality and moral reasoning is the fact that all the
participants in the experiment identified their religion as Dutch Reformed.

MRI Analyses Lesions. MRI scans were acquired with a Siemens Magnetom
Allegra 3-Tesla head-only scanner at the Cape Universities Brain Imaging Centre in
Cape Town, South Africa. For lesion analysis, we obtained whole-brain T2-weighted
images with 1-mm isotropic resolution, repetition-time = 3,500 ms, and echo-
time = 354 ms.

To estimate extent and anatomical location of the lesions, T2-weighted scans
were normalized to Montreal Neurological Institute (MNI) space using unified seg-
mentation, which is optimized for normalization of lesioned brains (70). Lesion
volumes were defined using the 3D volume-of-interest feature implemented in
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MRIcroN (https://people.cas.sc.edu/rorden/mricron/index.HTML). Based on MRIs,
the precise borders between amygdalae and neighboring structures, or
between the subregions of the amygdala, cannot be established (57, 71). To
determine the precise location of the lesions in our UWD subjects, we there-
fore assigned the lesion volumes to cytoarchitectonic probability maps accord-
ing to the method described by Eickhoff and colleagues (56). In this method,
which is implemented in the SPM8 anatomy toolbox (https://www.fz-juelich.
de/inm/inm-1/spm_anatomy_toolbox), a volume of interest is superimposed
onto a cytoarchitectonic probability map of the medial-temporal lobe (57). This
map is based on microscopic analyses of 10 postmortem human brains and
follows a generally accepted division of the human amygdala in three subre-
gions. The first is the CMA, which consists of the central and medial nuclei. The
second is the BLA, which includes the lateral, basolateral, basomedial, and paral-
aminar nuclei, and the third is the superficial (or corticoid) amygdala (SFA),
which includes the anterior amygdaloid area, amygdala-piriform transition area,
amygdaloid-hippocampal area, and cortical nucleus (57). This method assigns to
any given voxel a value representing the probability that it belongs to an under-
lying structure. These are derived from an overlap analysis of 10 postmortem
brains and are therefore divided in 10 separate probability classes ranging from
10 to 100% probability.

To estimate how well the lesion volumes fit to the underlying structure, Pexcess
values are computed using the following equation:

Pexcess ¼ Plesion=Pmap,

whereby Plesion represents the average cytoarchitectonic probability of the voxels
that are shared by the lesion and the cytoarchitectonic probability map and Pmap
represents the average probability of the whole structure’s cytoarchitectonic
map. These values thus represent how much the average probability of the over-
lapping voxels exceeds the overall probability distribution of that particular struc-
ture and thus indicate whether the lesion overlaps with relatively high or low
probability classes of that structure. In other words, Pexcess represents how central
the location of the lesion is relative to that structure’s cytoarchitectonic map,
whereby Pexcess > 1 indicates a more central and Pexcess < 1 indicates a more
peripheral location (56).

Short Qualitative Retrospective Interview. We interviewed the BLA-
damaged subjects and the controls, focusing on the trolley car scenario. We
asked if they understood the consequence of their decision and why they made
the decision to sacrifice or not. All the controls understood the consequences of
their decision, and all made the decision to sacrifice the one because of the five
of lives that would be saved. The BLA-damaged subjects also understood what
the consequences of their decision would be. However, all but one of the BLA-
damaged subjects answered that they nonetheless could not make the sacrificial
decision because it was distressing, upsetting, or painful; that is, it “hurts too
much.” The remaining BLA-damaged subject was not able to give an explanation
for her decision but said it felt like the best thing to do. Although these qualita-
tive data should be considered with some caution, they support the hypothesis
that bilateral damage to the BLA in our subjects impairs their ability to apply the
model-based algorithm and make outcome-based decisions in value-based
moral decision-making.

Data Availability. Data that can be linked to the age of the participants (MRI
scans) are available upon request. All other study data are included in the article
and/or supporting information.
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