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Abstract

The paper investigates a leader-following scheme for nonlinear multi-agent systems

(MASs). The network of agents involves time-delay, unknown leader’s states, external per-

turbations, and switching graph topologies. Two distributed protocols including a consensus

protocol and an observer are utilized to reconstruct the unavailable states of the leader in a

network of agents. The H1-based stability conditions for estimation and consensus prob-

lems are obtained in the framework of linear-matrix inequalities (LMIs) and the Lyapunov-

Krasovskii approach. It is ensured that each agent achieves the leader-following agreement

asymptotically. Moreover, the robustness of the control policy concerning a gain perturba-

tion is guaranteed. Simulation results are performed to assess the suggested schemes. It is

shown that the suggested approach gives a remarkable accuracy in the consensus problem

and leader’s states estimation in the presence of time-varying gain perturbations, time-

delay, switching topology and disturbances. The H1 and LMIs conditions are well satisfied

and the error trajectories are well converged to the origin.

Introduction

Inspired by the energy-minimization strategy during bird migration, leader-following (LF)

consensus or coordinated tracking problem has been a topic of miscellaneous research spheres

in multi-agent systems (MASs) [1–3]. For instance, distributed tracking controllers have been

applied to the networked Euler–Lagrange systems with a leader [4, 5]. Recently, estimating the

attitude of each mobile robot via an observer and employing the leader-following strategy, tra-

jectory tracking of mobile robots has been analyzed [6]. Moreover, the consensus problem of

linear MASs under multiple targets/leaders has been investigated in [7]. Based on a sliding
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mode strategy (SMC), an adaptive distributed scheme has been designed in [8] for the LF con-

sensus problem. The consensus tracking problem of stochastic nonlinear MASs has been

investigated by utilizing event-triggered mechanisms in [9]. Recently, the LF consensus of

MASs with semi-Markov jump parameters has been analyzed by implementing a hybrid

event-triggered strategy to tackle the transmission frequency of surplus data packets [10]. The

LF problem of stochastic MASs subject to multiplicative noises has been studied via output

feedback control policies in [11]. The consensus tracking problem of MASs in the presence of

unknown dynamics/nonparametric uncertainties has been studied through designing a dis-

tributed control law in [12]. Based on an impulsive model, the fixed-time tracking control

problem has been studied for a set of planar agents in a surveillance network in [13].

Although fixed network topologies are primarily considered in research papers, packet

losses, channel fading, and data congestions may not be pragmatically fulfilled under this

restriction [14, 15]. Concerning this, time-varying switched network topologies with a finite

set of configurations are more realistic and demanding. Therefore, the consensus problem of

linear time-varying and time-invariant MASs under connected communication graph and

switching topologies (STs) have been studied [16–18]. A distributed adaptive protocol has

been suggested for the LF consensus issue of linear time-varying MASs under STs [19]. Fur-

thermore, the consensus of Lipschitz-type nonlinear MASs in second-order dimensions under

STs has been studied in the literature [20, 21]. Distributed control policies have been proposed

for mobile autonomous agents with leaders under switching directed network topologies in

[22]. Considering the static positions for leaders and an undirected switching graph topology

in [23], the convergence problem of followers to the convex hull has been studied. Based on a

distributed control scheme, the LF consensus of MASs with switching topologies and stochas-

tic disturbances has been analyzed in [24]. Utilizing an average dwell time condition and dis-

tributed control policies, the LF consensus problem of MASs with unknown control/output

directions and switching topologies has been studied in [25]. For MASs with one-sided

Lipschitz nonlinear dynamics, the LF consensus problem has been studied under switching

topologies in [26]. Moreover, the LF consensus problem for MASs has been analyzed by

designing an event-triggered control scheme in [27].

While in most of the above-mentioned contributions the leader’s states are accessible, in

actual operations, it is of utmost importance to fabricate a distributed state-estimation (DSE)

to approximate the leader states. By proposing an estimating strategy for leaders in [28], a

cooperative regulation scheme is scrutinized for linear MASs. An observer in the adaptive

scheme has been proposed in [29] to estimate both the system’s matrices and the leader’s

states. Although DSE mechanisms have been evolved for the target tracking problem of MASs,

there are still remarkable open issues including the LF consensus problem of nonlinear MASs

under STs.

On the other hand, the analysis becomes more complex if time-delay is involved in leader

states and followers. Since the delay phenomenon strikes the system’s performance and engen-

ders instability, an appropriate DSE and distributed controller should be applied to the MASs.

Lyapunov-Krasovskii functional (LKF) as a useful tool is utilized to investigate the stability of

time-delayed systems in [30–34]. LF consensus problem of time-delay double integrator sys-

tems under switching interconnection graphs has been investigated in [35]. Designing a dis-

tributed observer, the cooperative containment control of linear MASs with time-delay has

been studied in [36]. Moreover, a control protocol in a distributed scheme is presented in [37]

to study chaotic MASs subject to time-delay.

Based on the above arguments, this paper researches a novel distributed state observer

(DSO) and a distributed controller for nonlinear MASs under STs based on the consensus

strategies. Since transmission time-delay exists in the states of the leader and the followers, an
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appropriate LKF is employed. Simulations are accomplished to sketch the usefulness of the

designed approaches. The significant contributions are listed as:

• In comparison with the LF consensus problem analysis or tracking problem investigation

where the leader’s or target’s states are accessible, in this paper this assumption is violated

and they are completely inaccessible; hence, an observer in distributed form is designed to

reconstruct the leader states. Moreover, the network of the agents is subjected to time-delay.

• The switching topologies are considered for the communication network. In addition, the

influence of delay in the states of the leader and each follower is investigated in this paper.

Furthermore, due to the actuator degradations, time-varying gain perturbation is considered

and robustness of the distributed controller for gain perturbations is studied.

• H1 LF consensus problem of the time-delay nonlinear MAS with unknown leader’s states is

investigated based on a prescribed H1 disturbance attenuation along with a DSO and a dis-

tributed controller.

Preliminaries and problem definition

Graph theory

A set of switching graphs σι with alteration which is adjusted by a switching signal ϑ(t)! ι 2
{1, 2, . . ., ℓ}, represents interactions among a network of agents.

Let σϑ(t) (Bϑ(t), γ, Aϑ(t)) denotes the interaction network; γ = {0, 1, . . ., N} represents the

node set, Bϑ(t)� γ × γ{(i, j) 2 γ × γ} is the set of edges (where the pair of (i, j) 2 Bϑ(t) if the inter-

connection between nodes i and j exists, where j-th node is the neighbour of i-th node, or in

other words i-th agent is able to attain information from j-th node, else (i, j)⊈ Bϑ(t)), and Aϑ(t)

= [aϑ(t),ij] 2 RN×N denotes adjacency matrix. For element aϑ(t),ij of adjacency matrix Aϑ(t), it is

elucidated that aϑ(t),ii = 0, aϑ(t),ij> 0 if (i, j) 2 Bϑ(t), and aϑ(t),ij = 0 otherwise. Furthermore, Lϑ(t)

= [lϑ(t),ij] 2 RN×N = Dϑ(t) − Aϑ(t) is the Laplacian matrix, where D ¼ diagfd1
WðtÞ; d

2
WðtÞ; . . . ; dN

WðtÞg

and di
WðtÞ ¼

PN
j¼1

aWðtÞ;ij. The diagonal matrix Xϑ(t) = diag{aϑ(t),10, aϑ(t),20, . . ., aϑ(t),N0} denotes the

interconnection between the leader and the follower. If the i-th node receive data from the

leader then aϑ(t),i0 > 0 otherwise aϑ(t),i0 = 0.

Assumption 1. [38]. Consider graph σι(ι = 1, 2, . . ., ℓ), the connections among in-neighboring
followers are assumed to be undirected.

Assumption 2. [19]. It is assumed that a directed spanning tree exists in �s ¼
S‘

i¼1
si, rooted

at leader.

Problem definition

Assume a network of time-delay agents with a LF framework within agents. The dynamics are

written as:

_xiðtÞ ¼ AxiðtÞ þ Atxiðt � tÞ þ Ef ðxiðtÞÞ þ BuiðtÞ þWdiðtÞ; i ¼ 1; . . . ;N ð1Þ

where xi(t)/ui(t) denote the state/controller of the agent i, respectively. τ stands for a given

time-delay, the external disturbance di(t) materializes in l2ð 0;þ1Þ;Rq
Þ½ , and f(.) satisfies the

Lipschitz condition:

kf ðuÞ � f ðoÞk � gkðu � oÞk ð2Þ
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where γ is the Lipschitz constant. The leader’s dynamic is presumed to be as

_x0ðtÞ ¼ Ax0ðtÞ þ Atx0ðt � tÞ þ Ef ðx0ðtÞÞ þ AnrðtÞ ð3Þ

where x0ðtÞ 2 R
n is the leader’s state. The measurements are given as:

yiðtÞ ¼ CxiðtÞ þ CnniðtÞ ð4Þ

where r(t) and νi(t) are white Gaussian noises.

Assumption 3. The pair (A, B)/(A, C) is considered to be stabilizable/observable.
Lemma 1. [39]. For any scalar � > 0 and vectors O; T 2 Rn

, one has

2OTT � �OTOþ �� 1T TT ð5Þ

Lemma 2. [40]. For any scalar α> 0 and real matrices �s; �H ;�J with appropriate dimensions
and �J T�J < %I, the following inequality holds

�s�J �H þ �HT�J T�sT � a� 1�s�sT þ a% �HT �H ð6Þ

The general scheme of deigned controller is depicted in Fig 1. The details are illustrated in

following sections.

Remark 1. In two Theorems, the asymptotic stability is proved. It is shown that by the

designed scheme, the followers asymptotically observe the leader, and the H1-based leader fol-

lowing consensus is satisfied.

Main results

The principal strategy is to formulate the observer/controller in distributed scheme for

the MASs (1) to follow the state estimations of the leader (3). The suggested observer is written

Fig 1. General diagram of controller.

https://doi.org/10.1371/journal.pone.0263017.g001
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as:

_̂x0iðtÞ ¼ Ax̂0iðtÞ þ Atx̂0iðt � tÞ þ Ef ðx̂0iðtÞÞ � YðyiðtÞ � Cx̂0iÞ

þBK
X

j2Ni

aWðtÞ;ijðx̂0iðtÞ � x̂0jðtÞÞ; i ¼ 1; . . . ;N ð7Þ

whereY 2 Rn�p
denotes the gain matrix of observer which should be computed, x̂0iðtÞ 2 R

n

represents the estimation of x0(t), K 2 Rn�m is a matrix which is employed to achieve stability

conditions of suggested DSO scheme. The term ðyiðtÞ � Cx̂0iÞ is utilized to the estimator

updating and represents the function of measurement which has the new data. Moreover, the

term
P

j2Ni
aWðtÞ;ijðx̂0iðtÞ � x̂0jðtÞÞ is utilized to employ the data of the neighbouring nodes for

the state estimations (see Fig 2).

Leader-following consensus

The following LF consensus protocol is implemented:

uiðtÞ ¼ φðtÞ
X

j2Ni

aWðtÞ;ijðxiðtÞ � xjðtÞÞ þ aWðtÞ;i0ðxiðtÞ � x̂0iðtÞÞ

" #

; i ¼ 1; . . . ;N

ð8Þ

where φ(t) = φ + Δφ(t), in which φ is the n ×m feedback gain matrix which should be com-

puted and Δφ is the controller gain perturbation which exists due to the sensing faults, actuator

degradations, and roundoff errors and may cause performance deterioration or even system

Fig 2. Proposed observer-based scheme.

https://doi.org/10.1371/journal.pone.0263017.g002
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destabilization. In this paper, the term Δφ takes the following multiplicative form to endure

norm-bounded uncertainties and allocate safe tuning margins simultaneous with synthesizing

of the consensus protocol (8).

Dφ ¼ MDðtÞN; D
T
ðtÞDðtÞ � I ð9Þ

in which Δ(t) denotes the unknown time-varying matrix whilst M and N of appropriate

dimensions represent known matrices.

Theorem 1. Consider network of agents (1) with time-delay and di(t) = 0 and (3) utilizing the
DSO (7) and the control policy (8) under switching graphs σϑ(t). For given positive scalars �1 : �4,

α1 : α3, suppose that there exist symmetric matrices P> 0, Q> 0, R> 0, S> 0, and the matrix X
with suitable dimensions such that:

O1;1 CTXT PAt 0
ffiffiffiffiffi
c1

p
PB ffiffiffiffi

�1

p PE
ffiffiffiffiffi
c2

p
PBM 0 0

� O2;2 0 QAt 0 0 0
ffiffiffiffiffiffi
2l
p

QB
ffiffiffiffiffiffi
2l
p

QE

� � � R 0 0 0 0 0 0

� � � � S 0 0 0 0 0

� � � � � I 0 0 0 0

� � � � � � I 0 0 0

� � � � � � � I 0 0

� � � � � � � � I 0

� � � � � � � � � I

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

< 0

O1;1 ¼ ATP þ PAþ �� 1
1
g2I þ Rþ ða2l

2
þ ð1þ �4Þa1m

2ÞNTN

O2;2 ¼ ATQþ QAþ XCþ CTXT þ ð�� 1
2
g2 þ �� 1

3
þ �� 1

4
ÞI þ S

c1 ¼ 2lþ ð1þ �3Þða
� 1
3
þ a3m

2Þ; c2 ¼ a
� 1
2
þ ð1þ �4Þa

� 1
1

ð10Þ

where λ = max{λi(Lι)} and μ = max{aι,i0}.

Then, the followers asymptotically observe the leader (3) and the NMAS achieves the LF
consensus.

Moreover the feedback gain of the control policy (8) is achieved as φ = BTP and the DSO gains
in (7) are computed via K = BTQ and Θ = Q−1 X.

Proof. By substituting (8) into (1), we obtain:

_xiðtÞ ¼ AxiðtÞ þ Atxiðt � tÞ þ Ef ðxiðtÞÞ

þBðφþ DφðtÞÞ
X

j2Ni

aWðtÞ;ijðxiðtÞ � xjðtÞÞ þ Bðφþ DφðtÞÞaWðtÞ;i0ðxiðtÞ � x̂0iðtÞÞ ð11Þ

let υi(t) = xi(t) − x0(t) and ziðtÞ ¼ x0ðtÞ � x̂0iðtÞ be the consensus and estimation errors,
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respectively. Regarding (3), (7), and (11) one can achieve that

_u iðtÞ ¼ AuiðtÞ þ Atuiðt � tÞ þ Eðf ðxiðtÞÞ � f ðx0ðtÞÞÞ

þBðφþ DφðtÞÞ
X

j2Ni

aWðtÞ;ijðuiðtÞ � ujðtÞÞ þ Bðφþ DφðtÞÞaWðtÞ;i0ðuiðtÞ þ ziðtÞÞ

_z iðtÞ ¼ AziðtÞ þ Atziðt � tÞ þ Eðf ðx0ðtÞÞ � f ðx̂0iðtÞÞÞ þYCðuiðtÞ þ ziðtÞÞ

þBK
X

j2Ni

aWðtÞ;ijðziðtÞ � zjðtÞÞ

ð12Þ

where

FðxðtÞÞ ¼

ðf ðx1ðtÞÞ � f ðx0ðtÞÞÞ
T

..

.

ðf ðxNðtÞÞ � f ðx0ðtÞÞÞ
T

2

6
6
6
6
4

3

7
7
7
7
5

ð13Þ

CðxðtÞÞ ¼

ðf ðx0ðtÞÞ � f ðx̂01ðtÞÞÞ
T

..

.

ðf ðx0ðtÞÞ � f ðx̂0NðtÞÞÞ
T

2

6
6
6
6
4

3

7
7
7
7
5

ð14Þ

According to Kronecker product, the compact form of (12) is acquired as

_uðtÞ ¼ ðIN � AÞuðtÞ þ ðIN � AtÞuðt � tÞ þ ðIN � EÞFðxðtÞÞ

þðLWðtÞ � Bðφþ DφðtÞÞÞuðtÞ þ ðXWðtÞ � Bðφþ DφðtÞÞÞuðtÞ

þðXWðtÞ � Bðφþ DφðtÞÞÞzðtÞ

_zðtÞ ¼ ðIN � AÞzðtÞ þ ðIN � AtÞzðt � tÞ þ ðIN � EÞCðxðtÞÞ

þðIN �YCÞuðtÞ þ ðIN �YCÞzðtÞ þ ðLWðtÞ � BKÞzðtÞ

ð15Þ

Regarding Assumption (1), the matrix Lϑ(t) is symmetric. Hence, there exist an orthonormal

Wϑ(t) such that WT
WðtÞLWðtÞWWðtÞ ¼ GWðtÞ ¼ diagflWðtÞ;1; lWðtÞ;2; . . . ; lWðtÞ;Ng, in which λϑ(t),i are non-

negative real numbers.

Moreover, from εðtÞ ¼ εT
1
ðtÞεT

2
ðtÞ . . . εT

NðtÞ
� �

¼ ðWT
WðtÞ � InÞuðtÞ and

xðtÞ ¼ x
T
1
ðtÞxT

2
ðtÞ . . . x

T
NðtÞ

� �
¼ ðWT

WðtÞ � InÞzðtÞ, the consensus and estimation error systems

(15) can be written as

_εðtÞ ¼ ðIN � AÞεðtÞ þ ðIN � AtÞεðt � tÞ þ ðWT
WðtÞ � InÞðIN � EÞFðxðtÞÞ

þðGWðtÞ � Bðφþ DφðtÞÞÞεðtÞ þ ðWT
WðtÞXWðtÞWWðtÞ � Bðφþ DφðtÞÞÞεðtÞ

þðWT
WðtÞXWðtÞWWðtÞ � Bðφþ DφðtÞÞÞxðtÞ

_xðtÞ ¼ ðIN � AÞxðtÞ þ ðIN � AtÞxðt � tÞ þ ðWT
WðtÞ � InÞðIN � EÞCðxðtÞÞ

þðIN �YCÞεðtÞ þ ðIN �YCÞxðtÞ þ ðGWðtÞ � BKÞxðtÞ

ð16Þ
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Consider the following LKF

VðtÞ ¼ εTðtÞðIN � PÞεðtÞ þ xTðtÞðIN � QÞxðtÞ

þ
R t
t� t εTðyÞðIN � RÞεðyÞdyþ

R t
t� t x

T
ðyÞðIN � SÞxðyÞdy

ð17Þ

The time derivative of V(t) yields that

_V ðtÞ ¼ _εTðtÞðIN � PÞεðtÞ þ εTðtÞðIN � PÞ _εðtÞ þ _xTðtÞðIN � QÞxðtÞ

þx
T
ðtÞðIN � QÞ _xðtÞ þ εTðtÞðIN � RÞεðtÞ � εTðt � tÞðIN � RÞεðt � tÞ

þx
T
ðtÞðIN � SÞxðtÞ � xTðt � tÞðIN � SÞxðt � tÞ

¼ εTðtÞðIN � ðATP þ PAÞÞεðtÞ

þεTðtÞðGWðtÞ � ðPBðφþ DφðtÞÞ þ ðφþ DφðtÞÞ
TBTPÞÞεðtÞ

þεTðtÞðWT
WðtÞXWðtÞWWðtÞ � ðPBðφþ DφðtÞÞ þ ðφþ DφðtÞÞ

TBTPÞÞεðtÞ

þ2εTðtÞðWT
WðtÞXWðtÞWWðtÞ � ðPBðφþ DφðtÞÞÞÞxðtÞ

þ2εTðtÞðWT
WðtÞ � PEÞFðxðtÞÞ þ xTðtÞðIN � ðATQþ QAÞÞxðtÞ

þx
T
ðtÞðGWðtÞ � ðQBK þ KTBTQÞÞxðtÞ

þx
T
ðtÞðIN � ðQYC þ CTY

TQÞÞxðtÞ þ 2εTðtÞðIN � CTY
TQÞxðtÞ

þ2x
T
ðtÞðWT

WðtÞ � QEÞCðxðtÞÞ þ 2εTðtÞðIN � PAtÞεðt � tÞ

þ2x
T
ðtÞðIN � QAtÞxðt � tÞ

þεTðtÞðIN � RÞεðtÞ � εTðt � tÞðIN � RÞεðt � tÞ

þx
T
ðtÞðIN � SÞxðtÞ � xTðt � tÞðIN � SÞxðt � tÞ

ð18Þ

Then, we further decompose (19) as

_V ðtÞ ¼ εTðtÞðIN � ðATP þ PAÞÞεðtÞ þ εTðtÞðGWðtÞ � ðPBφþ φTBTPÞÞεðtÞ

þεTðtÞðWT
WðtÞXWðtÞWWðtÞ � ðPBφþ φTBTPÞÞεðtÞ

þ2εTðtÞðWT
WðtÞXWðtÞWWðtÞ � ðPBφÞÞxðtÞ

þ2εTðtÞðWT
WðtÞ � PEÞFðxðtÞÞ þ xTðtÞðIN � ðATQþ QAÞÞxðtÞ

þx
T
ðtÞðGWðtÞ � ðQBK þ KTBTQÞÞxðtÞ

þx
T
ðtÞðIN � ðQYC þ CTY

TQÞÞxðtÞ þ 2εTðtÞðIN � CTY
TQÞxðtÞ

þ2x
T
ðtÞðWT

WðtÞ � QEÞCðxðtÞÞ þ 2εTðtÞðIN � PAtÞεðt � tÞ

þ2x
T
ðtÞðIN � QAtÞxðt � tÞ

þεTðtÞðGWðtÞ � ðPBDφðtÞ þ DφTðtÞBTPÞÞεðtÞ

þεTðtÞðWT
WðtÞXWðtÞWWðtÞ � ðPBDφðtÞ þ DφTðtÞBTPÞÞεðtÞ

þ2εTðtÞðWT
WðtÞXWðtÞWWðtÞ � ðPBDφðtÞÞÞxðtÞ

þεTðtÞðIN � RÞεðtÞ � εTðt � tÞðIN � RÞεðt � tÞ

þx
T
ðtÞðIN � SÞxðtÞ � xTðt � tÞðIN � SÞxðt � tÞ

ð19Þ
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Based on the Lemma 1 and Lipschitz condition (2), and properties of the Kronecker prod-

uct, it can be deduced that

_V ðtÞ � εTðtÞðIN � ðATP þ PAÞÞεðtÞ þ εTðtÞðGWðtÞ � ðPBφþ φTBTPÞÞεðtÞ

þð1þ �3Þε
TðtÞððWT

WðtÞ � φTÞðXWðtÞ � ImÞðWWðtÞ � BTPÞ

þðWT
WðtÞ � PBÞðXWðtÞ � ImÞðWWðtÞ � φÞÞεðtÞ

þ�1ε
TðtÞðIN � PEETPÞεðtÞ þ �� 1

1
g2εTðtÞεðtÞ

þx
T
ðtÞðIN � ðATQþ QAÞÞxðtÞ

þx
T
ðtÞðGWðtÞ � ðQBK þ KTBTQÞÞxðtÞ

þx
T
ðtÞðIN � ðQYC þ CTY

TQÞÞxðtÞ þ 2εTðtÞðIN � CTY
TQÞxðtÞ

þ�2x
T
ðtÞðIN � QEETQÞxðtÞ þ ð�� 1

2
g2 þ �� 1

3
þ �� 1

4
Þx

T
ðtÞxðtÞ

þ2εTðtÞðIN � PAtÞεðt � tÞ

þ2x
T
ðtÞðIN � QAtÞxðt � tÞ

þεTðtÞðGWðtÞ � ðPBDφðtÞ þ DφTðtÞBTPÞÞεðtÞ

þεTðtÞððIN � PBMÞðGWðtÞ � DφðtÞÞðIN � NÞþ

ðIN � NTÞðGWðtÞ � DφTðtÞÞðIN �MTBTPÞÞεðtÞ

þð1þ �4Þε
TðtÞððWT

WðtÞ � PBMÞðXWðtÞ � DφðtÞÞðWWðtÞ � NÞþ

ðWT
WðtÞ � NTÞðXWðtÞ � DφTðtÞÞðWWðtÞ �MTBTPÞÞεðtÞ

þεTðtÞðIN � RÞεðtÞ � εTðt � tÞðIN � RÞεðt � tÞ

þx
T
ðtÞðIN � SÞxðtÞ � xTðt � tÞðIN � SÞxðt � tÞ

ð20Þ

In (20), we have an unknown parameter due to the existence of the parametric uncertain

matrix (norm-bounded uncertainty in the gain of controller). To tackle this issue and achieve

an upper bound, and convert the problem and compute the gains in terms of LMIs for the sta-

bility analysis, we use Lemma 2. Moreover, by defining φ = BTP and K = BTQ, one can acquire:

_V ðtÞ � εTðtÞðIN � ðATP þ PAÞÞεðtÞ þ 2εTðtÞðGWðtÞ � ðPBBTPÞεðtÞ

þð1þ �3Þða
� 1
3
þ a3m

2ÞεTðtÞðIN � PBBTPÞεðtÞ

þ�1ε
TðtÞðIN � PEETPÞεðtÞ þ �� 1

1
g2εTðtÞεðtÞ

þx
T
ðtÞðIN � ðATQþ QAÞÞxðtÞ

þ2x
T
ðtÞðGWðtÞ � ðQBBTQÞÞxðtÞ

þx
T
ðtÞðIN � ðQYC þ CTY

TQÞÞxðtÞ þ 2εTðtÞðIN � CTY
TQÞxðtÞ

þ�2x
T
ðtÞðIN � QEETQÞxðtÞ þ ð�� 1

2
g2 þ �� 1

3
þ �� 1

4
Þx

T
ðtÞxðtÞ

þ2εTðtÞðIN � PAtÞεðt � tÞ

þ2x
T
ðtÞðIN � QAtÞxðt � tÞ

þða� 1
2
þ ð1þ �4Þa

� 1
1
ÞεTðtÞðIN � PBMMTBTPÞεðtÞ

þða2l
2
þ ð1þ �4Þa1m

2ÞεTðtÞðIN � NTNÞεðtÞ

þεTðtÞðIN � RÞεðtÞ � εTðt � tÞðIN � RÞεðt � tÞ

þx
T
ðtÞðIN � SÞxðtÞ � xTðt � tÞðIN � SÞxðt � tÞ

ð21Þ
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Therefore, considering (21), based on the definitions of the Kronecker product, and defini-

tion of λ and μ which are proposed in the Theorem 1, one can acquire the upper bound based

on the dynamics of consensus and estimation errors. Then, one can infer that

_V ðtÞ �
XN

i¼1

εT
i ðtÞðA

TP þ PAþ ð2lþ ð1þ �3Þða
� 1

3
þ a3m

2ÞÞPBBTP

þ�1PEETP þ �� 1
1
g2I þ Rþ ða� 1

2
þ ð1þ �4Þa

� 1
1
ÞPBMMTBTP

ða2l
2
þ ð1þ �4Þa1m

2ÞNTNÞεiðtÞ

þx
T
i ðtÞðA

TQþ QAþ 2lQBBTQþ QYC þ CTY
TQþ �2QEETQ

þð�� 1
2
g2 þ �� 1

3
þ �� 1

4
ÞI þ SÞxiðtÞ þ 2εT

i ðtÞðC
TY

TQÞxiðtÞ

þ2εT
i ðtÞPAtεiðt � tÞ þ 2x

T
i ðtÞQAtxiðt � tÞ

þεT
i ðt � tÞð� RÞεiðt � tÞ þ x

T
i ðt � tÞð� SÞxiðt � tÞ

¼
XN

i¼1

φT
i ðtÞPφiðtÞ

ð22Þ

where �iðtÞ ¼ εT
i ðtÞx

T
i ðtÞε

T
i ðt � tÞx

T
i ðt � tÞ�

T�
and

P ¼

P1;1 CTY
TQT PAt 0

� P2;2 0 QAt

� � � R 0

� � � � S

2

6
6
6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
7
7
5

P1;1 ¼ ATP þ PAþ ð2lþ ð1þ �3Þða
� 1
3
þ a3m

2ÞÞPBBTP

þ�1PEETP þ �� 1
1
g2I þ Rþ ða� 1

2
þ ð1þ �4Þa

� 1
1
ÞPBMMTBTP

þða2l
2
þ ð1þ �4Þa1m

2ÞNTN

P2;2 ¼ ATQþ QAþ 2lQBBTQþ QYC þ CTY
TQþ �2QEETQ

þð�� 1
2
g2 þ �� 1

3
þ �� 1

4
ÞI þ S

ð23Þ

Applying Schur Complement Lemma and using the change of variable QΘ = X, the con-

straint P< 0 is converted to the LMI (10).

Therefore, one can conclude that the followers in (1) asymptotically observe the leader (3)

via (7) and the NMAS achieves the LF consensus by employing the protocol (8). Therefore, the

proof is completed.

Remark 2. Although a distributed controller and observer under any arbitrary switching sig-
nals, determining the active communication graph topology, is designed in this paper, the pro-
posed protocols can apply to the system under a switching signal satisfying the specific dwell-time.

Remark 3. Since the robustness of the proposed controller is investigated, the consensus proto-
col (8) can be used in many practical operations when the actuator of every agent i suffers from
the attack. Therefore, the strategy of this paper can study resilient consensus of NMASs under
actuator attacks.
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H1 Leader-following consensus

Sufficient conditions in terms of LMI are achieved for extending the LF consensus protocol (8)

to ensure the H1 disturbance attenuation level.

Theorem 2. Consider the network of agents (1) and (3) with time-delay, utilizing DSO
scheme of (7) and the control policy (8) under switching graphs σϑ(t). For given positive scalars �1

: �4, α1 : α3, β, suppose that symmetric matrices P> 0, Q> 0, R> 0, S> 0, and matrix X with
suitable dimensions can be found such that

O1;1 CTXT PAt 0
ffiffiffiffiffi
c1

p
PB ffiffiffiffi

�1

p PE
ffiffiffiffiffi
c2

p
PBM 0 0 PW

� O2;2 0 QAt 0 0 0
ffiffiffiffiffiffi
2l
p

QB
ffiffiffiffiffiffi
2l
p

QE 0

� � � R 0 0 0 0 0 0 0

� � � � S 0 0 0 0 0 0

� � � � � I 0 0 0 0 0

� � � � � � I 0 0 0 0

� � � � � � � I 0 0 0

� � � � � � � � I 0 0

� � � � � � � � � I 0

� � � � � � � � � � b
2I

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

< 0

O1;1 ¼ ATP þ PAþ ð�� 1
1
g2 þ 1ÞI þ Rþ ða2l

2
þ ð1þ �4Þa1m

2ÞNTN

O2;2 ¼ ATQþ QAþ XCþ CTXT þ ð�� 1
2
g2 þ �� 1

3
þ �� 1

4
ÞI þ S

c1 ¼ 2lþ ð1þ �3Þða
� 1
3
þ a3m

2Þ; c2 ¼ a
� 1
2
þ ð1þ �4Þa

� 1
1

ð24Þ

Then, the followers observe the leader (3) and the NMAS achieves the guaranteed-performance
H1 LF consensus. Moreover the feedback gain of the control policy (8) is achieved as φ = BTP
and the DSO gains in (7) are computed via K = BTQ and Θ = Q−1 X.

Proof. Denoting dðtÞ ¼ dT
1
ðtÞdT

2
ðtÞ . . . dTNðtÞ

� �T
and considering d(t) 6¼ 0, the term (IN�W)

d(t) will be added to _uðtÞ dynamics in (15). Now, using Lemma 1, inequality (21) is satisfied if
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the following inequality holds

_V ðtÞ � εTðtÞðIN � ðATP þ PAÞÞεðtÞ þ 2εTðtÞðGWðtÞ � ðPBBTPÞεðtÞ

þð1þ �3Þða
� 1
3
þ a3m

2ÞεTðtÞðIN � PBBTPÞεðtÞ

þ�1ε
TðtÞðIN � PEETPÞεðtÞ þ �� 1

1
g2εTðtÞεðtÞ

þx
T
ðtÞðIN � ðATQþ QAÞÞxðtÞ

þ2x
T
ðtÞðGWðtÞ � ðQBBTQÞÞxðtÞ

þx
T
ðtÞðIN � ðQYC þ CTY

TQÞÞxðtÞ þ 2εTðtÞðIN � CTY
TQÞxðtÞ

þ�2x
T
ðtÞðIN � QEETQÞxðtÞ þ ð�� 1

2
g2 þ �� 1

3
þ �� 1

4
Þx

T
ðtÞxðtÞ

þ2εTðtÞðIN � PAtÞεðt � tÞ

þ2x
T
ðtÞðIN � QAtÞxðt � tÞ

þða� 1
2
þ ð1þ �4Þa

� 1
1
ÞεTðtÞðIN � PBMMTBTPÞεðtÞ

þða2l
2
þ ð1þ �4Þa1m

2ÞεTðtÞðIN � NTNÞεðtÞ

þεTðtÞðIN � RÞεðtÞ � εTðt � tÞðIN � RÞεðt � tÞ

þx
T
ðtÞðIN � SÞxðtÞ � xTðt � tÞðIN � SÞxðt � tÞ

þεTðtÞðIN � b
� 2PWWTPÞεðtÞ þ b2dTðtÞdðtÞ

ð25Þ

Concerning the H1 performance of the analogous consensus error system (15), J ¼
R1

0
ðuTðtÞuðtÞ � b2dTðtÞdðtÞÞdt is designated as a cost function, and using nonsingular trans-

formation one can get that

J ¼
R1

0
ðεTðtÞεðtÞ � b2dTðtÞdðtÞÞdt ð26Þ

Regarding (25) and considering zero initial condition, it can be acquired that

J ¼
R1

0
ðεTðtÞεðtÞ � b2dTðtÞdðtÞ þ _V ðtÞÞdt � Vð1Þ þ Vð0Þ

�
R1

0
ðεTðtÞεðtÞ � b2dTðtÞdðtÞ þ _V ðtÞÞdt

�
XN

i¼1

Z 1

0

ðεT
i ðtÞðA

TP þ PAþ ð2lþ ð1þ �3Þða
� 1

3
þ a3m

2ÞÞPBBTP

þ�1PEETP þ ð�� 1
1
g2 þ 1ÞI þ Rþ ða� 1

2
þ ð1þ �4Þa

� 1
1
ÞPBMMTBTP

ða2l
2
þ ð1þ �4Þa1m

2ÞNTN þ b� 2PWWTPÞεiðtÞ

þx
T
i ðtÞðA

TQþ QAþ 2lQBBTQþ QYC þ CTY
TQþ �2QEETQ

þð�� 1
2
g2 þ �� 1

3
þ �� 1

4
ÞI þ SÞxiðtÞ þ 2εT

i ðtÞðC
TY

TQÞxiðtÞ

þ2εT
i ðtÞPAtεiðt � tÞ þ 2x

T
i ðtÞQAtxiðt � tÞ

þεT
i ðt � tÞð� RÞεiðt � tÞ þ x

T
i ðt � tÞð� SÞxiðt � tÞÞdt

¼
XN

i¼1

Z 1

0

φT
i ðtÞUφiðtÞdt

ð27Þ
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where

U ¼

U1;1 CTY
TQT PAt 0

� U2;2 0 QAt

� � � R 0

� � � � S

2

6
6
6
6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
7
7
7
5

U1;1 ¼ ATP þ PAþ ð2lþ ð1þ �3Þða
� 1
3
þ a3m

2ÞÞPBBTP

þ�1PEETP þ ð�� 1
1
g2 þ 1ÞI þ Rþ ða� 1

2
þ ð1þ �4Þa

� 1
1
ÞPBMMTBTP

þða2l
2
þ ð1þ �4Þa1m

2ÞNTN þ b� 2PWWTP

U2;2 ¼ ATQþ QAþ 2lQBBTQþ QYC þ CTY
TQþ �2QEETQ

þð�� 1
2
g2 þ �� 1

3
þ �� 1

4
ÞI þ S

ð28Þ

Applying Schur Complement Lemma and based on the change of variable QΘ = X, the con-

straint Y < 0 can be converted to the equivalent form of LMI (24) which implies that

J ¼
R1

0
ðuTðtÞuðtÞ � b2dTðtÞdðtÞÞdt < 0 ð29Þ

From (29), it is obvious that kυ(t)k< βkd(t)k holds for any d(t) 6¼ 0, in which

dðtÞ 2 l2 0;þ1Þ;RqN�
. Therefore, the followers in (1) observe the leader (3) via (7) and the

NMAS achieves the ensured-performance H1 LF consensus by employing (8). This completes

the proof.

Remark 4. The parameter β is related to the cost function (26) and we try to reduce it in

order to reduce the effect of external disturbances on the consensus error dynamics. Moreover,

there is no restriction in the choice of α, since they can enable us to tackle the feasibility of the

problem/LMIs.

Simulations

In this section, a numerical study is simulated to assess the suggested strategy.

Consider the network of NMAS incorporating one leader and 5 followers. The interaction

graph is depicted in Fig 3 and the switching signal ϑ(t) that determines the active graph topol-

ogy is demonstrated in Fig 4.

Although the spanning tree is not included in each graph σι(ι = 1, 2, . . ., ℓ), it exists in the

union �s ¼
S‘

i¼1
si. In addition, the weight edges is considered to be 1. The system parameters
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are given as

A ¼

0 1 0

� 3 � 2 1

0 0 � 1

2

6
6
4

3

7
7
5;At ¼

0:2 0:1 0

� 0:1 0:2 0:2

0:2 0:1 � 0:2

2

6
6
4

3

7
7
5;An ¼

0:06 0:01 0:02

0:01 0:02 0:06

0:05 0:02 0:02

2

6
6
4

3

7
7
5

E ¼

1 0 0

0 1 0

0 0 1

2

6
6
4

3

7
7
5;B ¼

0

0:1

0

2

6
6
4

3

7
7
5;W ¼

1:6 0:3 0:8

0:1 0:5 1

0:7 0:4 0:2

2

6
6
4

3

7
7
5

f ðxiðtÞÞ ¼

0

0

� 0:333sinðxiðtÞÞ

2

6
6
4

3

7
7
5; f ðx0ðtÞÞ ¼

0

0

� 0:333sinðx0ðtÞÞ

2

6
6
4

3

7
7
5

C ¼ 0:6 0:8 0:5½ �;Cn ¼ 0:01 0:02 0:01½ �; diðtÞ ¼

e� 2t

sinðtÞ

e� 6t sinð2tÞ

2

6
6
4

3

7
7
5

ð30Þ

Fig 3. Switching topologies of the graphs.

https://doi.org/10.1371/journal.pone.0263017.g003

PLOS ONE H1-based control of multi-agent systems

PLOS ONE | https://doi.org/10.1371/journal.pone.0263017 April 28, 2022 14 / 23

https://doi.org/10.1371/journal.pone.0263017.g003
https://doi.org/10.1371/journal.pone.0263017


In addition, rðtÞ : N ð0; 0:06I3�3Þ and niðtÞ : N ð0; 0:04I3�3Þ. The time-delay is selected as τ
= 200(ms), and one can achieve that λ = 3, μ = 1. It is to be noted that the Lipschitz constant

and design parameters are prescribed as % = 0.333, α1 = 0.6, α2 = 0.7, α3 = 0.5, �1 = 6, �2 = 0.1,

and �3 = �4 = 2.

The first aim is to validate distributed observer (7) and controller (8) in the case of di(t) = 0.

By solving the LMI of Theorem 1, one gets the feasible solution of LMI (10) as

P ¼

0:2610 � 0:0236 � 0:0012

� 0:0236 0:5893 � 0:0745

� 0:0012 � 0:0745 0:5326

2

6
6
6
4

3

7
7
7
5
; Q ¼

2:0229 � 1:7578 0:0377

� 1:7578 5:7965 0:8021

0:0377 0:8021 3:6408

2

6
6
6
4

3

7
7
7
5

R ¼

4:3030 � 2:5023 1:2936

� 2:5023 6:5657 0:1353

1:2936 0:1353 4:4340

2

6
6
6
4

3

7
7
7
5
; S ¼

1:3956 � 0:0789 0:1137

� 0:0789 3:5217 � 0:2872

0:1137 � 0:2872 2:9247

2

6
6
6
4

3

7
7
7
5

X ¼

� 1:6848

� 1:3161

� 1:0911

2

6
6
6
4

3

7
7
7
5

ð31Þ

The parameters involved in the controller gain Δφ(t) in (9), considered as parametric

uncertainty, are selected as M = 0.2, N = [0.2 0.1 −0.2]. Regarding Theorem 1, the observer and

controller gains applied in (7) and (8) are computed as follows

φ ¼ BTP ¼ � 0:0024 0:0589 � 0:0075½ �

K ¼ BTQ ¼ � 0:1758 0:5796 0:0802½ �

Y ¼ Q� 1X ¼

� 1:3708

� 0:6222

� 0:1484

2

6
6
6
4

3

7
7
7
5

ð32Þ

During the simulations, the time-varying gain perturbations of the consensus (8) is chosen

as Δφ(t) = 0.5cos(t). The errors of the consensus are depicted in Figs 5–7 while Figs 8–10 dem-

onstrate the errors of the estimations of the leader’s states. Figs 5–7 exhibit the convergence of

Fig 4. Switching signal of the simulations.

https://doi.org/10.1371/journal.pone.0263017.g004
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the states of followers to the corresponding leader by applying the consensus protocol (8). It is

observed from Figs 8–10 that utilizing the DSO (7), the estimates of the leader’s states asymp-

totically track the leaders states under the influences of time-delay and switching topology.

The value of time-delay in this example is due to the feasibility of LMIs. For the practical

example, the value of time-delay is adjusted based on the physical structure of the model. It

should be noted that for a given time-delay the free parameters are obtained such that the

LMIs to be satisfied.

For the second objective, it is considered to authenticate the results of the Theorem 2 to

study the H1 LF consensus problem. Let β = 0.5, then solving LMI (24) leads to the gains of

Fig 5. The first consensus errors of the agents.

https://doi.org/10.1371/journal.pone.0263017.g005

Fig 6. The second consensus errors of the agents.

https://doi.org/10.1371/journal.pone.0263017.g006

Fig 7. The third consensus errors of the agents.

https://doi.org/10.1371/journal.pone.0263017.g007
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DSO (7) and controller (7) as follows

φ ¼ BTP ¼ � 0:0080 0:0635 � 0:0096½ �

K ¼ BTQ ¼ � 0:1780 0:8793 0:1427½ �

Y ¼ Q� 1X ¼

� 3:3560

� 1:1479

� 0:2087

2

6
6
6
4

3

7
7
7
5

ð33Þ

Applying the distributed consensus protocol (8) and DSO (7) to the system in the presence

of exogenous disturbances gives rise to appropriate consensus and estimation errors. Figs 11–

Fig 8. The first estimation errors.

https://doi.org/10.1371/journal.pone.0263017.g008

Fig 9. The second estimation errors.

https://doi.org/10.1371/journal.pone.0263017.g009

Fig 10. The third estimation errors.

https://doi.org/10.1371/journal.pone.0263017.g010
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13 indicates the errors of the consensus while Figs 14–16 illustrate the errors of the estimations

of the leader’s states in the presence of external disturbance. From Figs 11–13, one can perceive

that trajectories of followers well converge by applying the consensus protocol (8). Figs 14–16

reveal that employing the suggested observer (7) leads to a well estimation under the influences

of time-delay, external disturbance, and switching graph topology.

To better show the leader’s states estimation accuracy and also consensus performance, a

comparison with similar approaches are provided. The values of root-mean-square-errors for

SMC [41], L2-L1 [42] and proposed approach are given in Table 1. The results of Table 1,

clearly show the superiority of the designed approach.

Remark 5. The results in Figs 3–16, show that the suggested controller well handles the

time-varying gain perturbations, and the designed observer well estimates the leader’s states.

Fig 11. The first consensus errors of the agents in the presence of external disturbance.

https://doi.org/10.1371/journal.pone.0263017.g011

Fig 12. The second consensus errors of the agents in the presence of external disturbance.

https://doi.org/10.1371/journal.pone.0263017.g012

Fig 13. The third consensus errors of the agents in the presence of external disturbance.

https://doi.org/10.1371/journal.pone.0263017.g013
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In addition to perturbations, it is seen that the effect of time-delay and switching topology is

well tackled. Furthermore, the effects of external disturbances are handled by the designed

H1-based scheme. It is demonstrated that the suggested consensus scenario, is good effective

in the presence of external disturbance and other perturbations such as time-delay and switch-

ing topology. A suitable and desired convergence to zero level is seen in the error trajectories.

Remark 6. It should be noted that the distributed observer is designed to estimate the lead-

er’s states, and based on the estimation, the distributed controller is applied to the system to

solve the consensus problem. Therefore, the role of the observer with stability analysis of the

estimation error (error between the states of the leader and its estimations) is analyzed. To this

Fig 16. The third estimation errors of the DSO of agents under external disturbance.

https://doi.org/10.1371/journal.pone.0263017.g016

Fig 14. The first estimation errors of the DSO of agents under external disturbance.

https://doi.org/10.1371/journal.pone.0263017.g014

Fig 15. The second estimation errors of the DSO of agents under external disturbance.

https://doi.org/10.1371/journal.pone.0263017.g015

PLOS ONE H1-based control of multi-agent systems

PLOS ONE | https://doi.org/10.1371/journal.pone.0263017 April 28, 2022 19 / 23

https://doi.org/10.1371/journal.pone.0263017.g016
https://doi.org/10.1371/journal.pone.0263017.g014
https://doi.org/10.1371/journal.pone.0263017.g015
https://doi.org/10.1371/journal.pone.0263017


end, Lyapunov-Krasovskii functional approach is considered and it is guaranteed that the

error converges to the origin.

Remark 7. It is worth recalling that the most important practical restrictions such as time-

delay, external disturbances, time-varying gain perturbations and switching topologies, have

been considered in the control design. Then, the suggested approach can be easily used in real-

world applications. For our future studies, the designed approach will be applied to a group of

searching robots.

Conclusion

In this paper, a DSO is presented to estimate the leader states in a class of nonlinear MASs.

Also, the switching graph topologies are investigated. Designing a distributed controller, the

LF consensus problem under the influences of time-delay in leader’s and followers’ states is

studied. Thanks to an appropriate LKF along with algebraic graph theory, sufficient conditions

in terms of LMI are acquired and solved to ensure the stability of the suggested distributed

observer and controller. The robustness of the proposed distributed control protocol against

gain perturbations is ensured. Furthermore, considering a prescribed H1 disturbance attenua-

tion level, a robust H1 distributed control policy is extended to preserve the robust perfor-

mance of the system against external disturbances. The feasibility of the LMI constraints and

efficiency of the proposed distributed algorithm are admitted and demonstrated through sim-

ulation results. It should be noted that the choice of design parameters is still a challenging

problem. For future studies, modern techniques such as neuro-fuzzy approaches can be devel-

oped for better tuning of these design parameters.
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