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Abstract

Remote monitoring service for elderly persons is important as the aged populations in most
developed countries continue growing. To monitor the safety and health of the elderly popu-
lation, we propose a novel omni-directional vision sensor based system, which can detect
and track object motion, recognize human posture, and analyze human behavior automati-
cally. In this work, we have made the following contributions: (1) we develop a remote safety
monitoring system which can provide real-time and automatic health care for the elderly per-
sons and (2) we design a novel motion history or energy images based algorithm for motion
object tracking. Our system can accurately and efficiently collect, analyze, and transfer el-
derly activity information and provide health care in real-time. Experimental results show
that our technique can improve the data analysis efficiency by 58.5% for object tracking.
Moreover, for the human posture recognition application, the success rate can reach 98.6%
on average.

Introduction

As the life expectation around the world increases, the aging population problem is becoming
more and more urgent and significant. According to the prediction of the United Nations, 65
years and older will occupy 15.7 percent of the total population in 2030 [1]. Huge amounts of
resources are required for the government and society to take care of the aged population. On
the other hand, it is unrealistic for the family members to provide daily and constant care,
which is essential for the safety and health of the elders. Thus, remote monitoring systems
which can provide health care services for the elderly persons living alone without the presence
of family members are becoming popular and mainstream.

Recently, remote health monitoring research has drawn significant attention and resources
from university researchers, corporations, and governments in many developed countries [2,
3]. Various cameras or sensors based monitoring systems [4, 5, 17] are developed to provide
real-time safety and health monitoring and automatic abnormal behavior analysis for the elder-
ly population. However, the conventional methods, which utilize single or multiple vision cam-
eras or sensors, suffer from the problems of blind spot and system complexity.
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Unlike other conventional surveillance systems, in elderly monitoring application, blind
spot can be dangerous and life-threatening. Thus, it is imperative that we obtain omni-direc-
tional views of the entire house. Single sensor or camera is typically insufficient. However, de-
ploying multiple sensors can make the system overly complex and unreliable. Therefore, we
propose to use omni-directional vision sensor (ODVS) based monitoring system, which is
omni-directional, simple, and inexpensive [18].

In our system, an ODVS device is installed in the room to provide a 360° panoramic image.
To reduce the cost, provide daily care and surveillance, and raise alarms when abnormalities
occur, it is important to process the derived images automatically and real-timely. However, al-
though omni-directional images can provide an overview of the entire room, unlike conven-
tional images, they can not be processed directly. Thus, we have developed a calibration
technique to map the coordinates of the ODVS image to the actual locations inside the house.
Based on the calibration technique, we propose novel motion tracking and posture recognition
techniques to identify the status of the elderly persons. The life patterns and abnormalities of
the elderly persons can be generalized and detected by analyzing the postures and behaviors.
Once abnormalities are detected, the system would notify the persons immediately.

In general, we have made the following contributions:

1. we design and implement an accurate and efficient remote safety monitoring system based
on the ODVS images;

2. we develop a novel motion history or energy image (MHoEI) based motion tracking algo-
rithm, which can improve the motion tracking efficiency significantly.

Experimental results show that, based on our ODVS image calibration technique, our mo-
tion tracking technique can improve the tracking efficiency by 58.5%, and our posture recogni-
tion technique has a success rate of 98.6%.

Related Work

Based on the signal acquisition methods, elderly health monitoring techniques can be general-
ized into three categories: physiological sensors based, environment monitoring sensors based,
and image sensors based.

1. Physiological sensor based techniques. Elderly persons’ physiological conditions, such as
ECG, blood pressure, respiration, blood glucose, and body temperature etc., are acquired
using physiological sensors [19-22]. This data can be used to monitor the chronic diseases
and diagnose the early symptoms. However, it is inconvenient and sometimes impossible
for the elderly persons to wear those sensors all the time, which can greatly limit the effec-
tiveness of this approach.

2. Environment monitoring sensors based techniques. The water, gas, and electricity usage ac-
tivities are monitored using human activity sensors, switch sensors and flow sensors in-
stalled in the house [23]. By analyzing the collected data, the behavior patterns of the elderly
persons are generalized and used to identify abnormal activities. The problem for this ap-
proach is that it is not guaranteed to report abnormalities in real-time. This can be danger-
ous because emergency occurs.

3. Image sensors based techniques. The images, captured by cameras and sensors, are trans-
mitted back and analyzed accordingly using various image processing and data mining tech-
niques. Researchers have proposed to use video streams [24, 25] to record the daily activities
of the patients. However, because of the blind spots of the video cameras, the tracking of
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human motions can be easily lost. To address this problem, Lin et al. [26] have developed
an intelligent surveillance system using an Omni-directional CCD Camera. However, be-
cause of the properties of the omni-directional images, the motion tracking algorithm be-
comes too complicated to be implemented in many real-world applications. In this work,
we address those problems by proposing novel calibration, motion tracking, and posture
recognition techniques.

Video or image based objective tracking and pattern recognition techniques are widely used
in many applications [11-16]. Thus, the ODVS based technique has great potential to be im-
plemented in other area, e.g., mobile visual search and augmented reality etc. In general, the
objective tracking and pattern recognition techniques in the existing literature can be summa-
rized into three categories: (1), point based [6]; (2), contour based [7, 8, 10]; and (3), kernel
based [9]. The performance of the techniques vary according to the environment and applica-
tions. However, in our elderly monitoring application, it is more desirable and realistic for the
system to run on an embedded platform. Thus, while satisfying the performance requirement,
reducing the computational cost of the tracking and recognition algorithms should be priority.
Thus, the contour based approaches is best suited to our system because of its low complexity
and hence computational requirement. The most commonly used algorithm for the contour
based solutions is the Camshift algorithm [7]. However, this algorithm suffers from the prob-
lem that it can not track and detect static objects. In this work, we have proposed a MHoEI
based algorithm, which can detect static objects and are more efficient since we have used a
smaller sampling window size.

Methods
System Design

Our goal is to design an affordable elderly safety monitoring system which can detect abnormal
behaviors and protect patient privacy simultaneously. The system should also be able to alarm
the corresponding agencies or family members when emergency occurs. Moreover, authorized
persons should be able to monitor the daily activities of the elderly persons remotely under
their consent. The status of the elderly person is described using time, environment, posture,
and action.

Fig 1 describes our system design. The information of elderly persons’ activities can be de-
rived using the panoramic video images via ODVS. After the acquisition of the image sources,
they are pre-processed and stored in the database. They are then used to update the back-
ground information database, e.g., locations, furniture, and electronic devices etc. The video in-
formation is also utilized in the object tracking and pattern recognition algorithms. Combining
the posture information and environment information, we can identify the abnormal activities
and alarm the appropriate persons when emergency events are detected.

During the development of the system, we are using the existing techniques in many func-
tion blocks. The effectiveness and shortcomings of the existing techniques have already been
analyzed in the corresponding references. Therefore, we consider it unnecessary and out of the
scope of this paper to compare them. Note that we are considering a system with real-world ap-
plication. Many complicated techniques require extensive training. Thus, their performance is
quite dependent on the specific applications. Moreover, sometimes they are unrealistic to be
implemented in real-world applications. If for some applications, more complicated and ad-
vanced techniques are required, it should be relatively easy to incorporate those techniques
into our current system.
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Fig 1. System overview.

doi:10.1371/journal.pone.0124068.g001

Image Acquisition and Calibration

Image Acquisition. To provide accurate and timely surveillance and care for the elderly
persons, monitoring devices should be installed in key locations of human activities. In this
work, we assume that elderly persons spend most of their time indoors. The device we used is
an ODVS based system. Fig 2 shows the outlook and underlying theory of an ODVS device. A
detailed description of the system can be found in Tang et al.’s work [27].

However, one problem for the ODVS system is that the acquired images can not be used for
processing directly. The unprocessed image is derived from the mirror plane. We need to con-
vert it to the image plane. Thus, several camera parameters, such as intrinsic geometry, optical
property, and 3D coordinate relationship etc., need to be calibrated first [28].

Fig 3 shows the theory of our image calibration technique. In the figure, X is a given refer-
ence point in the sensor plane and u’ is the corresponding point in the image plane. There is a
single view point O. The initial image is acquired in the reflection mirror plane. We need to
convert it to the sensor plane first, and then convert it from the sensor plane to the image
plane. The image plane is denoted as (1, V'), the mirror plane is denoted as (u”, v”), and the
sensor plane is defined as Or = f (‘%)&ﬁ.
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Fig 2. The ODVS device and its structure.
doi:10.1371/journal.pone.0124068.9002

In order to compensate the error caused by approximate estimation of the mirror central
axis and the camera focus, function fis described using Taylor Polynomial as shown in the fol-
lowing equation.

FAw™ ) =ag+a [ v | +all ™ [+ +a,] w ||" (1)

By solving the equation, we can calculate the calibrated parameters of the camera. Table 1
shows the calibration results in our experiment.

Image Calibration. It is important to have a precise and detailed description of the loca-
tions and environment since the same posture might have completely different interpretations
given different circumstances. For example, if an elderly person is lying down, the response
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Fig 3. Single view point ODVS model and theory.
doi:10.1371/journal.pone.0124068.9003
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Table 1. ODVS Camera Calibration Results.

Calibration parameters aop

a ag A T point Central accuracy Calibration

ODVS -90.37

0.0034 0 -5.22E-05 2.7504 322.75 0.63

doi:10.1371/journal.pone.0124068.1001

should be entirely different depending on he is on the bed or on the floor. Thus, it is important
to have an accurate description of the surrounding environment.

However, the problem for the panoramic images is that they typically have significant dis-
tortions because of the conversion from the sensor plane to the image plane. Thus, it is hard to
generate accurate environment information directly from the panoramic images. To address
this problem, we have implemented the bird-view technique, which is a reversal transformation
from the image plane to the sensor plane, i.e., physical plane. Fig 4 shows a panoramic image
before and after the transformation. It clearly shows that the distortion has been removed after
applying the technique.

In our application, most of the indoor objects are still. When the objects are not moving, it
becomes extremely difficult to identify and differentiate. Moreover, relying on computer vision
to analyze the indoor objects is neither necessary nor feasible. The computation power and
prior knowledge required to accurately identify the static environment objects are tremendous.
On the other hand, the environment objects information can be easily provided by one’s family
members. Thus, we use a pre-calibration based method to locate and identify the indoor
objects.

Fig 5 shows an example of our pre-calibration method. The physical space of the room is di-
vided into several grids. A one-to-one correlation is established between the foreground objects
in the image and the environment elements. The environment elements can then be used to de-
termine the elderly persons’ location and surrounding environment.

In this work, we have implemented the bird-view technique to perform the pre-calibration.
Each grid is denoted by its coordinate in the grid. For example, in Fig 5, AH refers to the bath-
room entrance; EI refers to the room entrance; BC and BG refer to the ground in the living
room; BE refers to the stool in the living room; and DB refers to the desk in the living room.
Based on the environment information, we can determine the human behaviors. For example,
if the tracking box disappeared after entering grid AG, we can determine that the elderly person
has moved into the bathroom.

yr A )
a)The panoramic image b)The Bird-View image
Fig 4. Bird-view transformation of a panoramic image.

doi:10.1371/journal.pone.0124068.g004
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Fig 5. An example of the one-to-one calibration.

doi:10.1371/journal.pone.0124068.9g005

Human Object Tracking

Tracking Algorithm. To analyze the human behavior automatically, it is important to be
able to track the indoor movement of the subjects. There are several existing human subject
tacking algorithms, e.g., Meanshift algorithm, Camshift algorithm, feature matching based al-
gorithm, and shape and size based algorithm etc. The common problem for the above algo-
rithms is that they are all very computation-intensive. Thus, they are inadequate to be
implemented in real-time monitoring applications. To address this problem, we have devel-
oped a motion history or energy images (MHOoEI) based technique, which is fast, efficient,
and effective

The MHOoEI algorithm is developed based on motion history images (MHI) algorithm and
motion energy images (MEI) algorithm. For the MHI algorithm, motion history image is ac-
quired using inter-frame difference comparison technique and fixed-interval gray processing
technique. The inter-frame difference comparison technique can be quite efficient since typi-
cally most of the indoor objects are static. The gray processing technique can create a motion
gradient image. It uses the Sobel operator to calculate the orientation and magnitude of the ob-
ject movement. The MHI updating equation is shown in the following equation.

H‘r(x7y7 t) =

T (D(xvya t) = 1)
{ (2)

max(0,H (x,y,t — 1)) - - - otherwise,

where 7 is the time duration, x and y are different images, D is the motion region of the binary
video image sequence, and H is the motion history image. It should be noted that in the MHI
algorithm, background modeling is not required, which can significantly reduce the
computation cost.

Another motion image acquisition technique is called MEI algorithm, which is the sum of
the inter-frame differences. The inter-frame difference is calculated using the binary cumula-
tive motion energy image. The MEI updating equation can be described using the following
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equation.
E.(x,y,t) = UD(x,y,t — i), (3)

where is the time duration, D is the motion region of the binary video image sequence, and E is
the energy image.

To address the tracking problem of both dynamic and static objects, we propose our
MHOoEI algorithm. The updating equation of the MHOoEI algorithm is defined in the following
equation.

T+ (D(x,y,t) =1)
H,(x,y,t) = § max(0, H, (x,y,t — 1)) - (§<9) (4)

max(0,H, (x,y,t — 1) — 1) - - - otherwise,

where S is the velocity of the foreground object and 7 is the duration. The duration can be dy-
namically adjusted based on the velocity of the foreground object. In general, the time duration
is negatively correlated with the velocity, e.g., T decreases when S increases. The gray gradient
of foreground object does not change if the velocity is within certain threshold 8. Thus, the stat-
ic foreground objects are remembered.

3D Image Pre-processing. Even after the pre-calibration, it is still inconvenient to process
the panoramic images directly using our techniques. As shown in Fig 5, the panoramic image
is quite different from the conventional human visions. Thus, we first transform the panoramic
images into conventional images using Lin et al.’s unwrapping technique [29].

The MHokEI algorithm is implemented using the 360° unwrapped image. The problem for
Lin et al.’s technique is that when the moving target is at the starting edge, i.e., the 0 degree
point, it would be recognized as two separate objects. To keep the integrity, accuracy, and con-
tinuity of the tracking objects, we have installed a 20 degree overlap region in the unwrapping
algorithm. Fig 6 shows the method to perform 380° unwrapping. In the figure, part 1 and part
2 regions contain the same content. Judging by the locations of the object in the image, we can
determine whether it is the same object or two separate ones. After the 380 degree unwrapping,

Background updating rate is 4fps K
Part1 Background updating rate is 3fps K Part 2
Background updating rate is 1fps X
s e e —
Y .
360° 20°
Long-distance region, 7:1
Middle-distance region, 6:1 K
Short-distance region, 2:1 X

Fig 6. Flow of 380° unwrapping and background updating.
doi:10.1371/journal.pone.0124068.9g006
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b) human object has passed the 360° unwrapped line

Fig 7. Human object tracking example with 380° unwrapped image.

doi:10.1371/journal.pone.0124068.g007

the MHOoEI algorithm can be implemented on the unwrapped images. Fig 7 shows an example
of the object tracking results of the MHOEI algorithm.

The time duration is selected based on the object velocity. However, in the panoramic
image, the moving velocity is determined by the distance from the tracking objects to the pan-
oramic image center as well. To accurately estimate the velocity of the moving object, this devi-
ation must be compensated. Moreover, the aspect ratio of the derived human model is also
affected by this distance. For example, when the human subject is at the image center, the as-
pect ratio is unaffected. As one moves further away, the aspect ratio increases accordingly. To
address these two problems, we divide the images into different regions based on their distance
to the image center, as shown in Fig 6. The velocity and human model aspect ratio are compen-
sated based on the region the human subject is located. For example, the background updating
frame number, which is used to determine the velocity, becomes 2, 3, and 4 frames for short,
middle, and long range regions, respectively.

Posture Recognition and Surveillance System

Posture Recognition. In this work, we define the human basic posture as standing, sitting,
and lying. It should be noted that this definition is just for demonstration and we can easily in-
clude new postures in our technique if necessary. Thus, we define P as the set of the three pos-
tures as shown in the following equation.

P = {standing, sitting, lying}. (5)

The image of the human subject is in the 3-D space. To reduce the processing complexity,
the original images are transformed into 2-D space first. Then we have implemented the mini-
mum bounding rectangle method to identify the foreground objects. Fig 8 shows an example of
human posture recognition. Fig 8 (a), 8 (b) and 8 (c) show the standing, lying, and sitting pos-
tures, respectively. The human posture ratio is defined as k = H/ W, where H is the height of
the bounding rectangle and W is the width. The human posture ratio is then used to analyze
the human posture.

PLOS ONE | DOI:10.1371/journal.pone.0124068 May 15,2015 9/16
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I = ®

(a)standing (b)lying [a)squatting
Fig 8. Example of the three human postures.

doi:10.1371/journal.pone.0124068.g008

The posture is determined by comparing the posture ratio with certain pre-defined thresh-
old. The threshold is derived by statistically analyzing the previous data of the subjectaAZs
daily life. Table 2 shows the thresholds for different human postures. The thresholds are deter-
mined so that the recognition errors are minimized.

The problem for the minimum bounding rectangle method is that it has a relatively high
recognition error rate when the human actions are not pre-characterized. For example, if the
arms of the monitoring subject are expanding, the posture ratio can be changed significantly
and thus increase the error rate.

To address the human abnormal action problem, we propose to use posture evaluation
function. The posture evaluation function is defined using the following equation.

pIL

SIS

(6)

where ¥ Fy = Y1) ¢ 71(x, y) is the total area of the subject in the image and S(T) is the area of
the minimum bounding rectangle. If the subject is in normal state, Fj is close to S(T). In that
case, the value of the posture evaluation function is high. On the other hand, if the action of the
human subject is unusual, e.g., expanding oneAAZs arms, the value of the human posture eval-
uation function becomes very low. In that way, we can filter out the abnormal actions and in-
crease the posture recognition success rate significantly. Fig 9 shows an example of the human
posture recognition results using our technique. It shows that even with complicated actions,
our technique can still recognize the human postures accurately.

Abnormal Activity Detection. Accurate human posture recognition alone is insufficient
for the elderly person monitoring application. The human posture should be further analyzed
to detect the abnormal activities. In this work, we combine and analyze different types of data,
such as environment, actions, and postures etc., to determine the abnormalities.

Researchers have proposed various techniques to detect the abnormal activities of the elder-
ly persons. For example, the abnormal activities can be detected using the change rate of the
human postures [30]. However, in many cases, it is insufficient to use human postures only to
detect abnormalities. For different persons, the life styles and habits can differ significantly.

Table 2. Thresholds of Human Posture Detection.

Posture Standing Sitting Lying
Threshold k k>1.8 1.8>k>0.7 k<0.7
doi:10.1371/journal.pone.0124068.t002
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doi:10.1371/journal.pone.0124068.9g009

Thus, the action rates can also be very different, which make the abnormal detection difficult
and inefficient.

To accurately detect the abnormal behavior, we propose to use a modeling and training
based technique. The normal behavior pattern is established by training the collected data. By
comparing the current human behavior to the trained dataset, the abnormal behavior can be
detected if the abnormal degree exceeds certain threshold.

Remote Monitoring. Currently, to remotely derive the images of the elderly persons, peo-
ple use networked camera to acquire and transmit videos. The videos are then manually ana-
lyzed by the correspondent persons. There are many problems in this process. For example, the
privacy of the individuals can be easily violated, which makes people reluctant to use the sys-
tem. Moreover, even after compression, transiting the video data back to the server is still slow
and expensive. One observation is that most of the daily activities are normal and thus, not in-
teresting to our application. It is much more feasible if we only transmit the scenes with
abnormal activities.

To address the problems mentioned above, we employed various techniques. Firstly, instead
of recording the individuals directly, we use an agent to replace the elderly person so that the
personal characteristics are removed. Secondly, the videos are recorded in the local storage de-
vices and only the generalized behavior codes, such as environment, actions, and behaviors
etc., are transmitted through network. Finally, whenever abnormal behaviors are detected lo-
cally using our algorithms and technique, the appropriate persons are notified and correspon-
dent videos are transmitted immediately.

To facilitate the remote monitoring application, a website is designed specifically. Family
members and caring persons can access the processed videos easily online. The website is em-
bedded with an encrypted database which stores the history monitoring information for each
individual. The history information can be used to analyze the behavior and activity
patterns later.

PLOS ONE | DOI:10.1371/journal.pone.0124068 May 15,2015 11/16
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Results
Experiment Setup

The safety monitoring system is implemented using Java and C++. The system platform is run
on a computer with Windows XP, 3G memory and 2.7G Pentium 4 CPU. Self-developed
ODVS devices are deployed. The resolution of the panoramic video images is set at 640 x 480
dpi. The resolution of unwrapped image is 740 x 180 dpi.

The experiment is conducted in an 80m?* conference room. The ODVS device is located in
the center of the room and its height is about 1.8 m. One of the authors is moving and perform-
ing various actions in the room, in simulation of an elderly person. During the experiment, we
have recorded 4 sets of videos. In the first video set, a person moves around the ODVS in circle.
Thus, we can test the performance of the system while the object moving across the unwrap-
ping line. In the second video set, the human object is performing three different posture,
which are standing, sitting, and lying. In the third video set, there are many colorful objects in
the scene. Therefore, we can test the algorithms in the situation of blocking, shading, and simi-
lar background color etc. In the last video set, the human object performs various motion pat-
tern, e.g., sudden still from motion etc.

Besides the local hardware infrastructure, the safety monitoring network is also developed.
The local information can be transferred back to the central server through internet.

Human Object Tracking

Human object tracking is critical to automatically identify the human behaviors. To demon-
strate the effectiveness and accuracy of our MHoEI algorithm, we have performed a comparing
experiment. In this work, we compare our technique with the Cam-shift algorithm. The result
is shown in Fig 10.

The experimental results show that the motion target can be tracked steadily using the
MHOoEI algorithm. Moreover, because of the effect of the shadows, our technique can have a
much higher identification quality than the Cam-shift algorithm. The average tracking error of
our technique is less than 7 pixels.

Because of the tracking algorithm is performed in real-time, computation requirement is
very important. Thus, we have compared the running time of our algorithm and the Cam-shift
algorithm. The video is streamed at 10 frame per second and the results are shown in Tables 3
and 4.

In this work, we are considering processing time (for embedded applications), performance,
and system cost simultaneously. To allow the system running on the low-cost embedded plat-
forms, such as a TI DSP core, it is required that the tracking algorithms to be simple and effec-
tive. Since the recognition performance is already acceptable (98.6% identification rate), we are
more focused on the running time of the algorithms. We have compared our algorithm with a
most commonly used algorithm called Camshift, and the result is shown

It should be noted that for the existing light weight object tracking algorithms, including
Camshift, there is a problem that they can not track the static objects. Our MHOoEI based algo-
rithm, which is a hybrid algorithm of MH and EI, can track static objects, and have improved
efficiency as well.

Experimental results show that our algorithm can reduce the computational cost signifi-
cantly. The running time per frame is improved by 58.5%, which can greatly reduce the work-
load and processing time.

PLOS ONE | DOI:10.1371/journal.pone.0124068 May 15,2015 12/16
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Fig 10. Comparison example of the human tracking algorithms.

d) tracking result in lying

doi:10.1371/journal.pone.0124068.g010

Table 3. Human Object Extraction Algorithm Efficiency Comparison.

Algorithms Time (s) Frame Frame size (dpi) Process time (per frame)
Our algorithm 2.65 123 740x180 0.0216
Camshift 3.43 100 740x180 0.0343

doi:10.1371/journal.pone.0124068.t003

Table 4. Human Obiject Tracking Algorithm Efficiency Comparison.

Algorithms Time (s) Frame Frame size (dpi) Process time (per frame)
Our algorithm 3.74 111 740x180 0.034
Camshift 9.22 190 740x180 0.049

doi:10.1371/journal.pone.0124068.1004
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Fig 11. Experiment results of our posture recognition technique.
doi:10.1371/journal.pone.0124068.9011

Posture Recognition Evaluation

To evaluate our posture recognition technique, we have conducted an experiment in the infor-
mation center of the university. The experiment is performed by co-authors of the paper. They
are required to perform various actions and their postures are analyzed in real-time. Fig 11
shows some example results. It demonstrates that our technique can differentiate the
postures effectively.

Table 5 shows the identification results of our posture recognition technique. During the ex-
periment, the system is required to differentiate 4,000 postures. There are only 55 misjudg-
ments for the lying posture and the average success rate reaches 98.6%. The reason for the

Table 5. Posture Recognition Experiment Results.

Postures Total True False Accuracy
Standing 1450 1450 0 100%
Standing 1320 1320 0 100%
Standing 1230 1175 55 95.52%

doi:10.1371/journal.pone.0124068.1005
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errors is that when people are lying towards the ODVS directly, the minimum bounding rect-
angle becomes similar to the sitting posture. In that case, lying posture can be recognized as sit-
ting mistakenly. However, this scenario is quite rare and can be addressed by comparing the
current frame with the history.

Discussion

Intelligent surveillance is an important research topic in the nursing and home-care robotic ap-
plications. In this work, we have proposed a safety monitoring system for elderly persons using
ODVS, which can provide 360° panoramic image. In this work, we have developed calibration
algorithm to remove the panoramic image distortions and map the image pixels to the physical
location. To track the locations of the individuals, we have proposed a MHoEI based algorithm
to indentify both the moving and still objects. A human aspect ration based posture recognition
technique is also developed. Besides the local surveillance hardware and system, we have also
designed the network to transmit the collected data.
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