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Abstract

In medical domain, risk factors are often used to model disease predictions. In order to
make the most use of the predictive models, linking the model with real patient data gen-
erates personalized disease progression and predictions. However, the risk factors are frag-
mented all over medical literature, certain risks can be accumulated for a disease and the
aggregated probability may increase or decrease the occurrence of a disease. In this paper,
a risk predictive framework which forms a base for a complete risk prediction model that
can be used for various health applications is proposed.

1 INTRODUCTION

Intensive research has been conducted to gather individual
risk factors either lifestyle related or otherwise that affect the
prevention or progression of a specific disease. However, a
combination of several risk factors could affect disease out-
come in different ways depending on the disease and risk
factors involved. The impact of more than one lifestyle risk
factors and the new probabilities presented by aggregating
those lifestyle risk factors in the context of disease prevention
and occurrence needs to be investigated.

Lifestyle-related diseases are defined as non-communicable
diseases caused by non-physiological lifestyle factors. It includes
unhealthy diet, physical inactivity, exposure to toxins such as
smoking, excessive use of alcohol, environmental determi-
nants (for example carcinogens) and psychosocial factors
(for example chronic stress and depression). An example of
such a scenario could be, a circumstance in which the fruit
carrot has been proven to prevent prostate cancer occur-
rence and exposure to cadmium has been proven to support
prostate cancer occurrence [1], with each risk factor having
different probabilities which affects the disease in opposing
ways, if an individual consumes carrots and is exposed to
cadmium, what is the probability of the individual having or
not having prostate cancer based on the lifestyle risk factor
combinations?

Risk factors used in this research are those factors collected
from various domain researches such as individual work done
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by researchers on specific risk factors and their relevance to dis-
eases. Finding a way to combine those individual risk factors
would yield a new probability of disease occurrence or preven-
tion as risks across different sources can be accumulated for a
single disease. This also makes it harder to predict disease occur-
rence or prevention as a consequence of combining multiple
risk factors will not just affect the disease but may also intro-
duce various comorbidities as well, this concept is consistent
with the term aggregate risk in the Food Quality Protection Act
of 1996 (FQPA) [2].

In this paper, we propose an approach for risk factor selec-
tion, classification, sorting and aggregation for a specific disease
based on available publications. Our research focuses on life
style related risk factors. Results from the predictive framework
can be further analysed with the aim of discovering changes in
disease outcome for patients with similar risk factors, as some
patients could produce different probability outcomes regard-
less of possessing similar risk factors [3], discovering how and
why each person reacts differently could help another patient in
a similar circumstance, this therefore provides a slight advantage
of further in-sight into understanding complex disease progres-
sion for individual patients in different scenarios and also better
conditions to prescribe the best suitable care plan and treatment
[4].

Risk factors for prostate cancer are used as case study for
the prediction framework. A thorough understanding and
summary of the risks of prostate cancer from analytical per-
spective could provide estimations of risk factor aggregation,
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and further provide and leads for medical research in terms
of combinations of risk factors. The research provides both
doctors and researchers with additional insight and a possible
new way of predicting disease occurrence and prevention.

The rest of the paper is organised as follows: Section 2 gives
a brief description of background with definitions of terminolo-
gies used in the paper, followed by literature review in Sec-
tion 3. Section 4 describes risk predictive framework (RPF); in
Section 5, we use prostate cancer as a case study of the pro-
posed approach. In Section 6, test and evaluation is provided,
and finally, in Section 7, we summarize the work and identify
future works.

2 BACKGROUND

2.1 Lifestyle related risk factors

Risk factors, by definition, are factors considered to promote
diseases or prevent them; same theory applies to prostate cancer
lifestyle factors. Defined in [5], disease risk factors are attributes,
characteristics or pre-exposures of an individual, which increase
or decrease the likelihood of developing a disease or an injury.
Most risk factors use different statistical rules of probability
and units to express the degree of influence each risk factor
has on a specific disease. Risk factors can be classified into
modifiable and non-modifiable risks [6]. Modifiable risk factors
have been defined as those risk factors that could be prevented,
for example, smoking and heavy drinking; and non-modifiable
risk factors are those that cannot be prevented, for example,
age.

In this paper, prostate cancer is used as an example for a com-
plex disease, lifestyle risk factors for prostate cancer were iden-
tified through extensive research of literature and open source
data gathered from various data repositories, websites and pub-
lications via basic python scripting or direct access download.
Having more data increases the chances of having a less biased
result as the data used comes from different sources. Most of the
data used in the case studies were retrieved from SEER, which
is a recognised online data repository for cancer, including can-
cer research UK. Many lifestyle risk factors have been theorized
and few proven to have an effect on prostate cancer, but due
to the large number of proposed risk factors, there is not yet an
accurate method of discovering which of those risk factors and
their combinations have the highest probability of affecting the
disease outcome.

2.2 Preventive, permissive and core
risk factors

Lifestyle risk factors may aid in promoting the occurrence or
prevention of a complex disease. In this paper, we categorise the
risk factors into three categories namely preventive, permissive
and core lifestyle factors.

∙ Preventive risk factors are factors are those factors that have
either been theorized or proven to aid in reducing the chances
of disease occurrence.

∙ Permissive risk factors are those factors that have either been
theorized or proven to increase the chances of disease occur-
rence.

∙ Core risk factors are factors are those that have been mostly
proven to provide the highest chances of increasing disease
occurrence if an individual possesses them. A large amount
of individuals who possess these core factors end up having
the disease, but the rest either live a healthy life or exhibit
extremely minor disease symptoms which may or may not
end up developing into the disease.

Preventive lifestyle risk factors can also be called modifi-
able risk factors, they have been researched by experts in their
fields and has been discovered that to a plausible extent they
sometimes either completely prevent or slow the occurrence
of a disease, while permissive lifestyle risk factors accelerate
the disease occurrence either slowly or quicker, examples of
such preventive and permissive lifestyle risk factors in respect
to prostate cancer are soy and calcium respectively. Normal
lifestyle risk factors also known as modifiable lifestyle risk fac-
tors as mentioned in the manuscript are a combination of
lifestyle risk factors without the core risk factors. The purpose
of the preventive and permissive charts was to evaluate how
the same combination of risk factors can affect disease out-
come in both positive and negative ways hence permissive and
preventive.

3 LITERATURE REVIEW ON RISK
PREDICTION MODELLING

Conventional risk estimation systems take into account only a
limited sub-set of the known risk factors, but stressed by the
authors of current clinical guidelines, there are needs to con-
sider the likely impact of all risk factors before making clinical
management decisions [7, 8].

One of the earliest and most recognisable prediction mod-
els is the Framingham study [9], this was an epidemiological
study that focused on diseases characterised by the thickening
and loss of elasticity in the walls of the arteries especially of the
heart, also known as arteriosclerotic diseases. This study is used
for the estimation and detailing of incidence rates for individu-
als who develop a certain condition within a given time period.
QRISK3 is a risk prediction algorithm for cardiovascular dis-
ease (CVD) and is currently recommended by NICE to be used
in UK. Research was made to identify risk factors which influ-
enced the development of the disease [10] in order to test the
efficiency of various diagnostic procedures. Disease prediction
helps with disease prevention as it was believed that the diseases
did not each have a single cause but rather an aggregation of
multiple causes which influence disease progression. The study
made use of a whole town which provided enough individuals
with various socioeconomic and ethnic groups thus introducing
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a contrast in groups for the study [11], exams were also given
in a two year cycle in the form of a specific sample size con-
sisting of volunteers in the town with the aim of producing sta-
tistically stable data of individuals who developed the disease
and those free of the disease. To avoid data bias, the scientists
obtained all samples via random selections. However, the final
cohort was not random and it provided statistics that led to the
conclusion that it was healthier than the general population [9].
This led the investigators to the realisation that the introduc-
tion of volunteers may have introduced biases beyond the ones
noticed [8].

Authors in [12] also believed that multiple genetic variants
contribute significantly to disease progression, but most risk
factor always combine with environmental and lifestyle factors
such as smoking, obesity etc. to increase disease occurrence
chances. An example of health prediction model is the IBM
Watson Health, which is a generalised analytics program that
combines knowledge sources such as journal papers and books
with data sources such as patient record data and longitudinal
records to aid health prediction [13].

The QCancer application is based on the QResearch database
[14] over 35 million patients use this data from over 565
practices. QCancer developed the scores system and some of
these data sets had been used for validation. It is estimated
that in the derivation cohort, there are cases of 4.96 million
patients aged 25–84 years old, and in the validation cohort,
there are 1.64 million patients and all patients were free of
the relevant cancer at baseline. Authors in [15] applied Cox
proportional hazards models on GP mortality, or hospital
cancer records to derive and validate a set of clinical risk
prediction algorithm with the aim of estimating a 10 year
risk of common cancers in men and women, to identify
patients with high risk of cancers for prevention or further
assessment.

Authors in [16] conducted a comparison study of three
machine learning techniques for predicting breast cancer recur-
rence. The data used for study were from patients who regis-
tered in the Iranian centre for breast cancer (ICBC) program
from 1997 to 2008.

4 RISK PREDICTIVE
FRAMEWORK (RPF)

In this research, we propose a complex disease prediction
framework to estimate disease occurrence and prevention prob-
abilities through the unique relationship between lifestyle risk
factors and complicated diseases. The risk predictive frame-
work (RPF) adapts the steps of the general predictive modelling
methodology and comprises the 4 steps as shown in Figure 1.

4.1 Risk factor gathering

Risk factors had been extensively researched to find its effect
on the disease, a combination of several of those factors
would provide a new probability of disease occurrence. But the

FIGURE 1 Life style related risk prediction process

question is, what will the aggregated probability be defined as,
is it an increment in disease occurrence or a decrement? Most
of the data were retrieved from data repositories via basic web
crawling/scraping with python or direct access download as
all data were open source, this data was then stored on a local
database to be further analysed later. To reduce data complexity
for better understanding and also better statistical computation,
as all data retrieved were expressed differently in terms of units;
they were all converted to the percentile probability format for
future calculation.

All risk factors were classified into different categories such
as preventive, permissive and core and were all considered to
be completely independent of each other. The lifestyle risk fac-
tors were then combined into itemsets to prevent repetition,
this is done by using the combination formula of 2n−1, where
n = number of factors to combine. The final dataset after gath-
ering, selecting and sorting were split into an 80:20 ratio for
training and testing respectively for the hold-out cross vali-
dation method. An issue with this cross-validation method is
that it produces a high level of variance and results could dif-
fer significantly depending on the division of the training and
testing dataset as it is done randomly, but at the same time
this completely reduces or eliminates the chances of algorithm
bias. All the computation was done using the Anaconda dis-
tribution for data analytics which has various tools for data
manipulation.

4.2 Risk factor selection and
sorting/classification

The required lifestyle risk factors were chosen via the pos-
itive and negative selection algorithm (PNS), this was done
to select the relevant risk factors by comparing the frequen-
cies of how each risk factor has been theorized or researched
more than others while also reducing the size of the dataset,
as a lot of risk factors have been proposed to affect vari-
ous complex diseases. The PNS algorithm [17], is illustrated
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FIGURE 2 Positive and negative selection algorithm (PNS)

in Figure 2 and is based on the Apriori algorithm, which is an
algorithm that utilizes a bottom-up search method with a hor-
izontal layout that enumerates all frequent itemsets. Lifestyle
risk factor data probabilities retrieved for this research were
all converted into their natural logarithms of their odds ratio,
this method was chosen as a means of exception handling for
scenarios where lifestyle risk factor data aggregation provided
negative results. This was then converted back to probabili-
ties for result interpretation as the odds ratio result is not a
numerical measurement of how likely the disease will or will
not occur, but rather a ratio of favourable to unfavourable
outcomes.

To further select the relevant factors, frequency tables were
created for the proposed preventive and permissive factors.
The process estimates relevant risk factor selection by using
either support or confidence. For this research, the lifestyle
risk factor re-occurrence frequency was used as the support
for choosing the factor, the re-occurrence frequency is basically
the amount of times a certain risk factor has been theorised
or researched to have an effect on the disease, therefore hint-
ing at its importance based on the continuous research of the
factor.

The algorithm is described in the following pseudo code.

4.3 Risk factor aggregation

In [18], cumulative risk assessment is defined as an analysis,
characterization and possible quantification of the combined
risks to health from multiple agents or stressors. These expo-
sures or risks can be accumulated over time, with the risk factors
causing similar or a variety of effects.

In this paper we proposed a geometric calculator (GCALC)
[19] that used to calculate the accumulated risk factors. The
renormalization factor of the pooling function intuitively intro-
duces a holistic element enabling final aggregated results to
slightly vary most times from expected results. To solve this,
we introduce another stage to the geometric pooling method
to create geometric calculator. The initial aggregation result
of the probabilities is treated as a generalized result that be
used to derive both chances of the disease occurring and not
occurring:

To aggregate the result, geometric pooling method [20] is
used, where:

PP1
, … , PPn

(𝜔) = K [P1 (𝜔)]𝜔1 …
[
Pn (𝜔)]

𝜔n (1)

For every ω in Ω, where ω1…… ωn are chosen as non-
negative weights with a sum total 1 and k is a normalization
factor, given by:

k =
1∑

𝜔′ ∫ Ω
[P1 (𝜔′ )]𝜔1 …

[
Pn (𝜔′ )]

𝜔n
(2)

𝜋𝜔 (𝛼 + 𝛽) = t (𝜔)
∏k

j=1

(
𝜋 j (𝜃)

)𝜔 j (3)

where α is positive factor, β is a negative factor and θ is the
aggregation of positive and negative factors. Calculating the
chances of a disease occurring can be expressed as:

𝜋𝜔 (𝛼) =

(
t (𝜔)

∏k

j=1

(
𝜋 j (𝜃)

)𝜔 j

)

−

(
t (𝜔)

∏k

j=1

(
𝜋 j (𝛽)

)𝜔 j

)
(4)

where (t (𝜔)
∏k

j=1 (𝜋 j (𝜃))𝜔 j ) is the cumulative probability

and (t (𝜔)
∏k

j=1 (𝜋 j (𝛽))𝜔 j ) is the aggregation of the negative
factors.

Calculating the chances of a disease not occurring can be
expressed as:

𝜋𝜔 (𝛽) =

(
t (𝜔)

∏k

j=1

(
𝜋 j (𝜃)

)𝜔 j

)

−

(
t (𝜔)

∏k

j=1

(
𝜋 j (𝛼)

)𝜔 j

)
(5)
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where (t (𝜔)
∏k

j=1 (𝜋 j (𝜃))𝜔 j ) is the cumulative and

(t (𝜔)
∏k

j=1 (𝜋 j (𝛼))𝜔 j ) is the aggregation of the positive
factors. This algorithm was executed using the Python language
and the Spyder application in Anaconda.

4.4 Data interpretation

This stage of the framework visualises the resulting data from
GCALC for further analysis or interpretation. The scatter plot
was the chosen visualisation method and it can be done using
any mathematical software, for example, MatLab, the final data
from GCALC are all expressed in probabilities and require
no conversion hence making it suitable for any graph plotting
software.

5 PREDICTING PROSTATE CANCER
WITH RPF

In this section, we use prostate cancer as an example, to explain
the process of risk predictive framework.

The description of RPF in this section will be focused on step
B (risk factor selecting and sorting) and C (risk factor aggrega-
tion) of Figure 1.

5.1 Risk factor selecting and sorting
with RPF

Figure 3 illustrates the process of risk factor selection. The pro-
cess follows the steps detailed in Figure 2.

5.2 Risk factor aggregation with RPF

Prostate cancer was used as a complex disease for prediction.
Two case studies were then performed; both case studies had
both permissive and preventive lifestyle risk factors with the dif-
ference being that one case study includes a core lifestyle risk
factor while the other does not.

Positive and negative LRF combinations (Case study 1): This
case study used only the permissive and preventive lifestyle
risk factors, and was subdivided into permissive and preventive
charts, were the permissive chart showed the probability of dis-
ease occurrence based on the risk factor combination, while the
preventive chart showed the probability of risk factor preven-
tion based on the same risk factor combination.

Positive, negative and core LRF combinations (Case study 2):
This case study also used the permissive and preventive lifestyle
risk factors but also included a core lifestyle risk factor, for this
experiment age was used as it was core risk factor that was
present in most of the data gathered. It was also subdivided into
the preventive and permissive charts.

Initial aggregation of both positive and negative lifestyle
risk factors produced results that represent the combination or

FIGURE 3 Lifestyle risk factor selection

aggregation of both lifestyle risk factors and it cannot be inter-
preted as either a cumulative probability of the disease occur-
ring or not occurring. This was solved by distinguishing both
positive and negative probabilities using concepts derived from
basic mathematical problems of positive integers: using Equa-
tions (3), (4), (5), and where α = positive factors, β = negative
factors and θ = geometric pooling result.

5.2.1 Case study 1: Positive and negative LRF
combinations

The preventive chart result for case study 1 in Figure 4 show
moderate chances of disease prevention based on the combine
lifestyle risk factors, with probabilities ranging between 0 and
80% and most data points ranging from 0% to 40%. This case
study also showed higher chances of disease occurrence with
most lifestyle risk factor combinations.

Also seen in Figure 5 for the permissive chart, those combi-
nations produced probabilities ranging from 0–60% with some
as high as a 99% chance of disease occurrence.
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FIGURE 4 Positive and negative LRF combinations—Preventive
probability chart

FIGURE 5 Positive and negative LRF combinations—Permissive
probability chart

5.2.2 Case study 2: Positive, negative and core
LRF combinations

Case study 2 aims to discover how a core lifestyle risk factor will
influence the lifestyle risk factors in case study 1. The core risk
factor was included and aggregated as a permissive lifestyle risk
factor, as core risk factors are lifestyle risk factors discovered to
increase risk of disease occurrence.

Results from the preventive chart for case study 2, illustrated
in Figure 6, showed that the inclusion of the core lifestyle risk
factors provided a higher chance of disease prevention but only
with specific lifestyle risk factor combinations, with probabili-
ties ranging from 50% to 99%. While the permissive chart in
Figure 7 shows a direct relationship between the lifestyle risk
factors and core lifestyle risk factors as more individuals had a
definite probability of having and not having the disease, which
means that individuals naturally at risk of disease occurrence can

FIGURE 6 Positive, negative and core LRF combinations—Preventive
probability chart

FIGURE 7 Positive, negative and core LRF combinations—Permissive
probability chart

reduce their risk by adapting to specific lifestyles for disease pre-
vention.

6 TEST AND COMPARISON
OF THE MODELLING

An evaluation was made between RPF and several other pre-
dictive models summarising the differences between RPF and
those predictive models.

Then a validation test using the test data from the data gather-
ing stage was made between the risk factor predictive algorithms
GCALC and SWOP [21]. This validation method was chosen
due to current lack of similar applications or methodologies that
could be used to properly evaluate the success or failure rates
of using such a prediction methodology, as such existing appli-
cations would already have produced real world results, using
mathematical estimations for validation without real world data
testing and comparison would only produce derived and not
applied results. There is also the absence of evidence and use
of the application on real patient data as such data is not open
source or available to the public, hence the comparison test
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TABLE 1 Comparison between PREDICT and GCALC

PREDICT GCALC

Estimates prediction based on only the histopathology of the cancer. Estimates prediction based on an aggregation of opposite lifestyle risk
factors.

Designed for better disease prognosis only. Designed to estimate the probability of the disease occurring and not
occurring through cumulative lifestyle risk factors.

Data calculation is based on a large set of tested researched data results
from age group trials and cohort studies using specific parameters.

Data calculation is based on theorized and proven data of lifestyle risk
factors and disease inter-relationships.

The predictive model is designed for breast cancer. The predictive model is designed for prostate cancer.

TABLE 2 Comparison between QCancer and GCALC

QCancer GCALC

Estimates prediction based on more medical risk factors. Estimates prediction based on positive and negative lifestyle risk factors.

Disease occurring and not occurring risk probability totals 1. Disease occurring and not occurring probability does not equal 1 as they
are calculated independent of each other.

Data calculation is based on researched data results from age group trials
and cohort studies using specific parameters, and data routinely
collected from various GPs across the UK.

Data calculation is based on theorized and proven data of lifestyle risk
factors and disease inter-relationships.

It substitutes missing values for estimated values in the algorithm. It currently does not substitute missing values for estimated ones.

using retrieved data against an application similar to GCALC
that currently exists using the same data, was chosen as the vali-
dation method for this experiment.

6.1 Comparison of the existing prediction
algorithms

A few predictive models are similar to GCALC, some of them
being:

∙ PREDICT used by the NHS: This is an online mathemat-
ical model designed for both patients and doctors to help
them find the best course of treatment following breast can-
cer surgery. The differences between PREDICT and GCALC
is shown in the following Table 1.

∙ QCancer by QResearch: This is a web based prediction model
designed for doctors, nurses and academics. It calculates the
risk of prostate cancer occurrence as yet undiagnosed, taking
into account various medical risk factors and current symp-
toms. The differences between GCALC and Qresearch algo-
rithms are shown in Table 2.

6.2 Test/comparison of risk factor
predictive algorithms

For algorithm validation, a cross validation method known as
the holdout method was implemented. Each test data contained
normalized multivariate patient data with the required risk fac-
tors for both GCALC and SWOP disease prediction. SWOP

is an application that also calculates the risk of prostate can-
cer using various questionnaire type format of gathering data
input for calculation. The same data inputted in SWOP was also
added to the GCALC dataset from the gathering stage, this was
done for consistency. SWOP is an application of The European
Randomized Study of Screening for Prostate Cancer.

This evaluation approach was undertaken only as a means
of comparison to aid analysis of how both predictive models
evaluate risk factor data for prediction using different risk fac-
tor data requirements but also the same data source, as each
prediction model/risk calculator use very different risk factors
and calculation methods, only results produced by both calcu-
lators based on data from the same individual can be analysed
and evaluated, this is also particularly useful as comparing var-
ious predictive models that perform similar tasks can lead to
new knowledge discovery for critical analysis and possibly an
improvement of one or few of the models compared. A simi-
lar method was executed by [22], where the authors presented
a non-parametric approach for the analysis of areas correlated
ROC curves, it was discovered that when two or more empirical
curves were designed based on the same individual test data, a
statistical analysis on the differences between the curves must
take into account the correlated nature of the data.

The evaluation sequence consists of 5 patients all within
the age range of 70–74 years and no family history of prostate
cancer, but only 3 patient results will be used for this paper.
Each patient has been afflicted with one or more urinary issues
and have also been exposed to lifestyle risk factors known
to affect prostate cancer, the evaluation data can be retrieved
from the Appendix section. SWOP utilises urinary issues data
in the form of a questionnaire for prediction, data retrieved
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FIGURE 8 Evaluation example 1

FIGURE 9 Evaluation example 2

from the baseline questionnaires for each patient was used for
SWOP prediction, and as GCALC uses lifestyle risk factors,
lifestyle risk factors specific to each patient and age were used
for prediction, as each patient is at an age where the probability
of disease occurrence is high. Only the permissive results for
GCALC were used for comparison with the SWOP results as
SWOP only predicts the chances of disease occurrence and
not both occurrence and prevention as GCALC, and only the
risk calculator 1 for the online SWOP prediction tool was used
for evaluation as risk calculator 2 requires the prostate specific
antigen value (PSA), which GCALC does not currently use.

This evaluation presents 2 algorithms designed to solve the
same problem but using different methods, information from
the same individual data source is used by both algorithms for
prediction and the results are further analysed to predict possi-
ble reasons for result similarities or differences.

Evaluation results are as follows with more details after the
diagrams:

Patient 1 is a 70 year old obese male with frequent use of
Aspirin and some urinary issues, predicting the chances of dis-
ease occurrence based on only patient age and lifestyle risk fac-
tors with no account for race or family history. As shown in
Figure 8, GCALC presented a 60% chance of disease occur-
rence, while SWOP predicted a 12% chance of disease occur-
rence based on the patient urinary issues.

Required data for the SWOP online risk calculator were
inputted with results recorded for comparison with GCALC
results from the same patient data for all patients.

Patient 2 is a 72 year old diabetic male with exposure to
Arsenic. As shown in Figure 9, GCALC predicted a 60% chance

FIGURE 10 Evaluation example 3

FIGURE 11 Evaluation example 4

FIGURE 12 Evaluation example 5

of disease occurrence based on patient age and lifestyle risk fac-
tors and SWOP predicted 12% chance of disease occurrence
based on the specific patient urinary issues.

Patient 3 is a 70 year old male with constant exposure to Vita-
min D, Arsenic and Calcium. Based on age and those combined
lifestyle risk factors, as shown in Figure 10, GCALC predicted a
0.001% chance of disease occurrence while SWOP predicted a
12% chance of disease occurrence based on the patient specific
urinary issues.

Patient 4 is a 74 year old diabetic male with constant use of
Aspirin, as shown in Figure 11, GCALC predicted a 22% chance
of disease occurrence based on those lifestyle risk factors while
SWOP predicted a 12% chance of disease occurrence.

Patient 5 is an obese 71 year old male with constant use
of Aspirin and exposure to Arsenic, as shown in Figure 12,
GCALC predicted a 68% chance of disease occurrence based
on those lifestyle risk factors while SWOP predicted a 12%
chance of disease occurrence.

Based on the comparisons, GCALC tends to show higher
degrees of probability for disease occurrence when compared
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to the SWOP risk calculator except in Patients 3 where GCALC
and SWOP had similar results as both algorithms presented low
chances of disease occurrence.

7 CONCLUSION AND FUTURE WORK

In this paper, we propose a risk predictive framework for aggre-
gating lifestyle risk factors and demonstrated it via case stud-
ies. The aggregated prediction model generates possible leads
of risk factors research for domain experts. The objective of
the paper was to suggest a base model for predicting both pos-
itive and negative outcomes for complex diseases. This base
model was not intended to replace any current testing method
but rather to be used as an ad-hoc test to support currently
existing testing methods. Once fully validated by clinical tri-
als, it can be used as a knowledge base for many IoT based
heath applications, alongside with monitored data for individ-
ual patient, a personalised risk prediction can be developed to
provide advice during patients’ self-management, coaching ser-
vices, and patient education.
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