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Abstract The evolution of near-surface air temperature is influenced by various dynamical, radiative,
and surface-atmosphere exchange processes whose contributions are still not completely quantified.
Applying stepwise multiple linear regression to Coupled Model Intercomparison Project phase 5 (CMIP5)
model simulations and focusing on radiation (diagnosed by incoming shortwave and incoming longwave
radiation) and land surface conditions (diagnosed by soil moisture and albedo) about 79% of the
interannual variability and 99% of the multidecadal trend of monthly mean daily maximum temperature
over land can be explained. The linear model captures well the temperature variability in middle-to-high
latitudes and in regions close to the equator, whereas its explanatory potential is limited in deserts. While
radiation is an essential explanatory variable over almost all of the analyzed domain, land surface conditions
show a pronounced relation to temperature in some confined regions. These findings highlight that
considering local-to-regional processes is crucial for correctly assessing interannual temperature variability
and future temperature trends.

Plain Language Summary The evolution of near-surface air temperature is mostly impacted
by radiation, heat advection, and land-atmosphere interactions. In this study, we quantify the impact
of incoming shortwave and longwave radiation as well as soil moisture and albedo on year-to-year
variability and long-term trends of average daily maximum temperature. Applying a linear regression model
to the output of climate models, about 80% of the year-to-year temperature variability and 99% of the
long-term temperature trend can be explained by the four considered radiation and land surface variables.
The radiation components are essential for explaining the temperature evolution almost everywhere.
Soil moisture and albedo impact temperature in some confined regions. Incoming longwave radiation
contributes strongly to year-to-year variability in high latitudes and explains most of the long-term
temperature trend. Incoming shortwave radiation is important in the tropics and in middle-to-high latitude
during winter. Albedo is of special importance in regions that experience varying snow cover in different
years or snow cover changes with climate change. The impact of soil moisture is highest in regions, where
it limits the amount of evapotranspiration. The results highlight the fact that local-to-regional processes are
relevant both for year-to-year temperature variability and future temperature trends.

1. Introduction

Near-surface air temperature is one of the most direct experiences of weather and climate for people in their
everyday life. Its short-term variability and long-term trend are thus among the most investigated topics in
climate research (e.g., Ji et al., 2014; Jones, 1999; Jones et al., 2012; Legates & Willmott, 1990). Due to its location
close to the interface between land/ocean and the atmosphere, the near-surface air is impacted by various
exchange processes between these three Earth system compartments.

One of the most important factors determining near-surface air temperature is the amount of incoming radi-
ation at the surface. On land, the absorbed net radiation as well as its partitioning into the different heat
fluxes is further modulated by the state of the land surface. Here we quantify the contributions of both incom-
ing radiation as well as land surface conditions to interannual variability and multidecadal trend of monthly
means of daily maximum near-surface air temperature. In particular, incoming shortwave radiation, incoming
longwave radiation, soil moisture, and albedo are considered as potential drivers.
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Incoming (solar) shortwave radiation constitutes the largest energy input to the climate system. Variations of
incoming shortwave radiation (e.g., due to changing incident angle, cloud cover, or aerosol effects) are thus
an important source of temperature variability and also contribute to temperature trends (e.g., Budyko, 1969;
Lohmann & Feichter, 2005; Reitan, 1974).

Incoming longwave radiation bears information about the amount of outgoing thermal radiation from the
Earth’s surface that is absorbed and re-emitted in the atmosphere. It depends on atmospheric conditions,
such as cloud cover (e.g., Stephens & Webster, 1981), water vapor (Compo & Sardeshmukh, 2009), or green-
house gas concentrations (Arrhenius, 1896) and includes thus both short-term weather and long-term climate
effects (Philipona et al., 2005; Pithan & Mauritsen, 2014).

The albedo determines how much of the incoming shortwave radiation is reflected back to space. It has a par-
ticularly pronounced impact on temperature in regions that experience transitions between snow-covered
and snow-free states over the course of the year (Ellis & Leathers, 1999). Changes in albedo caused by global
warming can have important impacts locally (e.g., polar amplification; Graversen & Wang, 2009; Pithan &
Mauritsen, 2014) and also in more extended regions (Hall, 2004).

Soil moisture influences the partitioning of net radiation into sensible and latent heat fluxes and thus
impacts near-surface air temperature in various regions of the world (e.g., Miralles et al., 2012; Schwingshackl
et al., 2017; Seneviratne et al., 2010) especially during summer (Fischer et al., 2012; Lenderink et al., 2007;
Seneviratne et al., 2006).

Furthermore, dynamical processes in the atmosphere—like large-scale circulation (Jones, 1999; Xoplaki
et al., 2003) and the sequence of low-/high-pressure systems (e.g., Rodrigues & Woollings, 2017; Sillmann &
Croci-Maspoli, 2009)—that lead to a geographical redistribution of energy impact near-surface air tempera-
tures. In several regions, about half of the near-surface air temperature variability on monthly time scales can
be explained by thermal advection (Holmes et al., 2016).

On longer time scales, atmospheric greenhouse gas concentrations (Intergovernmental Panel on Climate
Change, 2013), sea surface temperatures (Hoerling et al., 2008), and climate oscillations (Chylek et al., 2016;
Schleussner et al., 2014; Stolpe et al., 2017) contribute to temperature variability and trends by influencing the
above-mentioned immediate drivers. For example, expressing local near-surface air temperature as a linear
function of global mean temperature, over 90% of the local multidecadal temperature trend can be explained
(Sutton et al., 2015).

Here we apply multiple linear regression (MLR) to quantify the contributions of incoming radiation and land
surface conditions on temperature variability and trend. Additionally, we estimate the influence of thermal
advection. As we are particularly interested in the contributions of land surface conditions to the temperature
evolution, we focus on monthly mean daily maximum temperature for which the influence of soil moisture is
especially pronounced (Jaeger & Seneviratne, 2011). Using a linear approximation, as we do here, is generally
a simplification of reality. One needs thus to keep in mind the nonlinear nature of the Earth system (Good
et al., 2015) and interpret the results cautiously.

2. Methods and Data
2.1. Multiple Linear Regression
As a generalization of linear regression, MLR is often used to describe the relationship between a set of
dependent variables and multiple explanatory variables (Neter et al., 2004). However, adding more explana-
tory variables to MLR leads to a higher fraction of explained variance merely due to the increased degrees
of freedom (“overfitting”). Thus, the number of explanatory variables has to be limited. This can be achieved
by using special fitting tools, such as stepwise multiple linear regression (e.g., Hocking, 1976). This algorithm
successively adds (removes) explanatory variables to (from) the model and decides whether to include the
explanatory variable based on the p value (obtained from the F statistic) of the model with and without the
respective variable. Here we use stepwise regression with forward selection, that is, starting with no vari-
ables and adding them successively in ascending order of their p values (up to the maximum p value of 0.05).
Regression coefficients that are not included in the final model (due to the stepwise MLR selection procedure)
are set to zero. Uncertainty estimates of the stepwise MLR results are calculated using jackknife resampling
(e.g., Efron, 1982). Additionally, we apply least absolute shrinkage and selection operator (LASSO) regression
(Tibshirani, 1996) to test the robustness of the results.
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2.2. Partial and Semipartial Correlation
A standard metric to rate the relative importance of explanatory variables is the Pearson correlation coeffi-
cient, whose square (the coefficient of determination R2) measures the amount of total variability accounted
for by each explanatory variable without considering the others. Closely related to the Pearson correlation
coefficient is the partial correlation coefficient 𝜌XY⋅Z (e.g., Brown & Hendrix, 2005), which measures the degree
of correlation between two variables (X , Y), controlling for a set of other variables (Z). The squared partial
correlation coefficient, 𝜌2

XY⋅Z, can be interpreted as how much of the remaining unexplained variance of Y is
explained by the nth variable X after the introduction of n − 1 variables Z.

The squared semipartial correlation coefficient measures the increase in R2 from adding one explanatory vari-
able (Velicer, 1978). For independent explanatory variables the squared semipartial correlation coefficients
add up to R2. If explanatory variables are correlated, this does not hold anymore. For this case, Azen and
Budescu (2003) propose to estimate the additional contribution of an explanatory variable by estimating the
average R2 increase of adding the variable to all regression models that contain a subset of the other explain-
ing variables. For n explanatory variables one obtains 2n−1 semipartial correlation estimates for each variable,
which are averaged. Azen and Budescu (2003) propose a special averaging method that conserves additivity,
so that the sum of all squared semipartial correlations adds up to R2. Moreover, the variation of the squared
semipartial correlations constitutes a proxy for the collinearities between the explanatory variables and can
serve as a form of uncertainty estimation.

2.3. Data
The analysis is based on the output of 35 Coupled Model Intercomparison Project phase 5 (CMIP5) models
(Taylor et al., 2012, see supporting information Table S1 for an overview) using historical simulations and
future scenarios under the Representative Concentration Pathway 8.5 (Riahi et al., 2011). The calculations are
conducted on each grid point individually, after performing a bilinear interpolation to a common 2.5∘ grid.

Monthly mean values of daily maximum near-surface air temperature (based on daily maximum 2 m air tem-
perature, T), incoming shortwave radiation at the surface (Rsd), incoming longwave radiation at the surface
(Rld), soil moisture (𝜃), and land albedo (𝛼) are used for the analysis. The data are averaged separately for aus-
tral (December-January-February) and boreal summer (June-July-August), yielding one value per season, grid
box, and year for each variable. Since albedo is not well defined when incoming shortwave radiation is zero,
regions that experience polar nights are masked in the respective winter hemisphere.

Two different time spans are considered in the analysis: 1970–1999 to analyze the contribution of the single
explanatory variables to interannual temperature variability and 1970–2099 to calculate their contribution to
multidecadal temperature trends. To strictly separate these two effects from one another, and to correct for
artificial increases of temperature variability (Scherrer et al., 2005), all variables used for the 30-year time span
are linearly detrended, while the data for the 130-year span are grouped into thirteen 10-year long bins and
averaged in each bin separately to eliminate the influence of year-to-year variability.

To overcome the issue that soil moisture values from different climate models are often not directly compa-
rable (Koster et al., 2009), they can be standardized based on the variability in a defined base period (Berg
et al., 2017). Here this approach is applied to all explanatory variables (Rsd, Rld, 𝜃, 𝛼), which are normalized by
the standard deviation of all monthly values in the base period 1970–1999 on each grid box separately. The
values of the dependent variable T are not transformed.

3. Results
3.1. Contributions of Radiation and Land Surface Conditions
3.1.1. Partial Correlation
Figure 1 shows the multimodel mean partial correlation between near-surface air temperature T and the
different explanatory variables during the detrended time span 1970–1999 (i.e., interannual variability).
Incoming shortwave and longwave radiation show overall the strongest partial correlations with temper-
ature, with most climate models having significant correlations (indicated as gray/black stippling) in large
areas of the world. Incoming shortwave radiation exhibits a pronounced change in correlations between
JJA and DJF in middle-to-high latitudes, with high values during summer and low values during winter. In
lower latitudes the patterns are similar in both seasons. Incoming longwave radiation has high partial corre-
lations in middle-to-high latitudes in both seasons with slightly higher values during winter. For soil moisture
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Figure 1. Multimodel mean partial correlation between near-surface air temperature T and (a, b) incoming shortwave
radiation Rsd, (c, d) incoming longwave radiation Rld, (e, f ) soil moisture 𝜃, and (g, h) albedo 𝛼 controlling for all
remaining explanatory variables. (left column) June-July-August (JJA) and (right column) December-January-February
(DJF) during the detrended time span 1970–1999 (representing interannual temperature variability). Black (gray) dots
indicate grid boxes where at least 90% (66%) of the climate models show significant correlations at the 5% level
(significance levels were adapted according to Wilks, 2016).

and albedo the multimodel agreement is generally lower than for incoming radiation (indicated by the smaller
stippling extent). Soil moisture exhibits negative correlations with temperature in many regions, except for
deserts and large parts of the Northern Hemisphere during winter where they are close to zero. The corre-
lations between albedo and temperature are negative in middle-to-high latitudes (especially during winter)
and positive in large parts of the tropics.

The partial correlations for the multidecadal temperature trend (1970–2099, see supporting information
Figure S1) are similar to those in Figure 1, with the difference that incoming longwave radiation has correla-
tions close to unity almost all over the globe.

3.1.2. Stepwise MLR
The multimodel mean R2 of the stepwise MLR for interannual temperature variability (i.e., for the detrended
time span 1970–1999) is shown in Figures 2a and 2b. Averaged over the globe (weighted by latitude), R2 is
about 0.78 during boreal summer (JJA) and 0.79 during austral summer (DJF), indicating that more than three
quarters of the interannual temperature variability can be explained by the linear model. Especially in high
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Figure 2. (a, b) Multimodel mean R2 of the stepwise multiple linear regression for the detrended time span 1970–1999
(representing interannual temperature variability), (c, d) latitudinal mean (land only) contribution of the explanatory
variables (striped areas) to total R2 quantified by semipartial correlation, and (e, f ) number of climate models for which
stepwise multiple linear regression selected the respective explanatory variables. (left column) June-July-August (JJA)
and (right column) December-January-February (DJF). Shading in Figures 2c and 2d indicates the uncertainty in the
contribution of each explanatory variable to total R2 and may be indicative of the collinearity between the variables.

latitudes and close to the equator, the linear model performs very well, while R2 values are lower in dry areas.
The results are consistent when applying LASSO regression (not shown).

Figures 2c and 2d display the latitudinal mean (land only) contribution of each explanatory variable (indicated
as striped area) to R2, estimated by the mean squared semipartial correlations. The sum of all contributions
adds up to R2. Incoming longwave radiation has the highest contribution (∼0.30 on average), followed by
incoming shortwave radiation (∼0.29). The contribution of longwave radiation is more or less stable over the
different latitudes but especially strong in winter in high latitudes. In contrast, shortwave radiation has the
highest contribution in the respective summer hemisphere. The contributions of soil moisture (∼0.09) and
albedo (∼0.11) are lower than those of radiation but important in some latitudes. Soil moisture shows the
highest values between−40∘S and 20∘N, extending a bit further into the respective summer hemisphere, but
decreasing strongly toward the poles. Albedo has the highest share in latitudes between 30∘ and 60∘ in the
respective winter hemisphere and in high northern latitudes during JJA.

The variable selection of stepwise MLR is shown in Figures 2e and 2f. They display the latitudinal variations
of the number of climate models for which the stepwise MLR includes the respective explanatory variables.
Both incoming longwave and shortwave radiation are considered as significant variables for almost all climate
models independent of the latitude (only in high latitudes their importance decreases). Soil moisture is a sig-
nificant variable for most climate models around the equator and in midlatitudes in the Southern Hemisphere
as well as in midlatitudes in the north during JJA. Albedo is significant for the majority of climate models in
midlatitudes in the respective winter hemisphere and in very high latitudes in the north during JJA. Overall,
the number of climate models in which each variable is considered as significant based on the stepwise MLR
reflects their respective contributions to total R2 as displayed in Figures 2c and 2d.
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Figure 3. As in Figure 1 but for the multimodel mean contribution of (a–d) incoming shortwave radiation Rsd, (e–h) incoming longwave radiation Rld,
(i–l) soil moisture 𝜃, and (m–p) albedo 𝛼 to (left columns) interannual temperature variability in the detrended time span 1970–1999 and (right columns)
the multidecadal temperature trend 1970–2099. Results are shown for June-July-August (JJA) and December-January-February (DJF). The contributions are
calculated from the standard deviation 𝜎xi

of each variable (based on all linearly detrended monthly values in 1970–1999) for interannual variability and the
mean change Δxi between 1970–1999 and 2070–2099 for the multidecadal trend combined with the respective regression coefficients. Black (gray) dots
indicate grid boxes where at least 90% (66%) of the models agree in sign with the multimodel mean. Note the different colorbar limits.

For the multidecadal temperature trend (1970–2099), the stepwise MLR yields very uniform R2 values close to
unity (supporting information Figure S2). Note that the sample size for the multidecadal trend is smaller than
for interannual variability (13 data points instead of 30). While the contributions of the radiation components
to R2 exhibit less latitudinal variations compared to the results for interannual variability, the contribu-
tion patterns of land surface conditions stay overall similar (Figures S2c–S2f ). Incoming longwave radiation
contributes the largest part to R2, followed by incoming shortwave radiation, albedo, and soil moisture.
Although the importance of longwave radiation (which includes greenhouse gas and water vapor effects)
is dominant, the other considered variables contribute a substantial part for explaining the multidecadal
temperature trend as well. This highlights the fact that regional processes (and not only greenhouse gas con-
centration trends) are important to assess changes in near-surface air temperature (e.g., Berg et al., 2017;
Intergovernmental Panel on Climate Change, 2013; Seneviratne et al., 2016).

3.2. Temperature Effect
3.2.1. Interannual Temperature Variability
The effect of typical variations of the four explanatory variables on temperature for JJA and DJF during
the detrended time span 1970–1999 (i.e., for interannual temperature variability) is displayed in the left
columns in Figure 3. Variations of incoming shortwave radiation have a strong impact on temperature in
middle-to-high latitudes during summer (up to about 1.5 K) but only a minor contribution during winter.
Close to the equator the influence of shortwave radiation is generally rather low. The impact of incoming
longwave radiation on temperature is especially pronounced in middle-to-high latitudes during DJF. In lower
latitudes and during JJA the influence is less strong but still ranges up to about 1.0 K. The impact of soil
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moisture variations on temperature is in general negative. It ranges up to about 0.5 K in some soil moisture
hot spots (cf. Miralles et al., 2012; Schwingshackl et al., 2017), but it is negligible in deserts where water is
scarce and in middle-to-high latitudes during winter when the soil is frozen. The impact of albedo variations
is as well mostly negative. It is particularly strong in some regions in northern Canada, Siberia, the Tibetan
Plateau, and Patagonia during JJA and in a band spanning from North America over Europe and Central Asia
during DJF. In some desert regions albedo is positively related to temperature.

3.2.2. Multidecadal Temperature Trend
The contribution of changes in the explanatory variables (i.e., mean changes between 1970–1999 and
2070–2099) to the multidecadal temperature trend (1970–2099) is displayed in the right columns of Figure 3.
Incoming longwave radiation (which includes greenhouse gas and water vapor effects) has by far the
strongest (and always positive) effect on temperatures over land, especially pronounced in high northern lat-
itudes during DJF. Incoming shortwave radiation contributes to temperature increases in Europe and large
parts of Eurasia and North America during JJA, while it has a cooling effect in North America and Eurasia
during winter. Moreover, it exhibits a dipole warming/cooling pattern in Australia and South America. Soil
moisture trends also generally contribute to temperature increases, especially in the Mediterranean, the
Southern USA/Mexico, and to a lesser magnitude in Brazil and South Africa. Albedo has a strong positive
effect on temperature during DJF in parts of North America, Europe, and Central Asia, and in high northern
latitudes during JJA. In contrast, albedo shows a slightly negative relation to the temperature evolution
in deserts.

While for the radiation components most of the models agree on the sign of the change (indicated by the
stippling), the results for the land surface conditions are more uncertain. Although climate models gener-
ally predict a positive relation between land surface conditions and the multidecadal temperature trend, the
impact is not significant in the majority of models for most regions (see supporting information Figure S3).

4. Discussion
4.1. Impact of Other Drivers
Focusing on incoming radiation and land surface conditions as explaining variables, most of the interannual
temperature variability and multidecadal temperature trend can be explained. Nevertheless, other variables
may influence temperature as well. Holmes et al. (2016) showed that thermal advection can play an impor-
tant role for month-to-month temperature variations. When we use only thermal advection as explanatory
variable for the stepwise MLR, the obtained patterns and R2 values are similar to the results of Holmes et al.
(2016; see supporting information Figure S4). However, when thermal advection is included in combination
with the other explanatory variables considered here, it only slightly improves R2 (see supporting information
Figures S5 and S6). This indicates strong collinearities between thermal advection and the other explanatory
variables (compare Figures 2 and S5). Thermal advection can, for example, trigger albedo and soil moisture
feedbacks that itself affect near-surface air temperature. Likewise, advection can alternate cloud cover and the
amount of incoming shortwave radiation. If these confounding effects are not considered, the effect of ther-
mal advection on temperature might thus be overestimated. On the other hand, thermal advection influences
the amount of outgoing (and thus also incoming) longwave radiation. In regions with substantial thermal
advection (see, e.g., Holmes et al., 2016), our study might thus overestimate the contribution of incoming
longwave radiation to R2 and underestimate the importance of thermal advection.

To test the impact of the mutual dependence between incoming longwave radiation and temperature for the
multidecadal time scale, we replace incoming longwave radiation by global mean temperature, which also
accounts for the climate change signal (Figure 4). While this replacement clearly has an impact on the sign
and magnitude of incoming shortwave radiation (caused by the fact that shortwave radiation partly takes up
the effect of longwave radiation, which acts as a hidden variable), the patterns of the land surface conditions
stay generally the same (except for middle-to-high latitudes during DJF).

Another process influencing near-surface air temperatures is heat entrainment caused by the growth of
the atmospheric boundary layer. It is especially important under convective conditions and can get partic-
ularly strong during heat waves (Miralles et al., 2014). On longer time scales, near-surface air temperature
and its drivers, such as the ones considered here, can additionally be impacted by climate oscillations
(Schleussner et al., 2014; Stolpe et al., 2017) and sea surface temperatures (Hoerling et al., 2008; Orth &
Seneviratne, 2017).
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Figure 4. As in Figure 3 (right columns), that is, for the multidecadal temperature trend 1970–2099, but using
global mean temperature Tglob instead of incoming longwave radiation as explanatory variable. Note the different
colorbar limits.

4.2. Emerging Patterns
Both for interannual temperature variability and multidecadal temperature trend, the R2 values are high in
almost all regions of the world. Only for interannual variability, R2 values are lower in some arid and semi-arid
regions (Figures 2a and 2b), indicating that in these regions additional processes not considered here also
contribute to interannual temperature variations.

The effect of incoming longwave radiation on temperature is especially strong in high northern latitudes
during winter, both for interannual variability and multidecadal trend (Figures 3e–3h). This effect can be
explained by clouds that hinder thermal radiation to leave to space and keep temperatures high, while (night-
time) clear-sky conditions cause temperatures to decrease. Although shortwave radiation is also impacted
by cloud cover, its influence in high latitudes during winter is relatively low because of the flat incident angles
and the low energy (Figures 3a–3d). In other regions, the impact of shortwave radiation on the multidecadal
temperature trend is strongly connected to changes in cloud cover (see supporting information Figure S7).
The projected decrease of cloud cover in large parts of the world during summer leads to higher incoming
shortwave radiation and, thus, a positive contribution to the temperature trend. The widespread increase of
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cloud cover in North America and Eurasia during winter causes a reduction of incoming shortwave radiation
and, thus, a negative impact on the temperature trend (Figures 3c and 3d).

Soil moisture and near-surface air temperature are generally negatively coupled (Figures 1e and 1f, and
S1e and S1f). The coupling direction can be identified by the relation between evapotranspiration and
near-surface air temperature (see, e.g., Zscheischler et al., 2015): negative correlations indicate soil moisture
control on temperature, and positive correlations point to atmospheric control on soil moisture. The correla-
tions between evapotranspiration and temperature (supporting information Figure S8) indicate that most of
the regions where soil moisture and temperature are strongly coupled (see Figures 3i–3l) are soil moisture
controlled. Only some areas in rainforests reveal atmospheric control on soil moisture. On the multidecadal
time scale, projected decreases of soil moisture (supporting information Figure S7) cause a warming of
near-surface air in several regions (Figures 3k and 3l).

The importance of albedo is highest in regions that experience varying snow cover in different years or snow
cover changes with climate change (Figures 3m–3p). In some arid and semi-arid regions (e.g., Sahara and
Sahel), albedo and temperature are positively related, which is very likely due to some sporadic rain events
after which the soil is darker and temperatures are lower. The albedo signal in the Amazon region might be
caused by land cover changes due to deforestation. Considering the multidecadal trend, global warming leads
to a poleward shift of the areas in which snow cover affects near-surface air temperature, resulting in positive
albedo impacts on temperature in high northern latitudes during JJA as well as North America and Eurasia
during DJF.

4.3. Robustness of Results and Limits of Multiple Linear Regression
The results presented here are based on the output of 35 CMIP5 models. To test their robustness, we applied
the same analysis to the reanalysis products ERA-Interim and ERA-Interim/Land (Balsamo et al., 2015; Dee
et al., 2011), which should be less model dependent for variables that undergo an assimilation of observations.
The results (supporting information Figures S9–S11) are very similar (although more noisy) to those obtained
from the climate models, indicating that the climate model-based results are robust. Additionally, the results
for interannual temperature variability are consistent when using a 50-year time period (1970–2019) instead.
Moreover, all results are consistent when applying LASSO regression instead of stepwise MLR. The uncertainty
of R2 estimated by jackknife resampling for the stepwise MLR is on average lower than 0.02 (interquartile
range), both for interannual temperature variability and multidecadal trend.

Since many processes in the Earth System are nonlinear (Good et al., 2015), using a linear regression model
is a simplification of reality. Still it is a helpful tool to estimate first-order contributions, even if it does not
allow to draw any conclusions about causal relations. While for some processes causality based on the physi-
cal understanding of the Earth System can be established, feedbacks within the system can also reverse this
causality. Moreover, inherent collinearities between the different explanatory variables make it hard to esti-
mate the relative importance of the single driving mechanisms for temperature variability and trend. Thus, we
use the method proposed by Azen and Budescu (2003) that tries to consider these collinearities to calculate
the contributions of the single explanatory variables.

As many other studies, we use a limited set of explanatory variables as input for our linear model. Thus,
(hidden) variables that are not considered in the analysis, but have (potential) control on some of the con-
sidered variables, can affect the results. Examples of such variables are thermal advection, heat entrainment,
cloud cover, greenhouse gas and water vapor concentrations in the atmosphere, land cover change, pre-
cipitation, and evapotranspiration. It is, however, not the aim of this study to perform a comprehensive
analysis of all possible drivers but to limit the analysis to a set of variables that we consider as key for assess-
ing the radiative and land surface contributions to interannual temperature variability and multidecadal
temperature trend.

5. Conclusions

The present study investigates the impact of incoming shortwave radiation, incoming longwave radiation, soil
moisture, and albedo on the interannual variability and multidecadal trend of monthly means of daily max-
imum near-surface air temperature using stepwise multiple linear regression. The four considered variables
can explain 79% of interannual temperature variability and 99% of multidecadal temperature trend on land
(Figures 2a and 2b and supporting information Figures S2a and S2b). While radiation is an essential variable
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over almost all land area, land surface conditions have a pronounced impact on temperature variability and
trend in some confined regions (Figures 1, 2c–2f, supporting information Figures S1 and S2). This is also
reflected in the effect that typical variations of the explanatory variables have on interannual temperature
variability (Figure 3, left columns). Splitting the multidecadal temperature trend into its different contributions
(Figure 3, right columns) reveals that incoming longwave radiation contributes homogeneously to the warm-
ing trend, while the effect of incoming shortwave radiation, soil moisture, and albedo exhibits more spatial
variations and is opposing the trend in some regions.

Overall, for interannual temperature variability the radiation components contribute about 0.60 to total R2,
while the land components (soil moisture and albedo) account for about 0.20. For the multidecadal tem-
perature trend, radiation contributes about 0.85, and the land surface 0.15 to total R2. Although for both
interannual variability and multidecadal trend radiation contributes a higher fraction to the explained vari-
ances, for the high explanatory power of the linear model both radiation and land surface processes are
essential.
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