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ABSTRACT
Machine learning algorithms are being used to screen and 
diagnose disease, prognosticate and predict therapeutic 
responses. Hundreds of new algorithms are being developed, 
but whether they improve clinical decision making and 
patient outcomes remains uncertain. If clinicians are to use 
algorithms, they need to be reassured that key issues relating 
to their validity, utility, feasibility, safety and ethical use have 
been addressed. We propose a checklist of 10 questions 
that clinicians can ask of those advocating for the use of a 
particular algorithm, but which do not expect clinicians, as 
non- experts, to demonstrate mastery over what can be highly 
complex statistical and computational concepts. The questions 
are: (1) What is the purpose and context of the algorithm? (2) 
How good were the data used to train the algorithm? (3) Were 
there sufficient data to train the algorithm? (4) How well does 
the algorithm perform? (5) Is the algorithm transferable to new 
clinical settings? (6) Are the outputs of the algorithm clinically 
intelligible? (7) How will this algorithm fit into and complement 
current workflows? (8) Has use of the algorithm been shown 
to improve patient care and outcomes? (9) Could the algorithm 
cause patient harm? and (10) Does use of the algorithm raise 
ethical, legal or social concerns? We provide examples where 
an algorithm may raise concerns and apply the checklist 
to a recent review of diagnostic imaging applications. This 
checklist aims to assist clinicians in assessing algorithm 
readiness for routine care and identify situations where further 
refinement and evaluation is required prior to large- scale use.

As a subset of artificial intelligence, machine 
learning (ML) is being used to create algo-
rithms to screen and diagnose disease, prog-
nosticate, and predict response to clinical 
interventions (box 1). Deep learning (DL), 
which uses massive artificial neural networks, 
has been responsible for much recent prog-
ress in ML. More than 150 clinical DL algo-
rithms have now passed proof- of- concept 
phase,1 and over 50 have been approved 
for routine use by the US Food and Drug 
Administration.2

However, before adopting algorithms into 
routine care, practising clinicians will seek 
reassurance from their professional bodies 
and healthcare institutions about their validity, 
utility, feasibility, safety and ethical use. Amidst 
the hype and opaque nature of many ML 

applications, and contestable claims of superior 
performance of some algorithms compared 
with clinical experts,3 clinicians need to have 
some understanding of how algorithms are 
developed and how to assess their clinical worth.

Recent commentaries have identified several 
important challenges relating to ML applica-
tions in healthcare which end- users need to be 
aware of when deciding whether to adopt them 
into routine care.4–8 We developed a checklist 
that reflect these challenges in a manner suit-
able to the needs and training of practising 
clinicians. It contains questions clinicians 
should ask of algorithm developers, vendors 
and implementers. In so doing, we recognise 
that, as non- experts in ML, clinicians cannot be 
expected to demonstrate mastery over what can 
be highly complex statistical and computational 
concepts. In seeking answers to certain ques-
tions, they may need to depend on the exper-
tise of data scientists or health informaticians. In 
formulating the checklist, we made reference to 
recent narrative reviews,1 9–12 a report from the 
US National Academy of Medicine,13 and recent 
studies (from 2000) published in PubMed using 
search terms ‘ML,’ ‘DL’ and related synonyms.

Q1. WHAT IS THE PURPOSE AND CONTEXT OF THE 
ALGORITHM?
Algorithm development should be driven by a 
clinical need or ‘pain point’, not what is simply 
technically feasible by virtue of available data. 
Clinicians should ask if, at the design phase, 
developers collaborated with end- users in 
agreeing: (1) the specific clinical task or function 
of the algorithm (diagnosis, prognostication, 
treatment response); (2) the target popula-
tion and clinical setting and (3) the intended 
method of algorithm implementation.4

Q2. HOW GOOD WERE THE DATA USED TO TRAIN 
THE ALGORITHM?
Algorithms can only be as good as the data 
they were trained on, and that data need to be 
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easily accessible where the algorithm is to be used, easily 
migrated into different computer programmes (interop-
erable), and able to be stored and reused.

Q2a. To what extent were the data accurate and free of bias?
In assuring algorithm accuracy, clinicians should confirm 
that datasets used to train an algorithm were of high 
quality, representative of the population of interest, 
derived from reliable sources and had minimal missing 
data.14 Many algorithms use transactional data from elec-
tronic medical records (EMRs) or administrative data-
sets—typically of poorer quality than clinical registry and 
trial datasets. However, given their extensive coverage of 
clinical care and their availability, such data will continue 
to be used. However, clinicians should note that incom-
plete, inaccurate, poorly described or incorrectly labelled 
data are more likely to introduce error.

Even more important are systematic biases in what 
data were collected, how and on whom. Some variables 

highly relevant to clinical outcomes (ancestry, language, 
socioeconomic status, laboratory tests, health- related 
circumstances, such as substance abuse, physical activity 
and homelessness) may not be routinely captured.6 For 
example, a cardiovascular risk prediction algorithm was 
inaccurate in marginalised populations because training 
data were never obtained from them (selection bias).15 
An algorithm predicting survival of post- menopausal 
women using electrocardiographic markers, clinical char-
acteristics and demographic variables performed worse 
than conventional Framingham scores, partly because it 
lacked important blood test results (measurement bias).16 
Recent research detected racial bias in an algorithm that 
could potentially affect millions of patients.17

Clinicians need to ask: what were the criteria for 
selecting patients for the training dataset, how many were 
screened and included, were all relevant baseline charac-
teristics measured in all individuals, and what was done 

Box 1 Machine learning (ML)—background concepts and examples

ML is the process whereby advanced computer programs (machines), often with minimal human instruction, process often huge datasets (big data), 
potentially from many sources, to discern patterns and associations which are then used to iteratively encode (or learn) a process or system model 
(algorithm). This algorithm, when applied to new data, aims to produce a prediction or outcome more quickly and accurately than clinical experts, devoid 
of errors due to human cognitive bias and fatigue.
Algorithms are developed (or trained) using training datasets derived from medical imaging devices, electronic medical records, administrative datasets 
or wearable biosensors. The trained algorithms may be tuned and then tested on samples of the training datasets to gauge accuracy and reproducibility, 
and then validated on new unseen datasets in assessing their generalisability to new populations and settings.

Types of ML
 ► Supervised learning maps input data from a training set of labelled (or known) examples to generate a model which can be applied to new data in 
making predictions. As the examples are already known, the model learns ‘under supervision’. Supervised learning is used for classification (eg, 
discriminating between different items, categories or subgroups in making a diagnosis) and regression (prediction) (eg, estimating the likelihood of 
a future clinical event).

 ► Unsupervised learning uses input data from unlabelled examples and groups them according to some attribute (or pattern) of shared commonality. 
Unsupervised learning is used for: clustering, that is, identifying and characterising clusters of variables that appear to share latent similarities; and 
anomaly detection, that is, identifying unusual patterns of outlier or dissimilar values for different variables. An example is where clinical and genetic 
data from thousands of patients with a certain diagnosis, and who have been managed in different ways, are processed in identifying genotypic or 
phenotypic features associated with favourable or unfavourable response to certain treatments.

 ► Reinforcement learning processes dynamic data that is constantly changing and where the algorithm adapts to change and learns an optimised set 
of rules for achieving a goal or maximising an expected return (or reward) by a process of trial and error. Model behaviour is ‘reinforced’ by the level 
of reward achieved. Examples may include controlling an artificial pancreas system to fine- tune the measurement and delivery of insulin to patients 
with diabetes, or adjusting ventilator and vasopressor infusion rates in seriously ill patients in intensive care units.

Classes of ML algorithms
There are more than 20 different classes of ML algorithms; the following are the most commonly encountered.

 ► Artificial neural networks are non- linear algorithms loosely inspired by human brain synapses, with the most common being convoluted neural 
networks (or deep learning). These networks comprise input nodes, output nodes and intervening or hidden layers of nodes, which may number up 
to 100. Each node within a layer involves two or more inputs and applies an activation and weighting function to produce an output which serves as 
the input data for the next layer of nodes. In deep learning, data from imaging devices is passed through successive layers of nodes which convolute 
(transform) and pool the data and extract high order features such as contrast, colour, shapes, edges and patterns. These feature maps are succes-
sively pooled to produce the final outputs.

 ► Support vector machines (SVMs) transform input data into two classes or categories by choosing the boundary or widest plane (or support vector) 
that separates them to the maximal degree. SVMs can map examples to other dimensions which have non- linear relationships, and by transforming 
low dimensional input data into high- dimensional space using mathematical tools (kernel functions), they can separate such examples linearly by 
determining a hyperplane as the decision surface.

 ► Decision trees choose a series of sequential branching decisions on features in the training data which map the features to a known outcome with 
the most accuracy. They may use naïve Bayesian methods which assign pretest probabilities or prevalence to certain features and assume all features 
are independent of one another, or use random forests which adopt a completely random order of branching steps in a subset of training examples. 
Similar to SVMs, the goal is to optimally separate the classes in training examples.
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to account for missing data or time varying confounders, 
such as downstream clinical management decisions? 
Because algorithms can learn, automate and accentuate 
existing biases in training datasets, thereby worsening 
healthcare inequities,18 strategies for mitigating these 
biases during the training process19 should be stated.

Q2b. Were data labelled correctly?
Supervised learning, currently the most common type 
of ML, may require training data to be labelled with 
the category or class of interest. For example, a retinal 
image might be labelled as showing diabetic retinop-
athy, where diabetes can be confirmed by a glycosylated 
haemoglobin test, but diagnosing retinopathy relies on 
subjective judgement of ophthalmologists. In avoiding 
algorithms developed using unreliable labels, clinicians 
should ask what reference standards (or ‘ground truths’) 

were used in deciding whether, in this case, diabetic reti-
nopathy was the correct diagnosis. The ideal standard is 
often consensus adjudication by panels of expert clini-
cians, blind to algorithm predictions and given suffi-
cient time and clinical information—reflecting normal 
clinical practice—to make well- considered predictions 
of whether a particular abnormality is present, absent or 
indeterminate.20

Q2c. Were the data standardised and interoperable?
Most algorithms are initially programmed to have data 
presented to them in a format (or ‘common data model’) 
that accords with a specific data standard. Imaging data 
are typically well standardised and interoperable using 
the Digital Imaging and Communications in Medicine 
and Picture Archiving and Communication System 
standards. However, for structured data within clinical 

Box 2 Performance measures for machine learning algorithms

Area under receiver operating characteristic curve (AUROC)
For binary outcomes involving numerical samples (such as disease or event present or absent), the receiver operating characteristic (ROC) curve plots 
the true positive (TP) rate (sensitivity) against the false positive rate (1 minus specificity). An AUROC of 1.0 represents perfect prediction; an AUROC equal 
to or above 0.8 is preferred.
For binary outcomes involving imaging data, a modification of the ROC is the free- response ROC, or FROC* where a FROC curve comprising a 45⁰ diag-
onal line indicates the algorithm is useless, while the steeper and more convex the slope of the curve, the greater the accuracy.
In situations where outcomes are not binary and multidimensional, or where data are highly skewed with disproportionately large numbers of true neg-
atives, other methods such as the volume under the surface of the ROC curve and false discovery rate- controlled area under the ROC curve have been 
suggested; values equal to or above 0.8 are again preferred.**

Confusion matrix
A confusion matrix is a contingency table which yields several metrics, with optimal performance represented by values approaching 100% or 1.0.

 ► Positive predictive value (PPV) or precision: the proportion of positive cases that are TP rather than false positives (FP): PPV=TP/TP +FP.
 ► Negative predictive value (NPV): the proportion of negative cases that are true negatives (TN) rather than false negatives (FN): NPV=TN/TN +FN.
 ► Sensitivity (Sn) or recall: the proportion of TP cases that are correctly identified: Sn=TP/TP+FN.
 ► Specificity (Sp): the proportion of true negative (TN) cases which are correctly identified: Sp=TN/TN+FP.
 ► Accuracy: the proportion of the total number of predictions that are correct: TP+TN/TP+FP+TN+FN.
 ► F1 score: this measure represents the harmonic mean of precision (or PPV) and recall (sensitivity) in which both are maximised to the largest extent 
possible, given that one comes at the expense of the other. It is reported as a single score from 0 to 1 using the formula: 2 x TP/(2 x TP+FP+FN). The 
higher the score, the better the performance.

 ► Matthew’s correlation coefficient: This coefficient takes into account true and false positives and negatives and is generally regarded as a balanced 
measure which can be used even if the classes are of very different sizes: TP x TN – FP x FN/√ (TP +FP) (TP+FN) (TN+FP) (TN+FN). A coefficient of 
+1 represents a perfect prediction, 0 no better than random, and −1 total disagreement between prediction and actual outcome.

Precision- recall (PR) curve
The PR curve is a graphical plot of PPV (or precision) against sensitivity (or recall) to show the trade- off between the two measures for different feature 
(or parameter) settings. The area under the PR curve is a better measure of accuracy for classification tasks involving highly imbalanced datasets (ie, very 
few positive cases and large numbers of negative cases). An area under the PR curve (AUPRC) of 0.5 is preferred. Ideally, algorithm developers should 
report both AUROC and AUPRC, along with figures of the actual curves.

Regression metrics
Various metrics can be used to measure performance of algorithms performing regression functions (ie, predicting a continuous outcome). They include 
mean absolute error (mean of the absolute differences between actual and predicted values), mean squared error (calculated by summing the differences 
between actual and predicted values, squaring the results, and dividing by the total number of instances) and root mean squared error (standard deviation 
of all errors). In all cases, values closer to 0 indicate better performance.
Another commonly used metric is the coefficient of determination (R2), which represents how much of the variation in the output variable (or Y—depen-
dent variable) of the algorithm is explained by variation in its input variables (X—independent variables). An R2 of 0 means prediction is impossible based 
on input variables and R2 of 1 means completely accurate prediction with no variability. Generally R2 should be above 0.6 for the algorithm to be useful.
*See Moskowitz CS. Using free- response receiver operating characteristic curves to assess the accuracy of machine diagnosis of cancer. JAMA 
2017;318:2250–2251.
**See Yu T. ROCS: Receiver operating characteristic surface for class- skewed high- throughput data. PLoS One 2012;7:e40598.
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records, different standards exist, for example, System-
atised Nomenclature of Medicine- Clinical Terms21 or 
the Observational Medical Outcomes Partnership stan-
dard.22 In mapping data from one standard to another, 
the more mapping required, the greater the cost and risk 
of inducing errors.23 Fortunately, the HL7- Fast Health-
care Interoperability Resources is emerging as a robust, 
standard- agnostic messaging system which facilitates data 
migration with minimal need for mapping.24 Mapping 
unstructured, free- text clinical data is more challenging, 
although natural language processing algorithms can 
map words to clinical concepts.25 Clinicians should ask 
if significant mapping work is required to meet local 
data standards before implementing an algorithm, and 
inquire into the costs and risks of doing so.

Q3. WERE THERE SUFFICIENT DATA TO TRAIN THE ALGORITHM?
In general, the more complex the algorithm, in having 
to make more distinctions between a larger number of 
different things, the more data required. Convolutional 
neural networks used to process medical images or text or 
huge numerical datasets may require many thousands of 
training examples.26 However, methods for determining 
a priori just how many examples are required are yet to 
be agreed.27 If more data continues to improve algorithm 

performance, more data should be supplied. Clinicians 
should be informed of how much data were used, how 
that sample size decision was reached, and what tech-
niques (such as feature engineering and regularisation 
procedures) were used to deal with data of high dimen-
sionality (ie, possessing many different attributes, as in 
imaging data) or of limited availability, as these all bear 
on algorithm performance.28

Q4. HOW WELL DOES THE ALGORITHM PERFORM?
Just as with a diagnostic test or a prediction rule, clini-
cians should be told the accuracy and reproducibility of 
algorithm outputs. A process of internal (or in- sample) 
validation should have tested and refined the algorithm 
on datasets resampled from the original training data-
sets,29 either by bootstrapping (multiple sampling in 
random order) or cross- validation (datasets segmented 
into different testing sets multiple times [or ‘folds’], 
hence the term k- fold cross- validation where k=number 
of folds, usually 5 or 10).

This is followed by a process of external (out- of- sample) 
validation on previously unseen data, preferably taken 
from a temporally or geographically different popu-
lation. This step, which is often omitted, is crucial as it 
often reveals overfitting, where the algorithm has learnt 
features of the training dataset too perfectly, including 
minor random fluctuations, and consequently, may not 
perform well on new datasets. For classification tasks 
which are most common, metrics of discrimination 
should be reported (box 2), and chosen sensitivity/spec-
ificity thresholds justified in maximising clinical utility.30 
For regression- based prediction tasks, clinicians should 
ask if an algorithm performs better than existing regres-
sion models, in case it may not,31 and ask if replication 
studies of the same algorithm by independent investiga-
tors have yielded the same performance results.32

Q5. IS THE ALGORITHM TRANSFERABLE TO NEW CLINICAL 
SETTINGS?
A crucial question for clinicians is whether the algo-
rithm performs equally well across a range of new clin-
ical settings and, if not, can the algorithm be retuned or 
recalibrated using local data to account for differences 
in population characteristics, type or reporting formats 
of imaging devices, or care protocols.33 34 For example, a 
DL system for interpreting thyroid ultrasound images in 
detecting cancers saw sensitivity drop from 92% (human 
equivalent) to 84% (below human), with no change in 
specificity, when applied to different hospitals.35 An algo-
rithm used to diagnose pneumonia on chest X- rays in one 
hospital system failed to generalise to radiographs from 
another hospital system, due to differences in prevalence 
of pneumonia between populations36 (class imbalance). 
Differences in illness severity can also degrade perfor-
mance of algorithms trained on more severely diseased 
populations when applied to those with mild or moderate 

Box 3 Ethical, legal and social issues of using 
algorithms61–66

 ► How were consent issues handled in collecting data used for algo-
rithm training and validation?

 ► Who owns, or has stewardship of, the data and determines how it is 
to be used in training and testing of algorithms?

 ► How are data confidentiality and patient privacy ensured when 
data is stored (in the cloud) and used and shared across different 
platforms?

 ► How much responsibility for care should clinicians be expected to 
assume when using algorithms they cannot control or explain?

 ► Who carries liability if patients are injured by a faulty or misapplied 
algorithm (developers who trained and tested the algorithm, vendors 
who integrated the algorithm into electronic medical records or im-
aging software, or clinicians using the algorithm to make decisions)?

 ► Who takes responsibility for postimplementation monitoring of the 
safety and efficacy of an algorithm throughout its life cycle, and 
determine when an algorithm needs updating, retraining or even 
withdrawal because of emerging inaccuracies?

 ► Will the majority of clinicians (and patients) be literate enough to 
understand how, when and in whom machine learning algorithms 
are safe and effective to use?

 ► How equitable and inclusive are the algorithms? Is there risk of a 
digital divide between healthcare institutions (and their catchment 
populations) who can or cannot deploy or access algorithm systems 
(for various reasons)?

 ► Who might have conflicts of interest in developing, disseminating, 
using or advocating a particular algorithm?

 ► Who owns the intellectual property pertaining to an algorithm; who 
owns the patent rights; who and what factors determine whether an 
algorithm is able to be commercialised for profit?
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Table 1 Application of the checklist

Liu et al67 analysed 82 studies published between January 2012 and June 2019 which compared diagnostic performance of deep 
learning algorithms and healthcare professionals based on medical imaging for 17 different clinical conditions. The authors extracted 
diagnostic accuracy data and constructed contingency tables to derive the measures of interest. In generating responses to each item 
on the checklist, we used information stated in the review or, if certain information was missing, retrieved from the individual full- text 
articles.

Item Response

1. What is the purpose of the 
algorithm?

Objective and context of the algorithms were adequately stated in included studies.

2a. How good were the data used 
to train the algorithm? 2b. To what 
extent were the data accurate and 
free of bias? 2c. Were the data 
standardised and interoperable?

26 studies (32%) did not report patient inclusion criteria; 33 studies (40%) did not report 
exclusion criteria; 30 studies (37%) did not report age and 43 studies (52%) did not report 
sex. 72 studies (88%) used retrospectively collected data from historical routine care (48 
studies) or open source (24 studies) registries which are rarely quality controlled for images 
or accompanying labels, and in which population characteristics are either not collected or 
inaccessible; only 10 studies (12%) used prospectively collected data specific to a research 
setting. 26 studies (32%) excluded low- quality images; 18 (22%) retained low- quality images; 
38 (46%) did not report this. The extent of missing data, and how this was handled, was poorly 
reported in all studies. All data used in 36 studies (44%) were obtained at a single hospital or 
medical centre. The extent to which data were standardised and rendered interoperable across 
sites in multisite studies was not reported in any study.

3. Were there sufficient data to train 
the algorithm?

57 studies (69%) did not report the number of participants represented by the training data; in 
remaining studies, the numbers ranged from 40 to 200 000. No study pre- specified a sample 
size.

4. How well does the algorithm 
perform?

For internal validation, 22 studies (27%) used resampling methods, 29 studies (35%) used 
random split sampling, 1 study (1%) used stratified random sampling, and 30 studies (37%) did 
not report any form of internal validation. 69 studies (84%) provided adequate data to construct 
contingency tables. In these studies sensitivity ranged from 9.7% to 100.0% (mean±SD 
79.1%±0.2%); specificity ranged from 38.9% to 100.0% (mean±SD 88.3%±0.1%). Only 12 
studies (14.6%) reported cut- points for determining sensitivity and specificity for which no 
justification was provided. The same reference standard was used across internal validation 
datasets in 61 studies (74%). Reference standards varied widely according to target condition 
and imaging modality. More rigorous expert group consensus standards were used in 66 
studies (80%); remaining studies relied on single expert consensus (n=1), existing clinical care 
notes or imaging reports or existing labels (n=11), clinical follow- up (n=9), surgical confirmation 
(n=2), another imaging modality (n=1) and laboratory testing (n=3). No comments were made 
about outlier studies although AUROC curves depicted within the review clearly indicated there 
were such studies. Only 25 of 82 studies (36%) performed external validation. In these studies, 
the pooled sensitivity was 88.6% (95% CI 85.7 to 90.9) and pooled specificity was 93.9% (95% 
CI 92.2 to 95.3). Studies were inconsistent in their use of the term ‘validation’ as it applied to 
testing datasets; there was often lack of transparency as to whether testing sets were truly 
independent of training sets.

5. Is the algorithm transferable to 
new clinical settings?

Only 9 studies (11%) assessed algorithm performance in real- world contexts where clinicians 
received additional clinical information alongside the image, rather than just view the image in 
isolation.

6. Are the outputs of the algorithm 
clinically intelligible?

81 studies (99%) used artificial or convoluted neural networks; 1 study did not report algorithm 
architecture. Only 32 studies (39%) provided a heat map of salient features.

7. How will this algorithm fit into and 
complement current workflows?

No studies reported how their algorithms impacted real- world clinical workflows. In one study 
which compared algorithm performance among pathologists simulating normal workflows (ie, 
imposed time constraints) with that of a single pathologist with no time constraint, the AUROC 
were the same (0.96).*

8. Has use of the algorithm been 
shown to improve patient care and 
outcomes?

None of the algorithms in these studies have been subjected to clinical trials aimed at 
demonstrating improved care or patient outcomes.

9. Could the algorithm cause patient 
harm?

No comments were made about potential harms.

10. Does use of the algorithm raise 
ethical, legal or social concerns?

No comments were made about any such concerns.

*Bhteshami Bejnordi BE, Veta M, van Diest PJ, et al. Diagnostic assessment of deep learning algorithms for detection of lymph node 
metastases in women with breast cancer. JAMA 2017;318(22):2199–2210.
AUROC, area under receiving operator characteristic curve.



6 Scott I, et al. BMJ Health Care Inform 2021;28:e100251. doi:10.1136/bmjhci-2020-100251

Open access 

disease (spectrum bias). Variations in data quality, clinical 
actions included in the algorithm (causality leakage) or 
classification of outcomes (label leakage) can also affect 
local performance. While methods are emerging to mini-
mise these problems,37 38 clinicians should ask if the algo-
rithm is applicable to their local setting, and whether it 
may need recalibration using local data.

Q6. ARE THE OUTPUTS OF THE ALGORITHM CLINICALLY 
INTELLIGIBLE?
Clinicians may not trust ‘black box’ algorithms which 
produce diagnoses or predictions in difficult- to- interpret 
formats, or provide little explanation of how these outputs 
were generated, especially those that appear counterin-
tuitive. For the former, output formats may need to be 
customised to those that facilitate rapid clinical inter-
pretation.39 For the latter, decision trees and Bayesian 
networks are readily explainable in how they model 
causality, but data- driven methods, such as DL do so only 
implicitly, and may confuse association with causation, 
leading in some cases to clinically incorrect inferences. 
For example, an algorithm predicting low- risk patients 
with pneumonia who could be safely discharged from 
hospital was found to have incorrectly classified high risk 
asthmatic patients as low risk,40 unaware that, by being 
routinely admitted to intensive care units, such patients 
had better survival. Another algorithm for detecting 
pneumothoraces on chest X- rays was trained on films 
taken after chest tube insertion, thus learning to identify 
chest tubes rather than pneumothoraces.41

In affording clinicians a better understanding of how 
algorithms generate their conclusions, various software 
tools can identify the features an algorithm chose as being 
critical in forming its predictions (eg, Local Interpretable 
Algorithm- Agnostic Explanations and Shapley Values 
in Machine Learning (SHAP)). These programmes can 
produce saliency or heat maps, pinpointing the exact 
areas and features in an image the algorithm has decided 
are abnormal,42 and deconvolution graphs, highlighting 
the variables the algorithm regards as being most infor-
mative in predicting risk.43

Q7. HOW WILL THIS ALGORITHM FIT INTO AND COMPLEMENT 
CURRENT WORKFLOWS?
The utility of any algorithm in routine practice depends 
greatly on its ‘fit’ into clinical work and its impact on clini-
cian time, efficiency and cognitive load. For example, in 
detecting metastatic breast tumours in sentinel lymph 
node biopsies, highlighting only the most suspicious 
regions expedited image review by pathologists, while 
showing raw algorithm predictions of each region of 
the image slowed them down.44 Research into the ergo-
nomics of using algorithms in routine clinical care is 
currently very limited, especially as the effort required 
for successful implementation can vary widely across even 

similar healthcare organisations because of subtle varia-
tions in workflows, tasks and patient needs.

Automating entry of imaging or EMR data into algo-
rithms which self- activate in response to specific orders or 
requests can potentially help generate timely, actionable 
outputs.45 46 The absence of such automation may simply 
increase burden of work on users, causing them to devise 
workarounds to avoid using an algorithm or abandoning 
it altogether.47 Clinicians should therefore consider: (1) 
the exact point in the clinical trajectory where the algo-
rithm will be applied; (2) the way the algorithm would 
actually be implemented in a specific clinical setting, and 
the technical and staff training effort required; (3) the 
resulting workflow changes and (4) the level of use the 
algorithm would likely receive from its intended users.

Q8. HAS USE OF THE ALGORITHM BEEN SHOWN TO IMPROVE 
PATIENT CARE AND OUTCOMES?
An algorithm will likely be ignored if clinicians do not 
perceive it as improving patient care and outcomes, 
either because the current human system is already 
optimal, or the algorithm is too far removed from crit-
ical decision points. Screening applications in otherwise 
healthy populations,48 in whom inaccurate algorithms 
may cause significant harm, warrant careful attention. 
Rigorous clinical impact studies of DL algorithms are, 
to date, infrequent,3 49 most are uncontrolled pre- post 
or cohort studies, and clinical effects are sometimes very 
marginal.50 Ideally, the algorithm should be implemented 
and tested for utility in pilot studies in ‘silent’ mode (real- 
time predictions exposed to clinical experts but not acted 
on, so errors can be identified), then tested for efficacy 
in prospective clinical trials, and finally assessed for effec-
tiveness and cost- effectiveness in large- scale studies.51 52 
Importantly, more rigorous testing should apply as algo-
rithms move from narrow diagnostic imaging applica-
tions to more complex therapeutic scenarios, and from 
assistive applications informing decisions to fully auto-
mated applications determining patient management 
independently of clinicians.

Q9. COULD THE ALGORITHM CAUSE PATIENT HARM?
Poorly calibrated algorithms applied to insurance risk, 
employability and other forms of social profiling have 
generated false and detrimental predictions.53 ML algo-
rithms have generated unsafe drug recommendations 
in oncology.54 Algorithms can quickly become inaccu-
rate or out of date, and need retraining due to changes 
in background characteristics, exposures or outcomes 
of patient populations (distributional shifts), unantici-
pated changes in clinical practices or patient behaviour 
(calibration drift), and persistence of outmoded clin-
ical technologies.55 56 Even changes in clinical care due 
to algorithm implementation can, in itself, cause data 
shifts.57 Adversarial cyber attacks can corrupt either the 
datasets or the computer programmes underpinning 
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the algorithm, with effects potentially indiscernible to 
humans.58 Automation bias may see clinicians become 
deskilled over time by over- reliance on algorithms,59 
leading to misdiagnoses and inappropriate therapeutics. 
Algorithms may encourage overdiagnosis by detecting 
subclinical anomalies that prompt unwarranted interven-
tion.60 Algorithms are unlikely to recognise when their 
outputs are false or affected by bias, and hence clinician 
must continue to question counter- intuitive or potentially 
harmful predictions.

Q10. DOES THE ALGORITHM RAISE ETHICAL, LEGAL OR SOCIAL 
CONCERNS?
Several contestable and intertwined ethical, legal and 
social issues are raised in using algorithms (box 3)61–63 
that clinicians need to consider, particularly personal 
liability for algorithm- induced harm64 and blatant misuse 
of patient data that breaches privacy rules65 enshrined in 
the US Health Insurance Portability and Insurance Act, 
the UK Data Protection Bill and the European General 
Data Protection Regulation. Numerous reports66 provide 
guidance around clinician and patient autonomy, data 
privacy and governance processes, potential commercial 
conflicts of interest, openness (open data sets, methods 
and source code) and transparency, non- discrimination 
and fairness.

Application of the checklist
As a test of its potential utility, we applied our checklist 
to a recent systematic review of studies comparing accu-
racy of diagnostic imaging algorithms with that of clinical 
experts67 (table 1). While this exercise did not target a 
single algorithm, which may be a limitation, our impres-
sion was that many studies demonstrated shortcomings 
for virtually every question—a problem which recently 
issued reporting guidelines for ML studies68 69 will hope-
fully improve. In the meantime, our checklist may serve 
to protect clinicians from premature adoption of algo-
rithms of uncertain worth.

CONCLUSION
Most clinicians will likely see ML algorithms increasingly 
used to augment their decision making. Image- intensive 
disciplines will likely see major reconfiguration of roles 
as algorithms are adopted to improve diagnostic accu-
racy. Algorithms will not replace clinicians, but clinicians 
who use well- designed and validated algorithms appropri-
ately may replace those who do not. Clinicians need to 
be able to judge algorithm readiness for use and identify 
situations where further refinement and evaluation are 
needed prior to large- scale use.
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