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The unauthorized use of personal information belonging to users of apps integrated with the Facebook platform
affects millions of users. Crucially, although privacy concerns and awareness have increased, the use of these apps,
and related privacy behaviors, remain largely unchanged. Given that such privacy behaviors are likely influenced
by individuals' personality traits, it is imperative to better understand which personality traits make individuals
more vulnerable to such unauthorized uses. We build on a recontextualized version of the theory of planned
behavior (TPB) to evaluate the influence of the Big Five personality traits on attitudes toward Facebook privacy
settings, social norms, and information privacy concerns (IPCs)—all within the context of Facebook app use. To
evaluate this study's model, we analyzed 576 survey responses by way of partial least squares path modeling.
Results indicate that highly extraverted individuals are particularly vulnerable to privacy violations (e.g., unau-
thorized use of personal information) because of their negative attitudes toward Facebook privacy settings. Our
post hoc analysis uncovered interesting combinations of personality traits that make individuals particularly
vulnerable to the unauthorized use of app-based information. In particular, the combination of extraversion and
conscientiousness had a negative effect on individuals' attitude toward privacy settings. We also found a signif-
icant negative relationship between IPCs and intention to use Facebook apps. Finally, we found a positive rela-
tionship between social norms and intentions. Taken together, these results infer that individuals are likely to be
influenced by their peers in the use of Facebook apps but that their intentions to use these apps declines as privacy
concerns increase.

1. Introduction for detailed voter profiling to take place. Given that the users of Facebook

apps are able to control the information they share by making adequate

Despite recent privacy incidents (e.g., Cambridge Analytica), the use
of Facebook remains a popular pastime for many users (Acopio and
Bance, 2016; Hatzithomas et al., 2017). Importantly, this is mirrored in
the use of Facebook Apps' which by default harvest a plethora of per-
sonal information, including a user's age, gender, and email address (to
name but a few) (Pultier et al., 2016). This is particularly evident in the
case of Cambridge Analytica where a Facebook app was used to harvest
the personality traits of millions of users (Pegg and Cadwalladr, 2018).
Referred to as “persuadables” Cambridge Analytica used the harvested
personality-based dataset to infer which individuals are more vulnerable
to certain Facebook-based stimuli (Amer and Noujaim, 2019). Together,
the selected stimuli and harvested Facebook profile information, allowed
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use of privacy settings (Bartsch and Dienlin, 2016; Fiesler et al., 2017),
this article performs a similar vulnerability assessment. However, instead
of investigating the behavioral influence of stimuli, we investigate the
influence of personality traits on Facebook privacy behavior in an
attempt to determine which traits are most vulnerable to privacy viola-
tions. More specifically, to what extent an individual's personality traits
influence their intended use of Facebook apps as a function of their
attitude towards privacy settings, social influence, and concerns about
information privacy. In this regard we posit that if certain personality
traits are particularly negative in their attitude towards information
privacy (e.g., avoids using privacy settings), easily influenced, and not
concerned, their profile information is more likely to be harvested by

1 In the context of this study, the term Facebook apps refers to both Facebook-authored apps (e.g., WhatsApp) and third-party apps that allow the use of Facebook
credentials (e.g., Spotify and Pinterest). In other words, those apps that are integrated with the Facebook platform.
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Facebook apps. This, in turn, makes these individuals particularly
vulnerability to privacy violations (e.g., unauthorized use of harvested
personal information), which we argue can be attributed to their per-
sonality traits. This is especially pertinent given that an individual's
personality influences their behavior (Ajzen, 2005), in addition to their
attitude toward that behavior (Ajzen, 1991). This makes the use of per-
sonality traits particularly appealing given the focus on privacy behaviors
and initial research which indicates the potential relevance of these traits
in an information privacy context (Baek et al., 2014; Ahn et al., 2015;
Shropshire et al., 2015). Importantly, the latter behavioral influences
subsequently determine the personal information users divulge on their
social media profiles and to what extent they make use of Facebook
privacy settings to ensure its safety.

This study also builds on the premise that the harvesting of data takes
place when users are either unaware of or unconcerned about the privacy
of their personal information—in this context, via the use of Facebook
apps. Given that Facebook users are seemingly unaware of the extent that
such harvesting takes place (Hitlin and Rainie, 2019), our study con-
ceptualizes information privacy concerns (IPCs) as a form of control that
replaces perceived behavioral control (PBC), in line with the original
theory of planned behavior (TPB) (Ajzen, 1991). Additionally, this study
investigates the extent to which subjective and descriptive norms
(conceptualized as social norms in the research model) influence users'
intention to use Facebook apps. As such, this study fundamentally in-
vestigates to what extent personality traits influence Facebook users’
intention to use Facebook apps as a function of their attitude toward and
concerns over information privacy.

Several studies have investigated the influence of IPCs, social norms,
and personality traits on intention to use—albeit from different per-
spectives (Baek et al., 2014; Ahn et al., 2015; Mohammed and Tejay,
2017). For example, some studies have primarily focused on either the
Facebook apps themselves (Symeonidis et al., 2018), transactional pri-
vacy when using apps (Choi and Land, 2016), privacy risks (Farnden
et al., 2015), privacy concerns when using apps (Golbeck and Mauriello,
2016; Wisniewski et al., 2017), or the relationship between users’ age
and privacy management (Pang and Zhang, 2015; Kezer et al., 2016). The
studies that have in fact explored the behavioral influence of information
privacy have done so within an organizational context in which social
media formed only one component of the larger questionnaire (Parsons
et al., 2017). Additionally, studies that have explored the behavioral
influence of both personality traits and information security do so by
either omitting some of the traits (McCormac et al., 2017) or focusing on
populations outside social media (Shropshire et al., 2015; Gratian et al.,
2018). We could not find any studies that investigated the influence of
both personality traits and IPCs regarding the intention to use secondary
apps integrated with the Facebook platform.

Thus, this study contributes to extant theory on two fronts. First, it
substitutes the construct IPCs for PBC (as per the original TPB) and
proposes that IPCs influence and are influenced by awareness and the
acquisition of knowledge. Second, this study contributes to research and
practice by indicating which personality traits make users the most
vulnerable to the harvesting of personal information via Facebook apps,
specifically as a function of respondents’ privacy concerns, attitude to-
ward privacy settings, and to what extent they can be influenced by social
norms. Although a few studies have investigated the link between the Big
Five personality traits and vulnerability, these studies focused either on
self-control (Van Wilsem, 2013; Pratt et al., 2014), cyberbullying (Zhou
et al., 2018; Balakrishnan et al., 2019, 2020), or cybercrime in general
(Van De Weijer and Leukfeldt, 2017).

Accordingly, we proceed as follows. We first present the theoretical
foundation, motivating the TPB's suitability for our context. Next, we
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outline the study's methodological approach and develop the hypotheses.
The results of the study are then reported, with a focus on the assessment
of the measurement model, path model, and post hoc analyses. We
conclude with a discussion of specific contributions to research and
practice, limitations, and opportunities for future research.

2. Theoretical foundation

To guide the development of the research model and associated hy-
potheses, we used an adapted version of the TPB as the theoretical
foundation. Using the TPB in this manner has been recommended not
only by related information privacy studies (Wagner et al., 2018) but also
by studies that have highlighted an apparent lack of both privacy
behavior and awareness and by perception-based studies grounded in
accepted behavioral theory (Van Schaik et al., 2018). In terms of our
theoretical approach and later use of the TPB, our study substitutes IPCs
for the traditional PBC construct. We made this choice because users’
IPCs exert behavioral control to the extent that they influence the
intention to use Facebook apps. For example, users who are highly con-
cerned about information privacy are more likely to decide to avoid the
use of Facebook apps.

To better explain the role of behavioral control, other researchers
have similarly adapted the TPB by replacing PBC with other constructs.
For example, in their study of green food adoption, Ham et al. (2015)
included the concept of locus of control as part of PBC construct. Karimi
etal. (2017) argued that PBC should be viewed as a concept that includes
control, that is, control over an intended behavior but not necessarily
control in the broader sense, as explained by locus of control. Interest-
ingly, the latter study defined locus of control as an individual difference,
modeling its influence on both PBC and attitude toward entrepreneurial
intentions—a statistically significant influence in the context of that
study. Conversely, Rhodes and Courneya (2003) discussed subdividing
PBC by focusing on the concept of self-efficacy and controllability, that is,
on whether a behavior is entirely within an individual's control. Unlike
more recent research (Ham et al., 2015), Rhodes and Courneya (2003)
defined control as a concept distinct from self-efficacy. Chandran and
Aleidi (2018) also adapted the TPB, but they used perceived self-efficacy
instead of PBC rather than evaluating the influence of a broad range of
resources, including technological ones.

Although some theories provide adequate support for the evaluation
of information privacy, attitude, awareness, concerns, and behavioral
intent, they do not necessarily incorporate social norms. The studies that
have in fact evaluated the influence of social norms have done so using
different descriptions, such as social influence or social sanctions (Herath
and Rao, 2009; Johnston and Warkentin, 2010; Siponen and Vance,
2010) or have evaluated the constituent elements of social norms (sub-
jective, descriptive, or injunctive norms) separately (Ifinedo, 2014; Safa
et al., 2017). Recent studies that have evaluated social norms as a single
construct either use it within different disciplines (Emami and Khaje-
heian, 2019; Esfandiar et al., 2019; Wang, 2019); or only evaluate the
components thereof, such as subjective norms (Tsai et al., 2016) or
descriptive norms (Verkijika, 2018; Merhi and Ahluwalia, 2019). In
terms of users' privacy concerns and information security awareness,
Lowry et al. (2011) made use of social exchange theory and combined it
with the attitudinal aspect of the theory of reasoned action, explicitly
arguing in favor of actual self-disclosure as opposed to intent. As with the
concept of social norms, few studies have explored IPCs by adapting the
TPB. Those that have done so have theoretically explored privacy con-
cerns within the context of the TPB (Tsohou et al.,, 2015) but have
excluded either social norms (Safa et al., 2015; Hajli and Lin, 2016) or
both attitude and social norms (Humaidi and Balakrishnan, 2015).
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Furthermore, those studies that have used attitude, privacy concerns, and
social norms have failed to include either some or all of the Big Five
personality factors (Flores and Ekstedt, 2016). As such, combination of
constructs used in this study's research model is a sound basis for
contributing theoretically to behavioral privacy research.

3. Research model and hypotheses
3.1. The influence of personality traits

Given that users' personality traits (specifically the Big Five) typically
influence resultant behavior (Ajzen, 2005) and that this has been
observed in other information privacy contexts (Baek et al., 2014; Ahn
et al., 2015; Gratian et al., 2018), it is vital to explore how this phe-
nomenon applies to each trait within the information privacy context of
this study. This is true in terms not only of their core characteristics, as
summarized in Table 1, but also of their influence within specific
behavioral contexts. For example, it is likely that the exploratory nature
and higher cognitive abilities of individuals high in openness enhance
their awareness and knowledge of Facebook's information harvesting
practices. Johnston et al. (2016) confirmed the behavioral influence of
such exploratory tendencies, reporting that individuals high in openness
are more likely to commit information security policy violations.
Accordingly, one could argue that these individuals' desire to explore
(and thus become more aware and concerned) exceeds their fear of the
negative privacy consequences of such exploration, if it benefits them. In
view of the recently publicized privacy scandals surrounding the unau-
thorized use of personal information via the use of a Facebook app as well
as the heightened awareness such scandals have occasioned, it is plau-
sible that open individuals are indeed concerned about the extent to
which their Facebook friends could surveil their personal information.
This may prompt further exploration to understand how such harvesting
can take place, which further increases their privacy concerns. It is thus
possible that these individuals will cultivate a positive attitude toward
the use of privacy settings because of their increased concern over the
privacy of their personal information (Gerber et al., 2018). Research on
the relationship between personality traits and information security
awareness messages has provided additional insight into the strength of
the inquisitive nature of these individuals. For example, an Australian
study (McCormac et al., 2017) reported a significant and positive rela-
tionship between openness and information security awareness. Addi-
tionally, openness was found to be negatively related to rewards for
compliant within the same Australian context. Given the core charac-
teristics presented in Table 1, this is not unexpected, especially because
open individuals avoid conforming to social norms.

For example, Lonnqvist and Itkonen (2016) found that individuals
high in openness tend to be friends with other open individu-
als—especially if they share the same values. Because such individuals
exhibit nonconformist attitudes, it follows that social groups consisting of
mostly open individuals will be less likely to adhere to social norms. This
tendency naturally lends itself to Facebook, where such individuals’
Facebook friends will likely consist primarily of other “open” individuals.
Thus, it is likely that such people will engage in little norm-driven use of
Facebook apps. We further argue that because they are unlikely to
conform to group or social norms, they will pursue exploration on their
own terms. In summary, we hypothesize that:

Hla. Openness is positively related to attitude toward privacy settings.
H1b. Openness is positively related to information privacy concerns.
Hlc. Openness is negatively related to social norms.

Moreover, studies have examined the influence of neuroticism. For
example, neuroticism has been found to be negatively associated with
perceptions of computer self-efficacy (Uffen et al., 2013). This, in turn,
may play into the distrustful nature of people with high degrees of
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neuroticism. Together with their lack of computer self-efficacy, their
distrust may lead to further frustration when attempting to use Facebook
privacy settings. Evidence suggests that these feelings of frustration are
compounded by such individuals’ assessment of themselves as ineffective
at managing their own security (Peleg et al., 2017). Research has also
found that neurotic individuals are disinclined to adopt privacy protec-
tive behaviors (Ho et al., 2017).

We further propose that an increase in awareness will translate into
an increase in privacy concerns. For example, if an individual were to
become aware of the unauthorized use of their personal information
(e.g., Cambridge Analytica), it is plausible that this would strengthen
privacy concerns. Because evidence suggests that there is a significant
relationship between neuroticism and proactive awareness (Gratian
et al., 2018) as well as information security awareness (McCormac et al.,
2017), we argue that neurotic individuals will be more concerned in this
regard (i.e., they are aware and therefore concerned). Notably, we are not
referring to general awareness but rather to awareness regarding the
privacy of information within the context of Facebook apps—namely, the
level of access an app grants to a user's friends' information and vice
versa. We also consider the possibility that fear appeals play a role here.
For example, research has suggested a behavioral link between fear and
privacy concerns (Bansal et al., 2016; Klobas et al., 2019). In this regard,
biological psychology suggests a significant relationship between
fear-relevant stimuli, neuroticism, and information processing. Here,
research has suggested that a neurotic individual will be more likely
affected by fear, thus increasing privacy concerns when under low ex-
ecutive load, that is, when the content does not require extensive pro-
cessing or cognitive effort (Hur et al., 2016). Because it is likely that a
neurotic individual's friends will not have to undertake investigative
effort to gain access to that individual's information, we argue that the
preceding finding related to the influence of fear will likely increase
privacy concerns. From a norms perspective, several studies have sug-
gested that neurotic individuals' insecure nature causes them to empha-
size the opinions of others in terms of how they should behave (Bansal
etal., 2010; Kajzer et al., 2014). Norm-based influences are thus likely to
affect these individuals' use of Facebook apps. We therefore hypothesize
that:

H2a. Neuroticism is negatively related to attitude toward privacy
settings.

H2b. Neuroticism is positively related to IPCs.
H2c. Neuroticism is positively related to social norms.

Like neurotics, individuals high in agreeableness are generally con-
cerned about the well-being of others and sensitive to the influence of
fear (Karim et al., 2009). Their fearful nature may explain their positive
attitude toward information privacy (Osatuyi, 2015). For example,
agreeable individuals may be fearful that their privacy settings could
inadvertently leak information about their friends (Koban et al., 2018) or
themselves (Shropshire et al., 2015), especially if this has a negative
impact on their well-being. Koohikamali et al. (2017) also found that
agreeableness, for both females and males, was significantly related to
IPCs. Research on LBSs has also found that agreeableness is significantly
related to IPCs (Junglas et al., 2008). More recent research has provided
further evidence of a significant relationship between agreeableness and
IPCs, specifically regarding electronic commerce transactions (Yeh et al.,
2018). Significant relationships between agreeableness and social or
group norms have been reported in several other studies. For instance,
Erevik et al. (2018) found that individuals high in agreeableness are more
attentive to the behavior of others in social settings. Similarly, Stavrova
and Kokkoris (2019) found that such individuals are particularly atten-
tive to the needs of their social group. Kim and Chock (2017) found that
individuals high in agreeableness post more group selfies. It is thus
plausible that individuals high in agreeableness are particularly attentive
both to what others are doing (e.g., posting selfies) and to the perception
of what they ought to do. As such, if the peers or significant others of
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more agreeable individuals use Facebook apps, then “agreeable” in-
dividuals will most likely use these apps. Thus,

H3a. Agreeableness is positively related to attitude toward privacy
settings.

H3b. Agreeableness is positively related to IPCs.
H3c. Agreeableness is positively related to social norms.

Conscientious individuals are cautious and generally risk averse (see
Table 1), which makes them less likely to share knowledge (Hao et al.,
2019), possibly due to a concern regarding the secondary use of infor-
mation. Research has indicated that conscientious individuals are likely
to use privacy settings to protect personal information, particularly their
personal profile (Kuo and Tang, 2013). It is thus likely that the same
privacy behavior applies within the context of Facebook apps. Research
has also suggested that conscientious individuals are reluctant online
users and particularly wary about sharing personal information (Ross
et al., 2009). Given the responsible nature of conscientious individuals,
they are also likely to be concerned about the level of access their friends’
Facebook apps have to their personal information and vice versa
(Symeonidis et al., 2018). In support of this finding, Codish and Ravid
(2014) found that individuals high in conscientiousness dislike mecha-
nisms that raise awareness of performance-related information (e.g.,
leader boards). Conscientious individuals perceive such mechanisms as a
demotivating factor; we argue that this perception stems from their
concern over the increased awareness of their behavior. Evidence in
support of this argument is provided by McCormac et al. (2017), who
reported a significant positive relationship between conscientiousness
and information security awareness. Like those high in agreeableness,
these individuals tend to follow accepted norms. They are also less ac-
cident prone and abide by the rules (Shropshire et al., 2015). We
therefore propose that:

H4a. Conscientiousness is positively related to attitude toward privacy
settings.

H4b. Conscientiousness is positively related to IPCs.
H4c. Conscientiousness is positively related to social norms.

As Table 1 shows, extraverts are more inclined to take risks and seek
social interaction regardless of other factors. Their proclivity to engage in
risky behavior thus makes it more likely that they will consider it un-
necessary to check their privacy settings periodically (Pentina et al.,
2016) and will thus be less likely to recognize the benefits of privacy
settings. Given that these individuals’ heightened levels of cortical
arousal lead to an increase in the use of stimuli-rich environments
(Wilson et al., 2010), such as Facebook, they may view privacy-related
behaviors (e.g., configuring privacy settings) as a distracting
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exercise—that is, as failing to provide stimulation. Additionally, research
has identified either a negative relationship between extraversion and
privacy concerns (Hin, 2015; Sharma and Jaswal, 2016) or no significant
relationship (Junglas et al., 2008; Osatuyi, 2015). It is thus likely that
extraverts are less concerned about the privacy of their app-based in-
formation than others.

Moreover, from the perspective of group or social norms, extraverts
are generally concerned with the views and opinions of others (Devaraj
et al., 2008). It is thus likely that these individuals will make use of
Facebook apps if peers and significant others are using them. Extraverts
also exhibit a strong desire to communicate (Wolfradt and Doll, 2001),
which translates to increased use of mobile devices (e.g., smartphones).
Because Facebook use takes place mostly on mobile devices (Chen,
2019), extraverts are more likely to intend to use Facebook apps in a
communicative manner. Such forms of communication further increase
the likelihood that social-group norms will influence these individuals.
For example, Kim and Chock (2017) found a significant relationship
between individuals high in extraversion and group selfies, suggesting a
high likelihood to engage with social groups. This further increases the
likelihood of reciprocal communication within social groups, especially
considering the significant relationship between extraversion and the
number of Facebook status updates (Ong et al., 2011). We therefore
hypothesize:

H5a. Extraversion is negatively related to attitude toward privacy
settings.

H5b. Extraversion is negatively related to IPCs.

H5c. Extraversion is positively related to social norms.

3.2. Attitude toward privacy settings

Within the context of this study, attitude is defined as an individual's
propensity to either positively or negatively evaluate another individual,
situation, or behavior (Ajzen, 2005). An individual may have a positive
or negative attitude toward the use of Facebook apps for any number of
reasons—one being the influence of their personality traits. Notwith-
standing such influences, an individual's attitude alone also drives their
intention to enact specific behaviors (Kim and Hunter, 1993). In this
study, the items associated with the construct attitude toward privacy
settings evaluate respondents' attitudes toward privacy settings. The
premise is that once information is disclosed (via Facebook apps in our
context), Facebook starts harvesting information on the user's behavior
and in doing so increases their vulnerability to privacy violations. Thus, if
individuals form a negative attitude toward information harvesting, they
may be more inclined to use privacy settings and therefore more likely to
use Facebook apps.

Table 1. Summary of personality trait characteristics.

Traits Characteristics (when high) Characteristics (when low) Sources

Openness Inquisitive, intellectual, creative, loves exploration, Satisfied with the mundane, conservative, avoids Skues et al. (2012); Lane and
embraces new technology and experiences, higher uncertainty and change, supports the status quo. Manner (2011); Xu et al. (2016);
cognitive abilities, nonconformist, open to risky Costa and McCrae (1992); Pentina
behavior. et al. (2016); McCormac et al.

Conscientiousness Organized, responsible, performance-driven, thorough, Disorganized, careless, weak willed, tends to be (2017); Shropshire et al. (2915);
conformist, cautious about self-disclosure, responsible, irresponsible, disregards norms. Johnston et al. (2016); Barrick
follows norms. etal. (2001)

Extraversion Needs stimulation, sociable, energetic, engages in risky Withdrawn, somber, reserved, conservative.
behavior, influenceable, assertive.

Agreeableness Self-conscious, influenceable, cooperative, nurturing, Ruthless, suspicious, uncooperative, unfriendly, not
trusting, friendly, respectful of others' feelings and attentive to others.
beliefs.

Neuroticism Emotionally unstable, nervous, sensitive, tends to worry, Calm, secure, self-satisfied, positive, emotionally stable.

negative, needs to belong, impulsive, increased amounts
of self-disclosure.
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Several studies involving behavioral studies of technology have pro-
vided support for the behavioral influence of attitude. For example, Safa
et al. (2015) found that both information security awareness and attitude
have a direct and positive influence on the intention of information se-
curity professionals to behave securely. Related findings were reported
by Blythe et al. (2015), who confirmed the behavioral influence of atti-
tude on the intention of employees to comply with information security
policies, albeit qualitatively. Both Ifinedo (2014) and Amankwa et al.
(2018) found that attitude displayed the most significant effect size on
complying with information security policies. For example, a positive
attitude toward security compliance correlated directly to enacting
related security behaviors. This confirms the results of earlier studies,
which also found a strong correlation between attitude and the intention
to adopt secure behaviors in general and information security policies in
particular (Hazari et al., 2008; Lee and Kozar, 2005).

Although these compliance studies were empirically situated within
organizations, social media studies have showed the same behavioral
influence of attitude. For example, several studies have investigated in-
dividuals' disclosure of personal information on social media platforms
(Chang and Chen, 2014; Hirschprung et al., 2016; Hallam and Zanella,
2017). For example, Chen and Sharma (2015) found that a Facebook
user's attitude directly influences their intention to disclose personal in-
formation. Such disclosure was found to be particularly significant where
Facebook users exhibit positive attitudes toward information disclosure
on social media (and toward the use of privacy settings). Given the
behavioral influence of attitude, we hypothesize:

H6. Attitude toward privacy settings is positively related to intention to
use Facebook apps.

3.3. The influence of social norms

Social norms influence the formation of beliefs that emerge from in-
teractions between members of a social group, community, or organi-
zation (Lapinski and Rimal, 2005). For example, social norms act as
guiding principles that members follow. Members of social groups take it
upon themselves to regulate their own behavior in line with the extant
social norms of the larger group. There are, however, occurrences in
which the use of Facebook apps affects other users, specifically those in a
person's list of friends (Symeonidis et al., 2018). These apps harvest
personal information from friends and thus also increases an individual's
vulnerability to privacy violations. Consequently, the interplay between
the responsible use of certain Facebook apps within a familial environ-
ment and the social norms within this social group (i.e., family units) is
likely to influence the use of these and similar Facebook apps. However,
these individuals may be unaware that certain Facebook apps harvest
personal information. To investigate these social norms, this study in-
cludes both descriptive and subjective norms—both theoretically (Ham
et al., 2015) and in the study's research model. Descriptive norms are
defined as behavior that is currently taking place (Ham et al., 2015),
whereas subjective norms are defined as an individual's belief as to how
others think they should behave (Thompson et al., 2017). For example, if
an individual observes his friends or family using a specific Facebook
app, it is plausible that the individual will also make use of the app.
Consider fitness enthusiasts. They may use Facebook apps to track their
fitness levels simply because fitness enthusiasts are expected to use such
apps (influence of subjective norms).

The motivation for evaluating the combined influence of subjective
and descriptive norms can be further understood by considering the
following use of Facebook apps. Facebook-authored apps are presented
in the Facebook App Center (Web and mobile version). Frequently, these
apps indicate how many other users are using the app, especially when
the Facebook app is gamified. Importantly, these apps allow users to
comment on, review, share, and view the feeds of other users playing/
using similar Facebook apps. These mechanisms favor an experiential
approach. For example, users cannot fully appreciate the influence of
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these mechanisms without using the Facebook App Center. It is, however,
precisely the experiential nature of Facebook apps that makes it difficult
to ascertain whether the users who are commenting are using the app
(descriptive) or just commenting (subjective). Hence, although there are
subtle theoretical differences between these behaviors, it is plausible that
Facebook users are unlikely to make these distinctions before enacting
their intention to either use or avoid Facebook apps. This study is
therefore not concerned with the way Facebook users perceive these
differences, but with the resultant influence on intended app use as
influenced by both subjective and descriptive norms. These, in turn, then
determines how vulnerable certain individuals are to privacy violations.

This is especially important within the realm of social media, where
subjective norms significantly influence intention to use (Lee et al.,
2016), either directly as an influence on behavioral intent or indirectly by
influencing PBC, attitude, or both. For example, Kusyanti et al. (2017)
found that the more other users trust Facebook, the more likely new or
existing users will be to use it, specifically the way Facebook manages the
security of users' personal information. Their beliefs about what others
deem acceptable thus guide their resultant behavior, even if those beliefs
do not reflect the truth. As a case in point, an Australian study found that
users generally provided positive responses (i.e., faking good) to ques-
tions regarding information security incident response, regardless of the
actual circumstances surrounding these incidents (Parsons et al., 2017).
Parsons et al. (2017) concluded that respondents’ overly positive re-
sponses are based on an Australian social norm according to which it is
socially unacceptable to report on the behavior of others, regardless of
polarity (i.e., good or bad). James et al. (2017) also acknowledged the
role of social enhancement, arguing that social media users may develop
obsessive behaviors, not because of familial pressures but rather because
of their perceptions of how inadequate they are based on comparisons to
the information shared by other members. Such feelings of subjective
inadequacy further stimulate the obsessive use of social media because
these users feel the need to continually engage to overcome these feel-
ings. It thus logically follows that:

H7. Social norms are positively related to intention to use Facebook
apps.

3.4. The influence of privacy concerns

Again, instead of using PBC, this study focuses on IPCs. In the TPB,
PBC is viewed as perceived self-efficacy in performing a specific behavior
(Ajzen, 1991; Chandran and Aleidi, 2018), which is influenced by several
factors, in particular knowledge, awareness, and the way knowledge and
awareness give rise to concerns. For example, a Facebook user who is
made aware of Facebook app-based personal information harvesting
(e.g., via media, news, or peers) may thus decide to investigate how such
information harvesting affects them due to privacy concerns. Subse-
quently, new knowledge is acquired, leading to the formation of either a
positive or negative attitude toward the use of Facebook apps.

Like the other theoretical concepts discussed thus far, information
security awareness influences behavior and is often not measured in
terms of how individuals perceive and think about information security
(Tsohou et al., 2015; Bartsch and Dienlin, 2016). To address these per-
ceptions, researchers have taken a variety of approaches to understand-
ing how information security awareness, knowledge, and perceptions
influence each other. For example, Sundar et al. (2013) found that when
participants were made aware of how their personal information could
be used in an unauthorized capacity, their intention to disclose personal
information was lower than that of participants who were made aware of
the benefits of disclosing personal information. As such, resultant privacy
concerns further compound participants’ inability to make informed
privacy decisions, which further increases their vulnerability to privacy
violations. For example, Hirschprung et al. (2016) found that when in-
dividuals lack the requisite knowledge, they base decisions on specula-
tion. However, the more aware and knowledgeable an individual is, the



K. van der Schyff et al.

more rational these decisions, and related behavior, become. This was
confirmed by Van Schaik et al. (2018), who found that Facebook users
who are more aware of IPCs were generally satisfied with their privacy
settings (i.e., the visibility of their personal information). The latter
findings align with those of Miltgen and Peyrat-Guillard (2014), who
conducted a similar privacy-based study in several European countries.
They found that younger individuals incorrectly believed that their in-
formation was safer and more private than it was, whereas the converse
was true for older individuals.

Nevertheless, privacy concerns can also influence the disclosure of
personal information in unexpected ways. For example, Karwatzki et al.
(2017) found that an excessive number of transparent features inhibits
individuals from sharing personal information and raises concerns
regarding the privacy of personal information. It stands to reason that
both knowledge and awareness influence not only information disclosure
but also individuals' privacy concerns (Parsons et al., 2017). In instances
where information security awareness and knowledge are not attained or
are inadequate, individuals may fail to protect their personal information
adequately (i.e., they see no reason to be concerned). They may even
avoid security behaviors entirely (Bergstrom, 2015). Given that the use of
Facebook apps may result in a reduction of the privacy of personal in-
formation (i.e., the app shares part of a user's profile), it is plausible that
an individual's IPCs will influence their intention to use these apps. Thus,

H8. IPCs are negatively related to intention to use Facebook apps.
4. Methodology

We adopted a cross-sectional survey methodology to collect primary
data (Punch, 2003). This was followed by the application of a statistical
technique, namely partial least squares (PLS) path modeling.

4.1. Data collection and screening

After receiving ethical clearance, which included checking for
compliance in relation to relevant regulations, the Rhodes University
Ethical Standards Committee (RUESC) granted permission for us to
collected primary data. As part of this collection process we made use of
respondents registered as workers on Amazon Mechanical Turk (AMT).
AMT is a crowdsourcing platform that can be used for several purposes,
including the recruitment of questionnaire respondents. Several recent
studies have reported using AMT in this manner, because it facilitates the
creation of a sampling frame that is more representative of the target
population (Hirschprung et al., 2016; James et al., 2017; Mamonov and
Benbunan-Fich, 2018). Such an approach not only ensures demographic
diversity but also avoids the collection of data from students where AMT
data is consistently as good and usually better (Lowry et al., 2016; Tsai
et al., 2016). In any such AMT study, it is crucial to take basic steps to
improve data quality, such as providing clear instructions and dis-
qualifying those who do not follow them, properly filtering eligibility and
demographics, and increasing attentiveness (e.g., via attention checks)
(Holden et al., 2013; Rouse, 2015; Lowry et al., 2016). We carefully
followed these steps in addition to obtaining informed consent from
questionnaire respondents.

4.2. Demographics of the sample

The data collection took place in 2019. Although 651 responses (n =
651) were collected, several responses were deemed unsuitable. A suit-
able response was determined as follows:

e The response had to be complete (i.e., all questions answered),

e Both attention trap questions had to be correctly answered, and

e Respondents had to have spent at least six minutes on questionnaire
responses.
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Table 2. Sample demographic information (n = 576).

Variable Frequency Percentage (%)
Gender
Male 280 48.6
Female 296 51.4
Age
18-24 43 7.5
25-34 240 41.7
35-44 154 26.7
45-54 79 13.7
55-64 46 8.0
65-74 14 2.4
Level of education
No degree or up to high school 228 39.6
Bachelor's degree or equivalent 280 48.6
Master's degree and above 68 11.8

After applying the filter criteria, 576 usable responses (n = 576)
remained, and these formed the basis of the multivariate analysis. Table 2
presents the demographic distribution of the sample. Of the respondents,
75.9% were under 45 years of age. Slightly more female (51.4) than male
respondents completed the questionnaire, and most of the participants
had a bachelor's degree or higher (60.4%). Additionally, most (41.7%) of
the respondents fell into the 25-34 age group.

4.3. Measures

Our questionnaire either directly used or adapted items from existing
studies (see Table A.1 in Online Appendix A). For example, to evaluate
the respondents’ personality traits, we used the 44-item Big Five In-
ventory (BFI) developed by John and Srivastava (1999). In some in-
stances, multiple sources were consulted. Designing questionnaires in
this manner is common in the fields of both social psychology (person-
ality component) and behavioral technology research (Judge et al., 2002;
Park et al., 2017; Verswijvel et al., 2018; Lee and Borah, 2020).

5. Analysis and results

For model analysis, we applied PLS path modeling using SmartPLS
version 3.2.9 (Ringle et al., 2015). We chose PLS because it is especially
adept at the validation of mixed models of formative and reflective in-
dicators (and thus more appropriate than covariance-based structural
equation modeling for preliminary model building) and ideal for large
models (Chin et al., 2003; Gefen and Straub, 2005; Hair et al., 2019;
Lowry and Gaskin, 2014).

5.1. Eyaluating the measurement model

As a first step toward validating the measurement model, the con-
structs and their associated items were inspected to ascertain whether
their factor loadings exceeded 0.50 (James et al., 2017). One item from
the openness scale and one from the agreeableness scale were dropped
due to an outer loading below 0.50.

To assess convergent validity, we inspected both the magnitude and
significance of the outer loadings. Because we had already eliminated
loadings below 0.50, the only remaining criterion to check was the sig-
nificance of the t-statistics. The t-statistic of each item had to be above
1.96 to achieve a 95% confidence level.

The Fornell-Larcker criterion was used to assess discriminant val-
idity. This criterion is used to evaluate whether the square root of the
AVE value of each construct is greater than the correlation coefficients
between the constructs in the measurement model (Fornell and Larcker,
1981). Table A.2 presents the square root of the AVE value of each
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construct (on the diagonal). All these values satisfied the Fornell-Larcker
criterion. The cross-loadings were also inspected to ensure that each of
the constructs’ items loaded the highest on its intended construct
(Table A.3). We also inspected the Heterotrait-Monotrait (HTMT) ratio
as another means of assessing discriminant validity. All the HTMT ratios
were below 1 (Table A.4). Because all the listed validity criteria were
satisfied, we concluded that the model was valid from both a convergent
and discriminant perspective.

We also assessed the measurement model for the presence of multi-
collinearity, a vital step when developing PLS-based models (Hair et al.,
2019). The variance inflation factor values (VIFs) of all the items were
below 5.0 (Table A.5), thus eliminating multicollinearity (Hair et al.,
2010).

Finally, the reliability of the measurement model was evaluated by
calculating the composite reliability (CR) and Cronbach's alpha (CA) of
each construct (see Table A.2). Reliability testing ascertains whether a
questionnaire will produce consistent results (Cronbach, 1951). Both the
CR and CA exceeded the accepted threshold of 0.70, establishing the
reliability of the measurement model (Tavakol and Dennick, 2011).

5.2. Evaluating the structural model

Because our data exhibited good construct validity and reliability, we
conducted the final path modeling using PLS. We evaluated the model's
path coefficients, variance explained (RZ), effect sizes (fz), and predictive
relevance (QZ). These results are detailed in Table A.6 and summarized in
Figure 1.

Overall, the results support 10 of the 18 hypotheses and account for
35.7% of the variance (R?) in the dependent variable (intention to use
Facebook apps). Based on the bootstrapped (5,000 subsamples) signifi-
cance tests, openness had a significant positive influence on IPCs (p =
0.260, p < 0.01) and attitude toward privacy settings ( = 0.110, p < 0.05).
These results provide support for Hla and H1b but not Hlc. Neuroticism
significantly influenced IPCs (p = 0.146, p < 0.05) but not attitude toward
privacy settings and social norms. These results suggest that although
neurotic individuals harbor privacy concerns, such concerns do not
necessarily lead to the belief that privacy settings are useful (support for
H2b, but not H2a and H2c). Agreeableness significantly influenced attitude
toward privacy settings (§ = 0.141, p < 0.01) but not IPCs and social norms
(support for H3a, but not H3b and H3c).

Conscientiousness significantly influenced both attitude toward privacy
settings (f = 0.215, p < 0.01) and IPCs (p = 0.183, p < 0.01), supporting
H4a and H4b. However, no significant influence was observed between
conscientiousness and social norms (no support for H4c). Extraversion was

Table 3. Post hoc analysis results, *** at p < 0.01, **
significant.

at p < 0.05, ns = not

Interaction terms Interaction effects model

EXT * OPEN — APS -0.167*** (t = 4.159)
R? (APS) 0.125

Effect size (f2) 0.033 (small)

EXT * AGR — APS -0.164*** (t = 4.383)
R? (APS) 0.126

Effect size (f%) 0.032 (small)

EXT * CON — APS -0.205*** (t = 5.409)
R? (APS) 0.134

Effect size (%)

CON * OPEN — APS
AGR * OPEN — APS
CON * AGR — APS
CON * OPEN — IPC
NEU * OPEN — IPC
CON * NEU - IPC
EXT * OPEN — SN
IPC * SN — IUFA

0.043 (small)

0.151™ (¢t = 0.653)
0.111™ (¢t = 0.750)
0.036™ (t = 0.377)
0.117™ (¢t = 0.701)
-0.194™ (t = 0.963)
-0.050™ (t = 0.383)
-0.125™ (t = 1.526)
-0.025™ (t = 0.248)
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found to significantly influence attitude toward privacy settings (f = -0.140,
p < 0.01) and social norms (p = 0.238, p < 0.01) but not IPCs (support for
H5a and H5c, but not H5b). Additionally, respondents’ attitude toward
privacy settings did not significantly influence their intention to use
Facebook apps (no support for H6). This may suggest that the perceived
benefit of using these settings does not influence intention to use (i.e.,
their use is of no consequence). Conversely, social norms exerted a sig-
nificant positive influence on intention to use Facebook apps ( = 0.518, p
< 0.01), thus providing support for H7. IPCs exerted a significant nega-
tive influence (p = -0.128, p < 0.01) on intention to use Facebook apps
(support for H8). That is, the more concerned individuals are about the
privacy of their personal information, the less they intend to use Face-
book apps.

Additionally, we assessed the relative impact of each independent
variable by inspecting its effect sizes as derived from the standardized
Pearson correlations and interpreted in terms of Cohen's guidelines for r
(not to be confused with Cohen's d). Of all the latent constructs, social
norms exhibited the largest effect size (0.535) [large positive effect] on
intention to use Facebook apps; followed by IPCs (-0.196) [small-to-
medium negative effect], and finally, extraversion (0.190) [small-to-
medium positive effect]. The construct attitude toward privacy settings
had a trivial effect on intention to use Facebook apps (Cohen, 1988).

Finally, we assessed the predictive relevance of the model's endoge-
nous constructs by calculating Stone-Geisser's Q2 (Stone, 1974; Geisser
and Eddy, 1979). Stone-Geisser's Q2 was 0.233 for intention to use Face-
book apps, 0.062 for attitude toward privacy settings, 0.027 for social norms,
and 0.074 for IPCs. Hence, the model exhibits reasonable predictive
relevance (Hair et al., 2017; Vinzi et al., 2010). Last, we evaluated the
influence of several control variables. Gender (f = 0.232, p < 0.01) and
education (B = 0.042, p < 0.01) were significantly associated with
intention to use Facebook apps. Together, the results presented in the On-
line Appendix and Figure 1 provide evidence that the model is struc-
turally sound.

5.3. Post hoc interaction analysis

We also conducted a post hoc analysis by adding interaction terms
(cross-multiplication of exogenous variables) for several of the person-
ality traits that loaded significantly onto attitude toward privacy settings,
social norms, and IPCs. For example, to assess the interaction effects
relating to attitude toward privacy settings and IPCs, we added the inter-
action terms presented in Table 3.

The results illustrated in Figure 2 suggest that the negative relation-
ship between extraversion and attitude toward privacy settings is strongest
when individuals are high in both extraversion and openness.

Similarly, as Figure 3 illustrates, only individuals high in both ex-
traversion and conscientiousness are likely to exhibit a negative attitude
toward privacy settings. This interaction term also accounted for the
biggest increase in the explanatory power and effect size in relation to the
endogenous construct attitude toward privacy settings.

The results of Figure 4 illustrate the interaction between extraversion
and agreeableness. As in the other two interaction graphs, a negative
attitude toward the use of privacy settings is observed when an individual
is high in both personality traits.

6. Discussion

The objective of this study was to investigate the behavioral influence
of personality traits on Facebook privacy behavior, specifically their in-
fluence on the intention to use Facebook apps as opposed to general
social networking use. The construct of attitude toward privacy settings was
conceptualized as an individual's perception of the usefulness of these
settings. By contrast, IPCs was conceptualized as how users perceive that
Facebook apps are likely to collect personal information, either directly
or via Facebook friends.
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Figure 1. The personality-based Facebook apps privacy model.

The results indicate the absence of a significant relationship between
an individual's attitude toward privacy settings and their intention to use
Facebook apps. Additionally, social norms were found to positively influ-
ence the intention to use Facebook apps. That is, individuals are signif-
icantly influenced by their peers when it comes to the intention to use
Facebook apps. Additionally, IPCs was found to negatively influence the
intention to use Facebook apps, which indicates that the intention to use
Facebook apps will decrease as privacy concerns increase.
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Figure 2. Interaction between extraversion and openness on attitude.
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Figure 3. Interaction between extraversion and conscientiousness on attitude.

From a personality perspective, we found that individuals high in
extraversion display a negative attitude toward Facebook privacy set-
tings in an app-use context. Conversely, the results show that individuals
high in either openness, conscientiousness, or agreeableness display
positive attitudes toward the use of Facebook privacy settings. Addi-
tionally, all the personality traits, except extraversion and agreeableness,
were positively related to IPCs. Of all the personality traits, only extra-
version was found to be significantly (and positively) related to social
norms. Given the increased use of psychological targeting to aid infor-
mation harvesting (Matz et al., 2020), and extraverts' social nature, the
findings have important privacy implications. First, those who are
Facebook friends with sociable, and outgoing individuals (core traits of
extraverts) should make adequate use of Facebook privacy settings. In
other words, given that extraverts have a negative view of privacy set-
tings, those within their list of Facebook friends may inadvertently find
themselves within the reach of such psychological targeting. This is
particularly important given that several Facebook apps have access to
the friends list of app users. As a result, the apps extraverts use may have
access to their friends' personal information in a comparable manner to
that of the Facebook app at the center of the Cambridge Analytica con-
troversy. Second, the privacy implications of extraverts' norm-driven use
of Facebook apps may be compounded by concepts, such as networked
privacy. Given that networked privacy defines the situation where in-
dividuals can see each other's content based solely on co-owning or
co-creating content (even just being in the same physical location),
psychological targeting may be further enhanced (Marwick and Boyd,
2014). In turn, this places the personal information of those associated
with extraverts at risk of privacy violations (e.g., unauthorized use of
personal information).

Our findings support not only a sizeable number of the hypotheses,
but also confirms the results of similar information privacy studies
focused on Facebook use. In particular, the positive influence of social
norms on the intention to use Facebook apps. As such, using the same
Facebook apps as one's peers is a key motivator when it comes to
intention to use apps, as is the case with Facebook itself. Having said this,
because several of the most popular Facebook apps are games, we argue
that the strong influence of norm-driven use may be more closely related
to competition with peers than to conformity. Such competitiveness in
the use of Facebook apps may also explain the nonsignificant influence of
attitude on privacy settings. For example, although some Facebook-based
games harvest and share pieces of personal information like those
collected by other Facebook apps, the addictive nature of games makes it
easy for individuals to ignore information privacy matters. Although
individuals may view information privacy as important when sharing
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Figure 4. Interaction between extraversion and agreeableness on attitude.

information directly on their Facebook profile or through WhatsApp,
they may not be as vigilant when playing a Facebook app game, even
though both WhatsApp and the game harvest personal information. This,
in turn, increases their vulnerability to privacy violations, as the har-
vested information is used in an unauthorized manner. We argue that this
unauthorized use violates contextual integrity (Nissenbaum, 2009),
because Facebook users are not necessarily aware of who receives the
harvested information and how this information is reused. Importantly,
the resultant use of the information may transcend the initial under-
standing Facebook users may have had when giving the app consent to
use their personal information.

The post hoc analysis also revealed that individuals high in both ex-
traversion and either openness, conscientiousness, or agreeableness
display negative attitudes toward privacy settings. This is interesting,
considering that taken alone, openness, conscientiousness, and agree-
ableness are positively related to attitude toward privacy settings. Other
research has shown a significant positive influence of extraversion on the
intention to use or actual use of social media (Amichai-Hamburger and
Vinitzky, 2010; Koban et al., 2018). Research has also shown that in-
dividuals high in extraversion generally display negative attitudes to-
ward privacy due to their proclivity to participate in risky behavior
(Costa and McCrae, 1992; Shropshire et al., 2015; McCormac et al.,
2017). That is, they do not think it is necessary to use Facebook privacy
settings, at least in an app-use context.

Although all the significant interaction terms in the post hoc analysis
contain extraversion as one of the two terms, we find one combination
particularly interesting: that of extraversion and conscientiousness. Not
only does this personality-trait combination exert the largest effect of all
the interaction terms, but it also accounts for greater variance in the
latent construct attitude toward privacy settings. Paradoxically, several core
characteristics of these personality traits are virtually direct opposites of
each other yet still result in a significant negative attitude toward privacy
settings. For example, highly conscientious individuals are risk averse
and cautious when sharing information on social media platforms.
Moreover, they are more averse to using social media platforms. In
contrast, individuals high in extraversion are open to risky behavior and
not as cautious when disclosing information on social media platforms.
However, to echo the preceding discussion of Facebook app games, in-
dividuals high in both extraversion and conscientiousness are competi-
tive, which makes it likely that they will not see the benefit in using
privacy settings when gaming, as long as they can fulfil their desire to
compete.

Viewed holistically, several of the personality traits are nonsignificant
in their influence on the specified latent constructs. Moreover, those that
exert a significant influence do so with small effect. It is therefore likely
that there are other predictors that better explain the intention to use
Facebook apps in an information privacy context. This is particularly
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evident when looking at the R? value of social norms. From a research
perspective, this implies that studies could use other predictors to sup-
plement personality traits when modeling the intention to use Facebook
apps as a function of information privacy attitudes and concerns.

7. Limitations and future research

This study has several limitations that point to compelling research
opportunities. The most important limitation opens several research
opportunities: We found that personality characteristics were not strong
predictors of Facebook app use in the context of users’ IPCs. Instead, our
findings provide further evidence of the consumer “privacy paradox,”
(Dinev and Hart, 2006; Norberg et al., 2007; Hallam and Zanella, 2017),
in which consumers who say they care about their privacy and personal
information disclosures often paradoxically abandon such considerations
when they actually use technology or social media.

These are particularly troubling findings, because one explanation
could be that users of Facebook apps, as well as similar apps, are
increasingly conditioned to be apathetic about their privacy. In fact,
some researchers have begun to question whether consumer concerns
regarding privacy are a historical relics (Dienlin and Trepte, 2015). For
example, in a qualitative study, Hargittai and Marwick (2016) found that
individuals are generally apathetic about information privacy when
using social media. This finding was particularly pronounced for younger
individuals who indicated that they had no choice but to use social
media, regardless of privacy threats. In extreme cases, the sense of lack of
privacy was found to be so severe that participants simply acknowledged
that they do not use any privacy settings. The view of many participants
was that it was only a matter of time before their personal information
would be used in unauthorized manner, suggesting that they view all
users as equally vulnerable. This view, regardless of one's use of privacy
settings or concerns, is particularly important given the recent unau-
thorized use of users' Facebook data by Cambridge Analytica. The fact
that Hargittai and Marwick's (2016) study predates the Cambridge
Analytica scandal makes an even more compelling case that theory
should include consideration of the degree to which users are apathetic
regarding information privacy in a Facebook app-use context.

From a policy and societal perspective, if this trend continues, the
combination of the privacy paradox and consumer apathy places Face-
book app developers and similar firms in a strong position to systemat-
ically exploit their users' information privacy—regardless of the privacy
laws intended to protect consumers. For example, progressive European
laws have required much greater disclosures about how companies use
private consumer data, along with more informed consent—by providing
privacy policies explicitly detailing how consumers' data will be used that
users agree to. However, these laws become largely irrelevant if con-
sumers remain apathetic about their privacy and simply skip reading an
app's privacy policy and quickly agree to its terms to begin using the app.
Ironically, such laws thus may give stronger legal cover to organizations'
open exploitation of consumers' private data, because so many consumers
willingly hand over such data.

In fact, recent research has shown that this is increasingly pervasive
across cultures, because people are driven to satisfy their information and
social needs at the expense of privacy concerns (Pentina et al., 2016).
Thus, for policy and consumer protection reasons, there are compelling
reasons to explore models and methods that could mitigate this gross
information privacy imbalance. We likewise concur with researchers and
policy makers who advocate for the crucial need to increase consumers’
online privacy literacy (Bartsch and Dienlin, 2016). In further examining
this literature, we believe a promising direction to address this issue is to
better understand and represent just how consumers make
privacy-related decisions around “bounded rationality” in a Facebook
app setting. Here, researchers could leverage studies on smartphone
app-use contexts that has dealt with similar issues, and explained the
consumer “privacy paradox” in terms of an extended rational “privacy
calculus” model that better considers consumers as operating under
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“bounded rationality” (e.g., they have limited cognition, time pressure,
limited information, and their decisions are not fully rational, but also
emotional) (Keith et al., 2013, 2014, 2015, 2016).

Moreover, we did not focus on the motivations for individuals' use of
Facebook apps. Based on other behavioral technology research, we sur-
mise that such motivations are likely mixed and lean toward hedonic
motivation and other kinds of intrinsic motivation (e.g., relax, learn,
discover) (Posey et al., 2010; Lowry et al., 2015; Shibchurn and Yan,
2015; Church et al., 2017; Mekler et al., 2017; Divine et al., 2019). For
example, individuals may use Facebook apps to relax and unwind (e.g.,
playing Facebook games) as opposed to being productive, which may
alter information privacy attitudes and expectations. To address this issue
and further investigate the role of norms, researchers could incorporate
social psychology theories, such as self-determination theory, by investi-
gating the influence of autonomous and controlled motivators (Deci and
Ryan, 2008; Rezvani et al., 2017; Mills and Allen, 2020), such as
perceived rewards (e.g., enjoyment in the case of games), peer approval,
self-esteem, and the individual's ego.

Relatedly, our model and subsequent analysis did not consider all the
relationships of the TPB; likewise, it did not consider several extensions
of the TPB that would be promising in our context. For example, we did
not incorporate the relationships that would typically exist between so-
cial norms and attitude toward privacy as well as social norms and IPCs.
Future research should include similar relationships to understand the
influence of norms on privacy attitudes and privacy concerns. It is likely
that the addition of these relationships would increase the explanatory
power of the constructs attitude toward privacy settings and IPCs. It is
likewise crucial to consider recent TPB extensions and uses that have
been effective in consumer privacy paradox settings, such as the posting
of selfies (Kim et al., 2016), which are often highly private, and consid-
erations of trust theory extensions (Cheung and To, 2017) for this
context.

Researchers should also consider making use of causal and longitu-
dinal data sets, as opposed to the noncausal cross-sectional data set used
in this study. This has recently been accomplished, for example, in
considering privacy-protective behaviors in smartwatch games (Williams
et al., 2019). Such longitudinal approaches can give researchers a clearer
idea as to the persistence of the results obtained in this study. This could
be particularly useful if mixed motivations are indeed a key factor in this
context, because research on mobile app adoption shows that although
intrinsic motivations are more important at first, extrinsic motivations
become more important over time (McLean, 2018).

Moreover, culture itself has consistently been shown to be a key
determinant of privacy perceptions in technology-use contexts (Lowry
et al., 2011). First, different countries have different laws and social
norms with respect to privacy; for example, Chinese users are consis-
tently less concerned about privacy than Western users (Lowry et al.,
2011; Peters et al., 2015). To expand on this, a single study could be
conducted in a variety of countries with known differences in views
about information privacy. It is likely, for example, that German re-
spondents will have vastly different views about the use of Facebook
privacy settings than US respondents. Results from such longitudinal
studies would also give a clearer indication of how effective the use of
personality traits is in explaining privacy attitudes. For example, the
nonsignificant nature of the relationship between attitude toward privacy
settings and intention to use privacy settings may indicate that personality
traits are not the best predictor of privacy attitudes. However, this cannot
be stated conclusively without further longitudinal work. To further
address the nonsignificant nature of attitudes toward privacy settings,
future research could include constructs that evaluate concepts such as
information privacy control, apathy toward information privacy, privacy
fatigue, and Facebook dependency. Individuals who are increasingly
dependent on Facebook are likely to exhibit an apathetic attitude toward
information privacy, because their motive for using the platform over-
rides any privacy concerns (Hargittai and Marwick, 2016; Kanat-May-
mon et al., 2018).
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Another limitation of this study is that it focused only on Facebook
apps. To further validate the findings of this study, similar research needs
to be conducted on other platforms, such as Google+, where users
leverage apps from the Google Play Store. The same applies to users of
Apple devices who make use of apps from the App Store. Future research
on privacy attitudes and concerns (but not necessarily via apps) could
also be conducted on Instagram. The use of Instagram is particularly
important, because it is the second most popular social media platform in
the United States (Pew Research Center, 2019).

Finally, this study did not incorporate measurement items to assess
how socially desirable respondents' answers were. This is especially
pertinent given that we found evidence suggesting that some users’ in-
tentions may contradict their actual behavior (i.e., their use of apps
persists even though they expressed privacy concerns). A recent cross-
cultural study dealing with the privacy paradox included such a scale
(Peters et al., 2015). It used the classic scale from Crowne and Marlowe
(1960). We therefore suggest that researchers include such a social
desirability scale in their questionnaires. For example, researchers could
include any of the short-form Marlowe-Crowne social desirability scales
(Ray, 1984), which would make it possible to exclude responses deemed
dishonest (Snyman et al., 2017).

8. Conclusion

This study investigated the influence of personality traits on Facebook
privacy behavior. Specifically, to determine which personality traits are
most vulnerable to privacy violations, such as the harvesting, and sub-
sequent unauthorized use, of personal information as a function of an
individual's attitude towards privacy. In this instance the use of Facebook
privacy settings to secure Facebook app-based information. To determine
the latter, we recontextualized the TPB by conceptualizing the influence
of Facebook users' attitude toward information privacy settings, social
norms, and IPCs. Our investigation revealed that only IPCs were found to
exert a significant negative influence on intention to use Facebook apps.
Surprisingly, we found attitude towards privacy settings to exert a
nonsignificant influence on intention to use Facebook apps, which we
conclude may be aligned with the significant influence of social norms
within a competitive context. In this regard, we argue that because many
Facebook apps are indeed games (or gamified), intended use of apps is
possibly driven more by competing with peers than conforming with
peers. As a result, and like Facebook, the use of Facebook apps is also
subject to social influence. In addition to the statistical analysis, we
conclude that there are important privacy implications when considering
norm-driven use of Facebook apps. Especially when co-creating/owning
content with individuals high in extraversion, whose social and outgoing
nature make them (and their Facebook friends) vulnerable to the unau-
thorized use of harvested personal information. Specifically, through the
process of psychological targeting.

Finally, from a personality perspective, and via post hoc analysis, we
found that the combined presence of high degrees of extraversion and
conscientiousness exerted the largest negative effect on attitude toward
privacy settings. We therefore argue that individuals high in both extra-
version and conscientiousness are the most vulnerable to information
privacy violations, such as the unauthorized use of their Facebook app-
based personal information.
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