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A B S T R A C T   

The COVID-19 pandemic is the defining health crisis of the world in 2020 and the world economy is affected as 
well. Bangladesh is also one of the impacted countries, which needs to conduct sufficient tests to identify patients 
and accordingly adopt measures to limit the massive outbreak of this viral infection. But due to economic 
drawbacks and also unavailability of testing equipment, Bangladesh is lagging critically behind in test numbers. 
This study shows a pool testing method named Conditional Cluster Sampling (CCS) that utilizes soft computing 
and data analysis techniques to reduce the expense of total testing equipment. The proposed method also 
demonstrates its effectiveness compared to the traditional individual testing method. Firstly, according to pa
tients’ symptoms and severity of their conditions, they are classified into four classes- Minor, Moderate, Major, 
Critical. After that Random Forest Classifier (RFC) is used to predict the class. Then random sampling is done 
from each class according to CCS. Finally, using Monte Carlo Simulation (MCS) for 100 cycles, the effectiveness 
of CCS is demonstrated for different probability levels of infection. It is shown that the CCS method can save up 
to 22% of the test kits that can save a huge amount of money as well as testing time.   

1. Introduction 

The worldwide COVID-19 pandemic is now difficulty to humanity 
which is caused by Severe Acute Respiratory Syndrome Coronavirus 2 
(SARS-CoV-2). Bangladesh is one of the many countries to be affected by 
COVID-19. The first positive patient was identified in Bangladesh on 
March 7, 2020. The transmission was minimal through the month of 
March, but exhibited a steep increase since April 2020 and up to June 
24, 2020, Bangladesh is placed at 17th position considering the total 
number of infected patients [1]. The exponential increase in the number 
of sample testing could help beat the transmission, but as of June 24, 
2020, Bangladesh stands in the 147th position in the number of tests per 
million populations in the world which is the bottom-most position in 
the South Asia region. Not only in Bangladesh, even in the most devel
oped countries, reverse transcription-polymerase chain reaction 
(RT-PCR) testing, which involves swab testing for the virus’ genetic 
material and is currently the standard test, is severely constrained. This 
is due to shortages in key supplies, such as reagents, and a limit to the 

number of tests that can be performed per day using existing equipment 
[2]. 

Germany and India have already adopted pool testing methods to 
enhance their number of tests with the expense of a limited number of 
test kits [3]. This study shows a Conditional Cluster Sampling (CCS) 
method where patients are tested in pools, instead of individual testing 
using a numerical method that implements both machine learning and 
statistical data and upon obtaining results of each pool, a decision is 
taken whether to continue the testing iteration or to terminate it. 

The prime motives of this study are to:  

1. Classify the total number of patients on the basis of severity of their 
conditions  

2. Apply CCS to decrease the expense of test kits. 

The entire paper is organized as follows- Section 2 describes the 
related recent literary works. In section 3, the basic methodologies along 
with the soft computing methods are discussed. At first, data collected 
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from a population of potential patients for their symptom details, ac
cording to those details they are classified into four classes- Minor, 
Moderate, Major, and Critical taking the opinions of specialist frontline 
doctors. Then using a machine learning algorithm, Random Forest 
Classifier (RFC), each patient is classified into one of these classes and 
after implementing the CCS method, the patients are tested. Afterward, 
using Monte Carlo Simulation (MCS) techniques for different probability 
levels of infection, the efficacy of the method is demonstrated. Section 4 
covers the results and discussions of the methodologies, including data 
description as well as the comparative analysis of the traditional method 
and proposed method. Finally, in section 5, conclusions with limitations 
and assumptions on the paper and its future directions are provided. 

2. Literature review 

Underdeveloped countries in Africa encounter greater limitations to 
testing resources, leaving them ill-equipped to react to the pandemic 
[4]. Rapid detection tests (RDT) using kits based on antibody detections 
are less reliable than the PCR-based tests. So, the rapid microfluidic 
RT-PCR method can be replaced with that to ensure accuracy which is a 
very sensitive issue regarding this virus spread [5]. 

2.1. Symptoms of COVID-19 

Fever, high body temperature, cough, fatigue, headache, hemopty
sis, diarrhea, and dyspnoea are the major symptoms of COVID-19 since 
the early days of the outbreak in China [6]. Fever, cough, shortness of 
breath, myalgia, haemoptysis, sputum production, sore throat, rhinor
rhoea, chest pain, and diarrhea are found to be the major symptoms of 
this disease in the literature review [7]. 

2.2. Predicting the COVID-19 outbreak 

A modified stacked autoencoder for modeling the transmission dy
namics was proposed to predict the confirmed cases of COVID-19 in 
China [8]. The robust Weibull model based on iterative weighing was 
used to predict the number of active cases of COVID-19 in countries 
worldwide [9]. The COVID-19 outbreak was predicted by different 
mathematical evolutionary algorithms and two distinct Machine 
Learning (ML) techniques. Among ML techniques, artificial neural 
network (ANN) outperformed adaptive neuro-fuzzy inference system 
(ANFIS) [10]. 9 different ML algorithms were employed to estimate the 
new cases of COVID-19 outbreak in 10 densely populated countries 
worldwide to find the best-fitted model for each country [11]. The 
autoregressive integrated moving average (ARIMA) and least square 
support vector machine (LS-SVM) models were employed to predict the 
confirmed cases of COVID-19 in the five countries of the world. Both 
models showed good results. However, the accuracy of the LS-SVM 
model is better than the ARIMA model [12]. Support vector regression 
model was proposed to forecast the death and active cases of COVID-19 
in India for the period of 1st March to April 30, 2020 [13]. 
Country-based prediction models for the COVID-19 pandemic are pro
posed and fathomed by multi-gene genetic programming (MGGP) [14]. 
A deterministic mathematical model based on susceptible, infectious, 
exposed, and recovered (SEIR) persons is developed to predict the 
COVID-19 outbreak. This model considers the effect of lockdown to 
estimate the number of affected people in Saudi Arabia [15]. 

2.3. Predicting the COVID-19 patient condition 

A review on group testing is discussed, and it is found that group 
testing can reduce the constraints in the available testing methods for 
SARS-CoV-2 [2]. The probability to be a positive victim of COVID-19 
was predicted based on the neural network. The cluster sampling was 
consisted based on that prediction and it is posited that 73% of tests can 
be mitigated [16]. It is proposed that 30 samples per pool can ameliorate 

test capacity with existing test kits and identify positive samples with 
sufficient adequate diagnostic accuracy [17]. A single positive sample 
can be determined in pools of up to 32 samples, with 90% accuracy. 
With certain cycle amplification, the sampling size may be increased up 
to 64 samples with a minimum error rate [18]. The optimum pool size 
was calculated based on the prevalence conditions of positive tests. If the 
pool is positive, all samples will be tested individually while for negative 
tests, the pool was unaffected [19]. It is found that the pool testing 
method depends on the infection rate. If the infection rate is high, the 
pool size will be small. It is proposed that for 30.78% positive tests, the 
optimal pool size should be 3. On the contrary, the pool size is consid
ered to be 25 for a 0.18% infection rate [20]. ANN is used to predict the 
condition of recovered and death cases of COVID-19 patients in South 
Korea based on seven major variables such as country, infection reason, 
sex, group, confirmation date, birth year, and region. It is discerned that 
infection reason and region are the most significant variables for pre
dicting the status of recovered and dead victims, respectively [21]. A 
detailed review on ML and deep learning models for the classification of 
coronavirus images such as x-ray and CT scans are represented and it is 
posited that convolutional neural network (CNN) could be a useful 
technique to identify early-stage detection, distinguishing, and extrac
tion of essential features automatically [22]. A random forest algorithm 
was used to predict the condition of affected victims of the COVID-19 
based on geographical, travel, health, and demographic data [23]. 

3. Methodology 

This research focuses on conditional cluster sampling (CCS) for 
COVID-19 patients based on the health condition of patients. Basically, 
this work is divided into four major steps as follows:  

1. Collecting the patient database.  
2. Applying Random Forest Classifier (RFC) to classify each patient’s 

condition.  
3. Implementing the CCS method based on the condition of the patient. 
4. Applying Monte Carlo Simulation (MCS) at different levels of prob

ability for several cycles to estimate the total number of tests. 

3.1. Step-1: collecting patient database 

The data was collected for patients across different age groups. In 

Fig. 1. Patients’ age group.  
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Fig. 1 the different age groups are shown, where the majority of the 
patients are adults, and the least number of patients are from the teenage 
category. 

In Fig. 2, the gender divisions of the patients are shown. Its seen that 
most percentages of the patients were males, and the least percentage 
were transgender. 

In Fig. 3 the locations of different patients are displayed. All the 
patients were from Dhaka city, only from different zones. Depending on 
COVID-19 spread, the entire Dhaka city is divided into 3 zones- Red, 
Yellow, and Green [24]. The figure shows the percentage of patients 
belonging to each of these regions. 

In Fig. 4, the numbers of patients are demonstrated against each of 
the listed symptoms under consideration. The most common symptoms 
among patients are found to be fever and headache. 

Symptoms of individual patients are collected over the survey. This 
information is sent to frontline doctors directly involved in the treatment 
of COVID-19 patients to analyze their conditions and depending on the 
doctors’ report, the database is completed. 

3.2. Step 2: applying Random Forest Classifier (RFC) to classify each 
patient’s condition 

Random Forest (RF) is a supervised machine learning algorithm that 
is mainly used for classification applications also used for both classifi
cation and prediction; however, it is mainly applied for classification 
applications. Forest means trees and the more trees the more robust the 
forest is. In the random forest classification method, this model creates 
different decision trees based on data samples and when new data points 
are inserted for its class prediction, each decision tree gives one pre
diction, and finally, the best solution is selected by voting. For an input 
vector (x), each decision tree will give a vote. Then, CB

rf =

majorityvote{Cb(x)}B
1 where Cb(x) is the prediction of class on bth 

random-forest tree and CB
rf is the final prediction using the majority vote 

[25]. The main concept behind this model is simple but a powerful one. 
The reason for this wonderful effect is that the models protect each other 
from their errors. The choice of attribute selection and pruning methods 
are necessary for the design of decision trees. There are many attribute 
selection methods but the most frequently used attribute selection 
measures in decision tree induction are the gain ration criterion [26] and 

the Gini Index [27]. RFC uses the Gini Index method for its attributes’ 
selection which measures the impurity of an attribute with respect to its 
classes. For a given training set P, selecting a sample case randomly and 
to predict its class as Ci, the Gini index can be written as- 
∑∑

j∕=i

(f (Ci, T) / |T|)
(
f
(
Cj, T

) /
|T|

)

Here, (f(Ci, T) /|T|) is the probability that a selected case belongs to the 
class Ci. 

For generating a prediction model through RFC, basically, two pa
rameters are rudimentarily required-the number of classification trees 
and the predicting variables that reside in each node to spread out the 
trees. The selected features are expanded for each node and this way, N 
decision trees are grown where N is a user-defined value about the 
number of trees to be grown. When new data points are introduced, 
these are passed down to all those trees and then it chooses its class by 
maximum votes out of N votes. 

For this research, input data with various features and an output 
attribute with different levels are split into two datasets: training dataset 
and testing dataset. Then bootstrap aggregating and attribute bagging 
are developed to form a randomly selected decision tree by minimizing 
the misclassification rate. Finally, the testing dataset is examined to 
predict the class. 90% of data is used as training data [28] while the rest 
of the data is assigned as testing data to classify the patient’s condition. 

The patients’ conditions are basically divided into four prime classes- 
Minor, Moderate, Major, and Critical that are named class-1, class-2, 
class-3, and class-4, respectively. Using the training dataset, the RFC 
module is trained and then after applying RFC, the classification of the 
test dataset is done based on the symptoms of the patients. Fig. 5 shows 
the yielded patient categorizations. 

3.3. Step 3: implementing the CCS method based on the condition of the 
patient 

Conditional Cluster Sampling is a technique to stratify the cluster 
sample based on the condition of the patient. For the better accuracy of 
the test, the maximum cluster size chosen is 64 [18]. The sample size is 
inversely proportional to the severity that means more severe cases are 
clustered into small sample sizes. The main reason behind this is that the Fig. 2. Patients’ gender divisions.  

Fig. 3. Patients’ location.  
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probability of a critical patient to be positive for COVID-19 is higher 
than other patients. On the contrary, the possibilities of a minor patient 
to be affected are less than other patients. A larger cluster size can 
truncate the testing cost and time. The clusters are classified into 4 sizes 
such as 64, 32, 16, and 8. Sample sizes of the cluster are chosen for ease 
of division. For instance, 64 can be divided into two 32 groups, then 32 
can also be divided into two 16 groups, and so on. The sample size of 16 
was assigned for the most critical patients while the rest of the patients 
are classified into 64. Afterward, based on the severity of the patients’ 
health condition and their designated class, the CCS testing method is 
implemented on the test data. 

3.4. Step 4: applying Monte Carlo Simulation (MCS) at different levels of 
probability for several cycles to estimate the total number of tests 

In Monte Carlo simulation, random samples from each statistical 
distribution are used as the values of the input variables. For each set of 
input parameters, we get a set of output parameters. We collect such 
output values from a number of simulation runs for different classes. 
Then variations in output are analyzed to make decisions about the final 

simulation results [29]. Finally, MCS was implemented to estimate the 
total number of tests for separate classes, and results were compared 
with the traditional individual testing method. This provided an esti
mate of the total percentage of test kits saved with CCS. 

3.5. Process flowchart of the research work 

Fig. 6 depicts the process flowchart of conditional cluster sampling 
(CCS). At first, the feedback from the designated patient group is 
collected through different media such as the Google response form, 
over the phone, and via Email. Then the symptoms are identified, and 
the doctor’s opinion about the patient’s condition is recorded, to create a 
database containing the symptom levels and patient condition. The data 
is used to train the RFC model and the tested data is employed to classify 
the patient’s condition based on a variety of symptom levels. There are 
four levels of patients based on severity such as class- 1, 2, 3 & 4. Here, 
the severity level is taken to be increasing with higher classes; for 
instance, the class-4 patients are considered more severe than any other 
class of patients. Accordingly, clustering is done among different classes. 
For example, if the patient is from class-2, the cluster size is 64. After 
testing the cluster sample, if the test result is negative, all the patients 
are free from COVID-19, and further testing is not needed. If the result is 
otherwise, it is divided into two clusters. The sample size is then 32 and 
these two clusters are formed and tested again. If the result is positive for 
both clusters, again each cluster is divided into two sub-clusters and the 
cycle continues until the results come negative or the sample size re
duces down to 8. If the test results are positive again when the sample 
size is 8, then all the samples are examined individually. Thus, this 
condition-based cluster sampling method continues. The effectiveness of 
this CCS is evaluated using MCS at different probability levels. The 
probability level refers to the infected rate of various classes of patients. 
The probability to generate random data is assumed based on historical 
data. Thus, the total number of required tests using CCS is evaluated. 
Here the MCS is iterated for 100 cycles for more accuracy. Finally, re
sults are compared to the traditional testing method to check the efficacy 
of the proposed method. 

Fig. 4. Patients’ symptoms.  

Fig. 5. Patient type.  
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4. Results 

The key symptoms of COVID-19 found in the literature are classified 
into eight types with different levels that are shown in Table 1. 

A survey was conducted on 4000 people from different areas of 
Bangladesh to get their symptoms. Then expert doctors’ reports on 
suspected victims are collected. From the reports collected, the severity 
of the victims’ condition is classified into four types that are delineated 

below:  

i. Minor (class-1)  
ii. Moderate (class-2)  

iii. Major (class-3)  
iv. Critical (class-4) 

Thereafter, Random Forest Classifier (RFC) is used to predict patient 

Fig. 6. Process flowchart of conditional cluster sampling (CCS).  

Table 1 
Symptoms of COVID-19.   

Symptom-1 Symptom-2 Symptom-3 Symptom-4 Symptom-5 Symptom-6 Symptom-7 Symptom-8 

Fever Cough Sore in throat Difficulty in breathing Pain in chest Runny nose Headache Pneumonia 

Level No No No No No Yes No Yes 
0–2 days Wet Mild Mild Mild No Mild No 
2–4 days Dry Moderate Moderate Moderate  Moderate  
More than 4 days  Severe Severe Severe  Severe   
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condition, where 90% of the data are used as training and the remaining 
as testing in R studio (version 3.6.3). We have tuned the model by 
coding, and the best model was found with ntree = 100 (number of trees 
in the random forest) and mtry = 2 (no of attributes selected randomly 
for each tree during attribute bagging in a random forest). The accuracy 
of the model is 96%, which indicates that the training dataset is well 
constructed. A random tree and the confusion matrix are depicted below 
in Fig. 7 and Table 2, respectively. 

How outcomes are dependent on each of the symptoms has been 
shown in Fig. 7. For any random patient, if symptom-1 (fever) sustain 
more than or equal to 2 days, it will check whether it sustained more 
than or equal to 5 days. If so, the patient is considered to be a critical 
patient. If else, it will further check the level of symptom-4 (difficulty in 
breathing). If there is no breathing problem, it will be taken as a mod
erate patient. If else, it will again examine the level of symptom-5 (pain 
in chest). If the level is minor or moderate, it will look over symptom-2 
(cough). If there is no cough, it will be a moderate patient else if else it 
will examine symptom-3 (sore in the throat). If there is a mild or mod
erate sore throat, the patient is minor else it will again check this 
symptom. If sore throat is severe it will be a critical patient otherwise it 
will be a moderate patient. 

The predicted data is utilized to apply in CCS using R studio (version 
3.6.3) to find out the total number of tests needed. Up until June 24, 
2020, the COVID-19 positive cases in Bangladesh are 18% against the 
total number of tests performed [1]. In this study, the results are 
depicted in two ranges of probability levels for a patient being tested 
positive. For the first case, the maximum probability of a patient testing 
positive is assumed to be 25% (Table 3) and in the second case, the 
maximum probability is assumed to be 20% (Table 4). The probability 
range of patients to be considered COVID-19 positive are distributed for 
each class and in Tables 3 and 4, the first 2 columns show the number of 
patients in each severity category. Then after running the CCS method 
for 100 MCS cycles for the associated probability levels of testing posi
tive, the average number of tests required for each category of patient is 
shown in column 4. In column 5, the percentages of tests saved are 
shown. In the last column, the number of times fewer tests were required 

in 100 cycles of MCS is shown. It represents out of 100 cycles of simu
lation how many times CCS required fewer tests than the traditional test 
which will give us the effectiveness of the CCS method. 

From Table 3, it is seen that for the minor category, the probability of 
a patients’ testing positive is assumed to be 10% or 0.10. Under this 
probability, the CCS method is applied for 100 MCS cycles, and for a 
total of 107 patients in this minor category, on average 88 tests are 
required per 100 cycles, which yields a 17.75% savings in terms of total 
test kits. Also, from the simulation, it is seen that among the 100 MCS 
cycles, in 98 cycles the CCS method expensed less number of test kits 
compared to the conventional individual testing method. Hence, the last 

Fig. 7. A random tree from Random Forest predictor.  

Table 2 
Confusion matrix of patients’ condition.   

Actual Patients’ condition 

Minor Moderate Major Critical 

Predicted patients’ 
condition by RFC 

Minor 101 0 6 0 
Moderate 3 137 0 0 
Major 1 0 99 1 
Critical 0 0 0 51  

Table 3 
The result of CCS at a higher probability level.  

Patient 
condition 

No of 
patients 

Probability 
of being 
positive 

Average 
Number of 
tests 
needed in 
pool 
testing in 
100 cycles 
of MCS 

Percentage 
of tests saved 
compared to 
traditional 
test 

No of 
times 
fewer tests 
required 
in 100 
cycles of 
MCS 

Minor 107 0.10 88 17.75% 98 
Moderate 140 0.15 125 10.71% 71 
Major 101 0.20 90 10.89% 65 
Critical 51 0.25 45 11.76% 35 
Total 399  348 12.78%   
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column of Table 3 shows the effectiveness of CCS for a higher probability 
level. Combining the results from all the categories, for 399 patients it 
takes only 348 tests on average for 100 MCS cycles, which results in a 
saving of 12.78% test kits for a maximum 25% probability of testing 
COVID-19 positive which prove that CCS outperforms the traditional 
testing method. 

On the contrary, at a lower probability level (maximum 20%), the 
performance of CCS is found to be enhanced greatly in all aspects. The 
total percentage of reduction in the test kit is 22.81%, where the average 
number of tests needed in CCS for 100 cycles of MCS is only 308 against 
399 total patients. In the last column where the effectiveness of CCS is 
shown, it is observed that in every cycle for a minor symptomatic pa
tient, CCS outperformed the traditional testing method and for a critical 
patient, in 60 cycles CCS performed better. The results at a lower 
probability level along with the adjacent probability level are shown in 
Table 4. 

The comparative analysis is depicted is Fig. 8 where the graph is 
showing the comparison between the test numbers needed to conduct 
the traditional individual testing method, CCS method under higher 
infection probability, and CCS under lower infection probability 
respectively under four patient classes. For minor classes, in the tradi
tional testing method, 107 tests are needed for 107 patients. Under 
higher probability level 88 tests are needed whereas for lower proba
bility level 68 tests are needed to test all 107 patients. 

In Fig. 9, the comparative analysis is done between two probability 
levels regarding the percentage of test kits saved with a change in the 
severity class of a patient. In minor classes, almost 19% of test kits are 
less required in lower probability level of infection than higher proba
bility level of infection in comparison with the traditional individual 

testing method. 
In Fig. 10, the graphs show the number of times CCS performed 

better in all four severity levels of the patients, and also a comparison 
can be derived from this graph between the performance of the CCS 
method itself, respectively, under lower and higher probability levels of 
infection. This graph basically shows the effectiveness of the CCS 
method for different infection levels. The Y-axis data is plotted from 
column 6 of the table no. 3 and 4 where data is derived for 100 MCS 
cycles and the X-axis is plotted the severity of patients. 

5. Discussion 

The compiled results from Table 3 and Table 4 show that in all the 
cases, CCS takes up less test kits compared to the individual testing 
method. From both probability levels analysis, it is evident that CCS 
performs far better in patients with minor symptoms, but its perfor
mance degrades as the severity of the patient’s condition increases. The 
main reason for this is that the probabilities of infection are taken to be 
less in these classes due to less severity of the physical condition. Also, 
among the less severe class, pool size starts from 64, which gives more 
windows to salvage the benefits of clustering. On the other hand, for 
critical patients, only 35 times out of 100 cycles (Critical class of patients 
in Table 3) and 60 times out of 100 cycles (Critical class of patients in 
Table 4), better results are obtained compared to the traditional indi
vidual testing method. This can be the result of a higher probability of 
infection in this class as well as the initial pool size which is 16. For 
critical patients, upon getting positive results in the 1st cluster test, in
dividual tests are conducted among this class, like the traditional 
method. Thus, poorer results are obtained with CCS as patients’ condi
tions tend to get more critical. 

From Fig. 8, we can observe that in every simulation step, CCS takes 
up fewer test numbers than the traditional testing method. But it is also 
observed that with the advance in the severity level, the saving of test 
kits reduces as the sample size reduces. Again from Figs. 9 and 10, it is 
observed that the savings of test kits decrease as the probability of 
infection increases. So, it can be deduced that CCS saves comparatively 
fewer test kits in a scenario where there are higher infection rates. Also, 
in Fig. 10, the negative slope of both curves shows that as the severity 
class of patients’ advances, the test kit saving decreases per 100 MCS 
cycles for both cases which means that CCS tends to be more like an 
individual testing method with an increase in the patients’ severity. 
Also, the CCS method mainly relies on symptoms to classify the patients. 
So the method is not effective for asymptomatic patients. 

Table 4 
The result of CCS at a lower probability level.  

Patient 
condition 

No of 
patients 

Probability 
of being 
positive 

Average 
Number of 
tests 
needed in 
pool 
testing in 
100 cycles 
of MCS 

Percentage 
of tests saved 
compared to 
traditional 
test 

No of 
times 
fewer tests 
required 
in 100 
cycles of 
MCS 

Minor 107 0.05 68 36.45% 100 
Moderate 140 0.10 112 20% 96 
Major 101 0.15 85 15.84% 83 
Critical 51 0.20 43 15.69% 60 
Total 399  308 22.81%   

Fig. 8. Comparison of test numbers for traditional method and CCS (at both probability levels).  
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6. Conclusion 

Bangladesh is undergoing community transmission in the spreading 
COVID-19 and to address this, the initial focus has been on case iden
tification. The case identification is currently very low due to a shortage 
of testing kits. This study suggests a means to mitigate this issue by 
utilizing conditional cluster sampling. This study incorporates a nu
merical method, probabilistic sampling, and health science to arrive at a 
systematic cluster specimen testing method, which is the CCS method. 
The accuracy of RFC to predict a patients’ class is 96%. The CCS method 
is repeated for 100 cycles according to MCS, whuch resulted in a saving 
of 12% test kits for higher probabilities of positive cases detection and 
22% for lower probabilities of positive cases detection of the test kits. 
This will save both time and money for rapidly obtaining test reports. 

The CCS method is beneficial in terms of mass specimen testing. 
However, this study has some limitations-  

1. The probability ranges are selected based on current statistics and 
infection patterns. The probability is contingent upon different 
infection patterns and situations.  

2. The test data set is only 399 patients. Testing on a higher population 
will most likely derive a more accurate scenario.  

3. The model does not consider asymptomatic patients.  
4. Due to computational simplifications, 100 cycles of simulation is 

conducted in MCS. An increase in the number of cycles is likely to 
deliver a more precise result. 

This study can also be explored using other intricate tools in the 
future. This research utilizes RFC to classify the test data which can also 
be done using Deep Learning or a Deep Neural Network algorithm to add 
more dimensions. 

Declaration of competing interest 
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Fig. 9. Percentage of tests saved compared to traditional test at two probability levels.  

Fig. 10. Percentage of tests saved compared to traditional test at two probability levels.  
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