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Abstract
The skin conductance (SC) and eye tracking data are two potential arousal-related psychophysiological signals that can serve as the 
interoceptive unconditioned response to aversive stimuli (e.g. electric shocks). The current research investigates the sensitivity of 
these signals in detecting mild electric shock by decoding the hidden arousal and interoceptive awareness (IA) states. While well- 
established frameworks exist to decode the arousal state from the SC signal, there is a lack of a systematic approach that decodes the 
IA state from pupillometry and eye gaze measurements. We extract the physiological-based features from eye tracking data to 
recover the IA-related neural activity. Employing a Bayesian filtering framework, we decode the IA state in fear conditioning and 
extinction experiments where mild electric shock is used. We independently decode the underlying arousal state using binary and 
marked point process (MPP) observations derived from concurrently collected SC data. Eight of 11 subjects present a significantly 
(P-value <0.001) higher IA state in trials that were always accompanied by electric shock (CS + US+) compared to trials that were 
never accompanied by electric shock (CS−). According to the decoded SC-based arousal state, only five (binary observation) and four 
(MPP observation) subjects present a significantly higher arousal state in CS + US+ trials than CS− trials. In conclusion, the decoded 
hidden brain state from eye tracking data better agrees with the presented mild stimuli. Tracking IA state from eye tracking data can 
lead to the development of contactless monitors for neuropsychiatric and neurodegenerative disorders.
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Significance Statement

Decoding the underlying brain states in response to mild unpleasant stimuli (mild electric shock) can illuminate closed-loop system 
designs. In this research, we develop a framework to decode the state trajectory from the eye tracking data. In parallel, we employ a 
previously developed technique that decodes the state trajectory using the skin conductance (SC) signal. Our findings present a higher 
sensitivity of eye tracking data in detecting mild electric shock than the SC signal.
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Introduction
Environmental stimuli consistently impact the internal brain 
states (1). The effects can be captured by decoding these hidden 
brain states of interest from different physiological signals. 
Particularly, the physiological tissues can deliver a signal to the 
central nervous system and convey information on the current 
state of the body (2). The nervous system sensation, interpret
ation, and integration of the internal body signals is often called 
interoception. Due to the complex anatomy of the interoceptive 
afferents, measuring the pure interoceptive awareness (IA) state 
in a noninvasive and nonsubjective manner is difficult (3, 4). 
Anatomically and functionally, there is an interplay between 
how the body processes the internal signals (pure interoception) 
and how it interprets external sensory information (5). To 

facilitate the modeling step, considering interoception and extero
ception in the same framework is one of the potential approaches 
in contemporary computational neuroscience (5). In this research, 
we consider a broader sense of interoception that reflects the 
changes in brain activity in response to external stressors in the 
fear learning paradigm where a mild electric shock serves as an 
aversive stimulus. We investigate the SC and eye tracking data 
as two arousal-related psychophysiological signals that can serve 
as the interoceptive unconditioned response (UR) to aversive stim
uli (e.g. electric shocks) (6, 7). We evaluate the sensitivity of these 
signals through the hidden arousal and IA states. In particular, we 
develop a decoder to track the IA state using pupillometry and eye 
gaze measurements. In parallel, we apply the previously devel
oped frameworks to decode the arousal state from SC signal (8, 9).
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Recent research underlines an association between interocep
tion and eye (10, 11), while the IA-related eye tracking features 
need to be characterized. This motivates us to extract the 
IA-related features from the eye tracking data and quantify 
one’s IA in response to an environmental stimulus (electric 
shock). Findings on interoception and autonomic nervous system 
(ANS) activation suggest that in addition to arousal, interoception 
also evokes ANS activation (12). From the neurophysiology per
spective, there is enough evidence to detect the influence of the 
ANS on the functions of the eye (13). Thus, the eye movements 
and pupil measures may serve as a candidate for decoding the me
diating internal brain state. In particular, it has been noted that 
pupil measures are directly impacted by the ANS (14). The dilation 
and constriction of the pupil can be adjusted by the variations in 
light levels, cognitive factors, and ANS response (15). Mainly, two 
muscles are involved in changing the pupil diameter: the dilator 
pupillae and the sphincter pupillae. The dilator pupillae is con
trolled by the sympathetic nervous system (a branch of ANS), 
and the sphincter pupillae is governed by the parasympathetic 
nervous system (a branch of ANS).

As opposed to the pupil size, the eye position and orientation 
are governed mainly by the somatic nervous system (SNS). 
Particularly, the extraocular muscles are directly controlled by 
the SNS rather than ANS (16). Although eye movements are deter
mined mainly by the SNS, the ANS still contributes enough to the 
eye position by affecting the blood flow and oxygen supply of ex
traocular muscles (13), making eye movements an informative 
feature in studying the internal brain states. Notably, the correl
ation between the fixation duration and attentional focus has 
been illustrated (15). The impact of autonomic activities on sac
cadic eye movements—rapid eye movements that suddenly 
change the fixation point (17)—may appear on the level of the ex
citatory burst neurons such that the neurons’ firing rates encode 
the saccades’ velocity signal (18).

In this research, given the presence of mild environmental 
stimuli, we are exclusively interested in recovering the 
IA-related neural activity in response to electric shock from the 
eye tracking data and decoding the IA state in the Pavlovian 
fear conditioning and fear extinction experiments. In the 
Pavlovian conditioning paradigm, subjects learn to predict aver
sive stimuli throughout the experiment (19). The aversive stimuli 
serve as the unconditioned stimuli (US). The unconditioned 
stimuli (US) can be paired with different types of neutral cues 
to serve as the conditioned stimuli (CS) (20). In this research, 
two types of visual CS have been used: CS+, which will be accom
panied by US 50% of the time, and CS−, which will not be accom
panied by US at all (US−). We consider a combination of the eye 
tracking features as an informative index of IA in order to decode 
the IA state.

The arousal state is another informative brain state in the fear 
conditioning and extinction paradigm that can reflect the under
lying brain activity in response to the stimuli (21). The SC signal is 
a measure of electrodermal activity (EDA) widely used to decode 
the hidden arousal state (8). In the fear learning context, the SC 
signal can be seen as an interoceptive unconditioned response 
(UR) (6), and arousal may present a form of interoception (22); 
there is a strong positive association between IA and arousal 
(23). According to the wide spectrum of the presented interocep
tion and the high positive correlation between arousal and inter
oception, we may expect a parallelized evoked response in 
arousal and interoception in response to the electric shock. The 
arousal state can be used to perform a qualitative analysis with re
spect to the decoded IA state.

The underlying arousal-related ANS activation can be recov
ered from the “spikey” nature of the SC signal (8). The onset and 
amplitude of the recovered ANS activation can be utilized to 
form various types of observation vectors and decode the hidden 
arousal state accordingly. In particular, the onset of recovered 
ANS activation can be employed to form a binary-type observa
tion vector. In this research, we use the term “event” to describe 
the binary-type observation vectors. Thus, the term arousal event 
refers to the onset of recovered ANS activation. Inspired by the 
marked point process (MPP) framework, the amplitude of recov
ered ANS activation can be coupled with the point process arousal 
events to form the MPP-type observation vector (8). The MPP 
framework has been employed in neuroscience to relate the en
semble neural spiking activity to any relevant covariates (24). 
We employ binary-type and MPP-type observations derived from 
SC (EDA-based), and we use arousal decoders to estimate the 
EDA-based arousal state in fear conditioning and extinction ex
periments (8, 9). We compare the decoded IA state derived from 
eye tracking with estimated arousal from the SC signal.

Most of the illustrated eye tracking features have been em
ployed in heterogeneous paradigms (25), and studies solely fo
cus on pupillometry or eye movements. Also, the majority of 
proposed brain state decoders apply machine learning (ML) 
and deep learning (DL) algorithms, which require a training ses
sion beforehand. We develop a systematic approach that simul
taneously considers pupillometry and eye gaze measurements 
to quantify the IA state. Particularly, we employ pupillometry 
and eye gaze to recover the brain’s IA-related neural activities 
(i.e. IA-related events). Then, using the Bayesian filtering ap
proach within an expectation–maximization (EM) algorithm, 
we decode the eye-based IA state during fear conditioning and 
extinction experiments with no prior training session. We hy
pothesize that the derived IA state based on the eye tracking 
data maintains a higher level in the presence of environmental 
stimuli (i.e. mild electric shock) than the no-shock condition. 
We evaluate the eye-based findings by considering the SC signal 
as a metric of arousal and decode the arousal state (8). We report 
our findings and conclude that eye tracking data presents a 
more sensitive response to mild electric shock than the SC re
sponse. The findings of this study may contribute to the design 
of personalized closed-loop architectures for neuropsychiatric, 
neurological, and neurodegenerative disorders such as post
traumatic stress disorder (PTSD), stroke, and Alzheimer’s dis
ease (AD) (6, 26).

Results
The recovered ANS activity
The SC signal is used to estimate the arousal state and compare 
the findings from the eye tracking measurements. Particularly, 
by modeling a sweat secretion process, the fast-varying compo
nent of the SC signal can be seen as a result of the ANS neural 
stimuli. By performing a signal deconvolution, the ANS activation 
can be recovered from the SC signal (27). Then, the ANS activation 
can be used to decode the underlying arousal state. The left col
umn of Fig. 1 presents (A) the recorded SC signal and (B) the recov
ered ANS activation using a deconvolution framework for one 
subject during the experiment (27). A random window of the ex
periment in the right column of Fig. 1 depicts (A) the SC signal 
and (B) the recovered ANS activity. The background colors corres
pond to three types of trials: (1) CS + US+ trials (red) in which the 
electric shocks and the conditioned stimuli are both presented; (2) 
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CS + US− trials (yellow) in which the electric shocks are absent 

while the conditioned stimuli are presented; (3) CS− trials (blue). 

The SC signal and recovered ANS activity for all participants are 

presented in the Supplementary Material.

The recovered IA-related neural activity
The IA feature extraction step and the recovery of the IA-related 
neural activity from the eye tracking data are visualized in 
Fig. 2. The subplots located on the left column of Fig. 2 refer to 

Fig. 1. An example of the recovered ANS activation from the SC signal (a measure of EDA) for one subject. The left column represents the complete 
recorded data, and the right column shows a random window of the experiment. The sub-panels, from top to bottom, present: A) the raw SC signal; B) the 
recovered ANS activation. 

Fig. 2. An example of the eye-based feature extraction steps and the formation of the IA-related observation for one subject. The left column represents 
the complete recorded data, and the right column shows a random window of the experiment. The sub-panels, from top to bottom, present: A) the onset 
of the fixation (blue impulses) and the fixation duration (the amplitude of each impulse); B) the average pupil size (derived from both eyes); C) the pupil 
size derivative (dilation and constriction speed); D) the average velocity (derived from both eyes); E) the average acceleration (derived from both eyes); F) 
the recovered IA-related events from the eye (blue impulses). 
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the recorded data within the whole experiment, while the sub- 
panels on the right side present a random window of the experi
ment. In order to form a binary vector of the IA-related neural ac
tivity derived from the eye tracking measurements, the following 
features are considered: (A) the fixation onset and its associated 
duration, (B) the pupil size, (C) the pupil dilation speed, (D) the 
eye movement velocity, and (E) acceleration. The intersection of 
the time stamps that meet the specified conditions (covered in 
the methods section) would lead us to form the IA-related neural 
activity (binary) presented in sub-panel (F). The background colors 
refer to CS + US+ (red), CS + US− (yellow), and CS− (blue) trials. 
The determined conditions for each feature are set based on the 
experimental setup, and they can be defined as hyperparameters, 
which can vary. The feature extraction and observation formation 
steps for all subjects are depicted in the Supplementary Material.

The IA and arousal states’ responses to the 
presented stimuli
In Fig. 3, we analyze the epoch of signals over the trials with respect 
to the presented stimuli. Here, the epoch of a signal refers to the 
average data within the specific time windows extracted from 
the continuous signal. Since we are interested in the time window 

of trials, we study the average of signal segments across the trials 
of interest. This type of evaluation is inspired by the event-related 
potential (ERP) studies, which evaluate a brainwave or electrical 
activity in response to the stimuli (28). Here, three types of trials 
are presented: CS + US+, CS + US−, and US−. The event-related 
potential-like (ERP-like) study aims to characterize the signal’s re
sponse to the presented stimuli (29). The investigated signals in 
this study are presented in Fig. 3: (A) the epoch of the velocity (aver
age of two eyes) for one example subject, (B) the epoch of the pupil 
size signal for one example subject, (C) the epoch of the SC signal 
for one example subject, (D) the epoch of the estimated IA state de
coded from the IA-related neural activity (binary observation) for 
one example subject, (E) the epoch of arousal state decoded using 
the MPP observation extracted from the SC for one example sub
ject, (F) the epoch of arousal state decoded from binary observation 
for one example subject, (G) the distribution of IA epochs among 
the subjects (11 subjects), (H) the distribution of MPP-based arousal 
epochs among the subjects (11 subjects), and (I) the distribution of 
binary-based arousal epochs among the subjects (11 subjects). The 
red colors correspond to the CS + US+ trials, the yellow ones corres
pond to the CS + US− trials, and the blue ones correspond to the 
CS- trials. The epoch of the presented signals for each individual 
is in the Supplementary Material.

Fig. 3. The event-related potential-like (ERP-like) analysis in the fear conditioning and extinction experiments. The sub-panels of the figure present: A) 
the epoch of the average velocity and its 95% confidence limits across CS + US+ trials (red), CS + US− trials (yellow), and CS− trials (blue) for an example 
subject; B) the epoch of the pupil size and its 95% confidence limits across CS + US+ trials (red), CS + US− trials (yellow), and CS− trials (blue) for an 
example subject; C) the epoch of SC signal, and its 95% confidence limits across CS + US+ trials (red), CS + US− trials (yellow), and CS− trials (blue) for an 
example subject; D) the epoch of the decoded IA state from IA-related neural activities derived from the eye tracking data (eye-based), and its 95%

confidence limits across CS + US+ trials (red), CS + US− trials (yellow), and CS− trials (blue) for an example subject; E) the epoch of the decoded arousal 
state from ANS activations and their amplitudes (MPP) derived from the EDA measurements, and the 95% confidence limits across CS + US+ trials (red), 
CS + US− trials (yellow), and CS− trials (blue) for an example subject. F) the epoch of the decoded arousal state from arousal events (binary), and its 95%

confidence limits across CS + US+ trials (red), CS + US− trials (yellow), and CS− trials (blue) for an example subject. G) the box plots for the epoch of the 
decoded IA state from the eye tracking data (eye-based) across CS + US+ trials (red box), CS + US− trials (yellow box), and CS− trials (blue box) for all 
subjects; H) the box plots for the epoch of the decoded arousal state (MPP-based) from the EDA measurements across CS + US+ trials (red box), CS + US− 
trials (yellow box), and CS− trials (blue box) for all subjects; I) the box plots for the epoch of the decoded arousal state (binary-based) from the EDA 
measurements across CS + US+ trials (red box), CS + US− trials (yellow box), and CS− trials (blue box) for all subjects. The *** is used to indicate P < 0.001 
where the findings are statistically significant.
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Given the decoded IA and arousal states and considering the 
epochs of CS + US+ trials (N = 30 trials), CS + US− trials (N = 50 tri
als), and CS− trials (N = 80 trials), we perform the one-tailed 
Wilcoxon signed-rank test for each individual as well as partici
pant pool (N = 11), and the significance levels are set as P ≤ 0.001 
(see Statistical Analysis section). For 8 out of 11 subjects, the 
epoch of IA state presents a significantly higher level of IA state 
within CS + US+ trials compared to CS− ones (Table 1). For the 
arousal state case, using the binary and MPP-type decoders, five 
and four subjects display a significantly higher level of state with
in CS + US+ trials compared to CS− ones, respectively (Table 1). 
Considering the aggregated state values among the subjects, the 
epoch of IA state within CS + US+ trials is significantly higher 
than CS + US− and CS− trials (Fig. 3G).

In Table 1, we report the P-values for each individual given the 
null hypothesis, h0 : the epochs of arousal state (derived from 
binary observation and MPP observation) and IA state within 
CS + US+ trials maintain values that are either equal or less 
than the epochs of arousal and IA states within CS− trials 
(h0 : CS + US+ ≤ CS−). Similar statistical analysis for other types 
of trials can be found in the Supplementary Material, where we 

perform a one-tailed Wilcoxon signed-rank test to evaluate the 
h0 : CS + US+ ≤ CS + US− and h0 : CS + US− ≤ CS−. We report the 
corresponding P-values in the Supplementary Material.

The decoded IA and arousal states
The hidden brain state of interest can be decoded from the recovered 
observation vector. To decode the hidden state independent of prior 
training sessions, the Bayesian state-space framework within the EM 
algorithm can be utilized (8). We present each decoder based on the 
input observation, which can be binary-type or MPP-type data 
formed from the EDA measurements (EDA-based), and binary-type 
formed from the eye tracking measurements (eye-based). The sub- 
figures in Fig. 4, from left to right, demonstrate the estimates of IA, 
the estimates of arousal according to the extracted MPP observation, 
and the estimates of arousal given the binary-type observation, re
spectively. The IA decoder utilizes the recovered IA-related neural 
activity to estimate the IA matrices, while the arousal decoder takes 
the recovered ANS activity from EDA to decode the arousal. Subplot B 
of each sub-figure denotes the type of applied observation; subplot C 
of each sub-figure indicates a decoded state, and subplot D of each 

Table 1. The one-tailed Wilcoxon signed-rank test for the decoded IA and arousal states across the CS+US+ and CS− trials.

subject Eye-based IA state EDA-based arousal sate (binary) EDA-based arousal state (MPP)

CS+US+ 
(mean)

CS− 
(mean)

CS+US+>CS− 
P-value

CS+US+ 
(mean)

CS− 
(mean)

CS+US+>CS− 
P-value

CS+US+ 
(mean)

CS− 
(mean)

CS+US+>CS− 
P-value

1 −0.0688 −0.0020 – −0.0284 −0.0037 – −0.1945 0.0544 –
2 −0.1052 0.0402 – −0.0641 −0.0714 P < 0.001∗∗∗ −0.0499 −0.1232 P < 0.001∗∗∗

3 −0.0217 −0.1963 P < 0.001∗∗∗ 0.0350 −0.0016 P < 0.001∗∗∗ −0.0414 0.0284 –
4 0.0869 −0.0858 P < 0.001∗∗∗ −0.0662 −0.0162 – −0.2574 0.0813 –
5 −1.2971 −0.6591 – −0.2374 −0.1539 – −0.3809 −0.1811 –
6 0.1120 −0.0729 P < 0.001∗∗∗ −0.0337 −0.0064 – −0.1337 0.0705 –
7 0.1606 −0.3505 P < 0.001∗∗∗ −0.0182 −0.0033 – −0.0617 0.0115 –
8 0.1844 −0.2618 P < 0.001∗∗∗ −0.5254 −0.4766 – −0.7411 −0.8041 P < 0.001∗∗∗

9 0.5674 −0.6531 P < 0.001∗∗∗ 0.1416 −0.0481 P < 0.001∗∗∗ 0.3191 −0.1129 P < 0.001∗∗∗

10 −0.0793 −0.2049 P < 0.001∗∗∗ 0.0087 −0.0037 P < 0.001∗∗∗ −0.0512 0.0136 –
11 0.2124 −0.1542 P < 0.001∗∗∗ 0.1319 −0.0059 P < 0.001∗∗∗ 0.0617 −0.0163 P < 0.001∗∗∗

This table demonstrates the average epochs of the decoded eye-based IA state from the binary observation and the decoded and EDA-based arousal state from the 
binary and MPP observations. The one-tailed Wilcoxon signed-rank test is performed. The *** is used to indicate P < 0.001 where the findings are statistically 
significant.

Fig. 4. An example of the decoded IA and arousal states for one subject. The left column represents the estimates of the eye-based IA using a binary 
observation (IA-related neural activity), the middle column corresponds to the estimates of the EDA-based arousal derived from MPP observation, and the 
right column depicts the EDA-based estimates of arousal from a binary observation. The sub-panels, from top to bottom, depict: A) the physiological 
signal of interest (e.g. pupil size or SC); B) the applied observation vector; C) the decoded state trajectory its 95% confidence limits; D) the probability of 
event occurrence; E) the internal brain state index (HII or HAI). 
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sub-figure presents the probability of observing the impulses. The 
quantified brain states vary between the subjects. Hence, there 
should be a general tool to personalize the state and express the in
dex of arousal and IA. The concept of high arousal index (HAI) has 
been introduced in (8), where the HAI can be derived from a person’s 
baseline, HAI = Pr(zj > median(z1 : J)). Thus, HAI is a person-specific 
measurement between 0 and 1 to generalize the arousal level. 
Inspired by HAI derivation, we generalize the interoception level of 
the subject during the whole experiment by deriving the high inter
oception index (HII) (8). The HAI and HII are shown in subplot E. The 
black background colors indicate the CS+US+ trials, the yellow ones 
refer to the CS+US– trials, and the blue ones corresponds to the CS– 
trials. The estimated IA and arousal states for all subjects are pre
sented in the Supplementary Material.

Discussion
Although several neural pathways contribute to experiencing in
teroceptive sensing in response to stimuli, eye movement is one 
of the physiological signals that appear to be directly involved in 
reflecting the interoceptive UR to aversive stimuli (e.g. electric 
shocks) (6). Here, a comprehensive pipeline is provided that em
ploys pupillometry and eye gaze to decode the underlying IA in 
the fear conditioning and fear extinction experiments. The ab
sence of ground truth in the context of brain state decoding leads 
us to an implicit evaluation. Given the high association between 
the bodily arousal states and IA state (22, 30), we decode the 
arousal state from the skin conductance signal (a measure of 
EDA) and compare the eye-based IA with EDA-based arousal. 
The studied experiment has three types of trials. We decode and 
display the IA and arousal states within each type of trial.

IA-related feature selection
Figure 2 depicts the extracted features and recovered IA-related 
events from the eye tracking data. To recover the IA-related neur
al activity, we extract the informative eye tracking features and 
form the sets of bins. The first considered feature is the eye fix
ation and its duration (subplot A). The fixation duration varies 
from several milliseconds to several seconds (31). Here, we are in
terested in the long fixation duration. We apply certain thresholds 
to sort out the bins based on the empirical evidence, the person’s 
baseline, and the studied experiment. We set the fixation duration 
threshold to 0.35 seconds. The pupil size is the next informative 
feature to be employed. The normal pupil size in adults varies 
from 2 mm to 8 mm (1). In subplot B of Fig. 2, the pupil size takes 
values in the range of 2–6 mm for this particular subject. We con
sider 3 mm as the threshold to classify the large pupil sizes. This 
large pupil size is in accordance with expected pupil dilation in re
sponse to arousing conditions and receiving shock (32). We further 
investigate the pupil dilation speed by finding the derivative of pu
pil size throughout the experiment and forming bins where the 
derivative of pupil size passes the 0.2 mm/s threshold (subplot 
C). According to subplot D of Fig. 2, the sharp increase in velocity 
can be detected in response to the stimuli, while during the inter- 
trial interval (ITI), the velocity decreases. To detect the sharp in
creases in velocity, we set 60 ◦/s as the threshold. The acceleration 
amplitude is considered in the fixation detection step where the 
acceleration amplitude for a fixation event is aj < 3,000◦/s2 (33, 
34). We recover the IA-related neural activity according to the de
scribed features and thresholds (subplot F).

The SC as an index of arousal
The SC response is a well-established index of arousal that can be 
used to quantify the arousal state (21). Several data-driven and 
model-based techniques can be employed in analyzing the SC sig
nal. As an instance of traditional data-driven approaches, we can 
refer to evaluating the peak values of SC as the informative indi
cator of arousal (35, 36). Another technique is to use the SC level 
within a specific time window as an arousal indicator (37). While 
these methods can be informative regarding the underlying 
arousal, they are limited to one particular aspect of the data, 
and some signal components are left unused (38). For instance, 
the SC can be decomposed into slow-varying (i.e. tonic) and fast- 
varying components (i.e. phasic), where the phasic component 
may be applied as one of the informative observations regarding 
the mental state of a person (27). Also, it should be noted that 
these approaches are not analytical (38), and they are highly de
pendent on the studied data.

On the other hand, to address the raised concerns and recover 
the arousal-related information from the raw SC signal, several 
model-based and analytical algorithms have been developed 
(27, 39–43). Most of these model-based approaches consider a 
causal model and perform the sparse deconvolution to recover 
the arousal-related brain input. Here, we consider the previously 
developed physiologically motivated model in (27) to recover the 
phasic signal and arousal-related brain input from the data. 
Then, we track the continuous arousal state trajectory from the 
recovered arousal events via the Bayesian state-space approach 
(8, 9). The employed deconvolution and state estimation approach 
in this research has been tested in various experimental para
digms in the presence of cognitive tasks, auditory stimuli, and 
fear conditioning experiment (8, 27). However, it is essential to 
highlight that the employed approaches may impose a high de
gree of freedom, which may result in overfitting. Also, the algo
rithms used for EDA data outperform in the presence of 
minimal artifacts. To further test the reliability and robustness 
of the employed EDA analysis algorithms, studies need to consider 
the presence of subjective stimuli as well as annotations (44), and 
validate the employed arousal event recovery as well as estima
tion approach.

The physiological signal alignment with the 
presented electric shock as the unconditional 
stimuli
The SC signal has been widely studied in Pavlovian conditioning 
experiments to evaluate the autonomic response to the stimuli 
(21, 45). In (21), a Bayesian state-space model and decoder were 
developed, and the hidden arousal state was decoded from the 
available SC and heart rate signal within the trace conditioning 
experiment. It has been shown that the SC signal and the decoded 
arousal were elevated within the CS + US+ trials where the elec
tric shock was presented. Inspired by (8), we analyze our findings 
with respect to each type of trial. Notably, in Fig. 3, the ERP-like 
perspective for one participant reveals high levels of IA state in 
the presence of mild electric shock. In contrast, the decoded 
arousal states from both MPP and binary observations maintain 
lower values within CS + US+ trials. The observed trend within 
the epochs of the arousal state, derived based on both binary 
and MPP observations, agrees with the epochs of the SC signal. 
The observed high IA estimates during the CS + US+ trials con
form with the epochs of pupil size associated with CS + US+ trials 
after the electric shock onset.
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In the previous study in (21), the SC signal presented a reliable 
index of autonomic response to an intense electric shock, while 
the raw eye tracking data was not available to be investigated. 
In this study, we investigate the SC signal and eye tracking meas
urements in the presence of milder electric shock. We observe 
that the eye tracking data reveals more sensitivity to the mild 
electric shock than SC. It should be noted that the previously stud
ied experiment in (21) was a trace fear conditioning experiment in 
the presence of more intense electric shock (90% of the partici
pant’s threshold), whereas the studied experiments in this re
search include fear conditioning and fear extinction paradigm in 
the presence of milder shock. Perhaps SC data is not very sensitive 
to mild stimuli (46). Also, trace conditioning engages the hippo
campus, and delay conditioning mainly engages the amygdala 
(21).

Our findings present a more sensitive physiological response of 
the eye compared to the sudomotor activity. While multiple fac
tors can contribute to the observed trend, one may consider the 
neural pathways and anatomical structures involved in the 
physiological response as the influential factors. In particular, 
the sweat gland activity includes a long path with a multistep pro
cess (27), which may result in a relatively more extended latency 
response compared to the eye movements (47, 48), which are dir
ectly controlled by the oculomotor system with the specialized 
circuitry that offers a precise and rapid response to the stimuli 
(49). It should be noted that physiological systems that are highly 
sensitive to the stimuli tend to present a shorter response latency 
(50). Eye tracking can be an informative and sensitive measure of 
brain activity in sensorimotor and cognitive processes. This agrees 
with the finding in (37), where the pupil size presented a higher 
sensitivity to the induced mental workload compared to the SC 
data.

One of the essential advantages that both modalities offer is 
that they both can be collected in a noninvasive manner and in 
everyday life settings, which makes both signals suitable for 
seamless brain monitoring. Another advantage that these signals 
share is that both signals are recognized interoceptive signals with 
rich information (3, 7). Specifically, pupilation can reflect intero
ceptive UR activities in the context of fear conditioning (6).

While both signals are informative and can be collected simply, 
their implementation does come with specific challenges. One of 
these challenges is the lack of preciseness and robustness com
pared to direct brain recording. However, researchers can address 
this by combining these modalities with direct brain measure
ments such as electroencephalogram (EEG), evoked potentials, 
and Functional magnetic resonance imaging (fMRI), thereby im
proving the preciseness and robustness for implementation with
in closed-loop architectures. Another challenge is the presence of 
artifacts in these signals, which may be addressed with the recent 
advancements in biomedical sensor design procedures.

It is important to highlight that the applied visual stimulation 
may impact the brain state response detected through the studied 
physiological signals. Particularly, the employed eye tracking fea
tures might be more prone to being affected by visual stimuli. 
Hence, further studies with various types of stimuli such as audi
tory stimulation (20, 51) can reduce the potential confounding fac
tors and provide a better insight into the physiological response to 
the electric shock.

Also, we investigated a relatively low sample size, which may 
limit the generalizability of the findings. We may focus on the 
studied individual and interpret the findings. Further studies 
with larger sample sizes and in the presence of various behavioral 
experiments can provide a comprehensive overview. Specifically, 

we mainly consider the fear conditioning experiment and investi
gate the electric shock as the stimuli. The electric shock may not 
solely span the entire spectrum of the studied brain states 
through the investigated physiological signals. Hence, we should 
be cautious when interpreting the findings. To gain a better under
standing of how physiological signals such as SC and eye tracking 
data can reflect the brain’s response to external stimuli, further 
investigations in the presence of tactile, auditory, and olfactory 
stimulation can be performed (51).

The Underlying Brain State Estimation from the Available 
Physiological Observation:

Figure 4 indicates the eye-based IA state and the EDA-based 
arousal state estimations for one subject. By comparing the 
EDA-based arousal state estimation results, we notice that the 
arousal state derived from the MPP-type observation better agrees 
with the electric shock onset. Specifically, the sharp increases in 
the decoded state via MPP observation are noticeable within 
most of the CS + US+ trials, while the decoded arousal from the 
arousal events (binary) does not reveal a similar alignment. This 
underlines the importance of accounting for the ANS activation 
amplitude, and would motivate us to consider the relevant cova
riates of IA-related events in forming the observation for future IA 
state decoders. Comparing the arousal and IA estimates derived 
from binary observation, the decoded arousal state has a smooth
er trajectory while binary observation is fed to both decoders. The 
smoothness of the estimated state can be related to the sparsity 
level of the observation vector, the noise dynamic of the state 
model, the brain state of interest, and the applied physiological 
signal. Hence, selecting a physiological signal, extracting features, 
and processing steps can play a crucial role in this paradigm.

In this research, we propose a methodology to monitor a hidden 
IA state from the eye tracking data. The core of our approach is the 
recovery of the underlying brain input from the eye tracking data, 
which allows us to decode the trajectory of the hidden brain state. 
In parallel, we use skin conductance, a well-established measure 
of arousal, to decode the arousal state and evaluate the interocep
tive UR to aversive stimuli. We study a total of 11 participants and 
perform an in-depth analysis considering 30 CS + US+ and 50 CS + 
US− trials for each person. Our findings, viewed from an individu
alized perspective, suggest that eye tracking is more sensitive 
than SC response in detecting mild electric shock. We must note 
that we study a relatively small sample size. This may limit the 
generalizability of the findings, and we should avoid any overin
terpretation. Instead, it should be noted that findings are limited 
to the studied individuals. To have a decisive resolution about 
the sensitivity of the employed signal, future investigations with 
large sample sizes, the presence of direct brain measurements, 
various types of stimulation, and the inclusion of a control group 
are necessary.

Additionally, we mainly investigate electric shock as the stim
uli, and it may not span the entire spectrum of the studied brain 
states, which are identifiable through eye tracking and skin con
ductance. Hence, we should be cautious when generalizing the 
findings. To gain a better understanding of how physiological sig
nals such as SC and eye tracking data can reflect the interoceptive 
and arousal responses, further investigations in the presence of 
various internal and external stimulation (e.g. visual, auditory, 
tactile, gustatory, and olfactory) are required.

While the designed IA decoder has the capacity to provide 
groundbreaking insights into the interoception decoding proce
dures, it is worth highlighting that the developed methodology 
can be further improved. Particularly, future works may employ 
advanced preprocessing and smoothing frameworks such as 
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Hampel and Savitzky-Golay filters (52, 53). Previous studies in (35, 
54) found the larger startle blink within the aversive stimuli and 
identified the blink reflex as an indicator of arousal. Also, it has 
been observed that the startle blink reflexes are larger when pro
cessing cues paired with aversive shock (55). Hence, the blink re
flex may potentially serve as an arousal-related signal to be 
investigated and may be an informative index of brain response 
in this paradigm (56). Thus, this study does not exclude the blink 
and fast and slow dilation speed samples from the data. However, 
at this point, we do not directly incorporate the blink reflex in 
forming the observation vector, and the blink reflex can be eval
uated in future studies where facial electromyography sensors 
are employed.

Also, when forming the IA-related observation, we set the 
thresholds manually and avoid the ML-based approaches, which 
require training sessions; however, we could implement a training 
step and find thresholds based on the trained model (57). Here, the 
applied thresholds preserve the generalizability among the sub
jects. Nevertheless, with some caveats, they can become person
alized by considering person-specific conditions, which requires 
further investigations on the pupil size baseline. Furthermore, 
similar to the SC signal, the pupil size signal can be observed as 
a summation of multiple components, namely tonic (slow- 
varying) and phasic (fast-varying) components (58), and a physio
logically based framework can be developed to separate them and 
recover the brain input from the phasic component. Another point 
to consider in the future is to create a multi-input, single-output 
decoder that utilizes both eyes in a concurrent fashion and per
forms the decoding accordingly.

The proposed framework, tested on previously collected data 
from healthy subjects, is ready for the next crucial step. To truly 
expand the impact of this research on neuropsychiatric and neu
rodegenerative disorders, we must test the algorithm on patients 
in the presence of different interventions. This will validate the 
decoder’s practicality and open up new possibilities for its appli
cation. Specifically, the decoder should be implemented within 
the personalized closed-loop architecture, and the outcome 
should be evaluated with meticulous care.

Limitations of the study
There are limitations to our study, and we should be cautious in 
generalizing the findings. As the Bayesian EDA deconvolution 
framework developed in (27) presents an enhanced performance 
with respect to other existing deconvolution methods, we did 
not use other EDA deconvolution frameworks such as (39–43). 
Also, we did not utilize conventionally used EDA feature 
extraction-based methods. Instead, we applied a system-theoretic 
deconvolution approach. In particular, we follow the EDA decon
volution framework utilized and validated in (27, 59–66) for EDA 
analysis in the presence of environmental stimuli (e.g. auditory 
stimulation). Then, we follow the Bayesian inference framework 
developed and validated in various experimental settings (8, 21, 
36, 67–71). However, none of these previous studies included con
currently collected eye tracking data to be able to compare EDA 
and eye tracking. Future studies need to compare the findings 
based on both system-theoretic deconvolution approach and 
feature-extraction-based EDA analysis approaches.

Our findings, while valuable, are not without the limitations. 
Particularly, a relatively small sample size is considered, in the 
presence of potential confounding factors, and without a control 
group. These points can restrict the broader relevance of the 

findings. Hence, future research needs to be performed with larger 
sample size and presence of control group.

Another limitation to be noted is that we only focus on the ex
ternal electric shock as the stimuli, and this may restrict the spec
trum of state responses to the stimuli detectable through 
employed physiological signals. To address this limitation, other 
forms of internal and external stimulation should be considered 
in the future (72).

Our focus on SC and eye tracking data provides valuable in
sights into the interoceptive UR. However, to truly understand 
the complex phenomenon of interoception, we need to broaden 
our perspective by employing multidimensional measurements 
(73). Incorporating direct brain measurements such as EEG, 
evoked potentials, and fMRI alongside our current data will give 
us a more comprehensive view.

Also, it is worth highlighting that this research is at an early de
velopment stage, and there is a need for further considerations 
and innovations in this paradigm. As highlighted earlier, the pro
posed feature extraction step can be more systematic and person
alized. Also, in this investigation phase, we are using data from the 
average of both eyes, which can increase the likelihood of infor
mation loss. One of the limitations that needs to be addressed in 
future studies is the absence of annotated states, which may be 
interpreted as an informative indicator of ground truth and can 
assist the evaluation of decoder output. Lastly, we only focus on 
the decoding part without the incorporation of a control strategy. 
Executing a proper control strategy should be listed as one of the 
future avenues of our research, which can broaden the impact 
and scope.

Conclusion
In conclusion, the eye seems to be an informative metric of the hid
den brain state in response to mild environmental stimuli. The IA 
state derived from the eye tracking data is better aligned with the 
presented stimuli than the arousal state derived from the SC sig
nal. Findings suggest that in the context of fear learning, the pupill
ometry and eye gaze measurements may be employed together to 
extract the applicable features, recover the IA-related neural activ
ity, and decode the hidden brain state within everyday life settings.

Materials and methods
Participants and experimental procedure
We employ physiological signals collected within the fear condition
ing and fear extinction experiments. The governmental research 
ethics committee in Switzerland approved the experimental proce
dures, and all the participants provided written informed consent. 
A detailed description of the studied dataset is available in (20, 74). 
The recorded signals include the SC response, electrocardiogram 
(ECG), respiration, pupil size, and gaze coordinates measurements 
collected from 29 healthy participants (17 females and 12 males) per
forming a classical (Pavlovian) discriminant delay fear conditioning 
and extinction experiments (20). 18 participants were excluded from 
this study due to a lack of UR, absence of fear conditioning occur
rence, measurement error, and artifacts. Hence, a total number of 
11 subjects (subjects 1 to 11) are investigated. A list of participants’ 
information with the exclusion criteria is available in the 
Supplementary Material. In this experiment, two types of visual con
ditioned stimuli (CS+ and CS−) were presented. The applied visual 
stimuli were patterns with different colors and roughly equal bright
ness, contrast, and spatial frequencies. A 500-ms train of 250 square 
electric pulses was used as the unconditioned stimuli (US - electric 
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shock). The intensity of US used during experiments was set based 
on the 85% pain threshold of participants. The CS+ was followed 
by the US half of the time (CS + US+) while the other half of the 
time, the electric shock was absent (CS + US−). The CS− was not fol
lowed by the US at all. The experiment consisted of 3 major blocks: 
The first two blocks—acquisition phase—included 15 CS + US+ 
(CS+ with shock) trials, 15 CS + US− (CS+ without shock) trials, 
and 30 CS− trials within each block; the last block—extinction 
phase—included 20 CS− and 20 CS+ trials without US occurrence. 
The order of trials was randomized in each block. Within each trial, 
the CS was displayed within the first 4 seconds, followed by the mild 
electric shock (if the US exists). The inter-trial interval (ITI) was 
randomized to be between 7 and 11 seconds.

Data acquisition and preprocessing
The gaze direction coordinates and pupil sizes were recorded by 
EyeLink 1,000 at a sampling rate of 500 Hz. The SC responses were 
collected at a sampling rate of 1,000 Hz from the thenar/hypothenar 
of the nondominant hand using Biopac system electrodes (20).

Inspired by the proposed framework in (20, 75), to filter out 
invalid gaze points and pupillometry samples, we consider two cat
egories: (1) temporally isolated samples and (2) trend-line deviation 
outliers. Additionally, we predefine a feasible range of pupil size and 
filter out the out-of-range data by specifying 9 mm as the upper 
bound of the pupil size and 1.5 mm as the lower bound. The process 
of invalid sample removal generates nonequidistant gaps between 
data. To fill the gaps and increase the smoothness of the data, we 
implement the interpolation as described in (20, 75). The average 
range of saccade duration has been noted as 20–200 ms (76, 77). 
Thus, we downsample the data with a sampling frequency as low 
as 60 Hz (fs = 60) to ensure the detection of saccadic movements 
(76, 77). Also, we apply the zero-phase low-pass filter with a cutoff 
frequency of 4 Hz to denoise the pupil size (75).

The SC raw signal can be considered as a summation of a slow- 
varying component (i.e. tonic) and a fast-varying component (i.e. 
phasic) (27). By modeling the phasic component as the convolu
tion between the neural impulse train and the physiological sys
tem response, the ANS activation can be recovered (27). To 
recover the underlying ANS activation, we first preprocess the 
data and employ the high-order FIR low-pass filter with a 1 Hz cut
off, and then we downsampled the data to 4 Hz (27); inspired by 
Amin and Faghih (27), we use the proposed physiology-motivated 
state-space model as well as the EM-based deconvolution ap
proach, and we recover the ANS activation from the signal.

Eye-based feature extraction
Given the gaze data in the x and y directions (Xj,Yj), we find the vel
ocity amplitude (vj) and acceleration amplitude (aj) of the eye 
movements (33, 34):

vj =

�������������������������������

(X j − Xj−1)2 + (Yj − Yj−1)2
􏽱

tj − t j−1

aj =
vj − v j−1

tj − t j−1
,

(1) 

where t refers to the time, and j stands for the index (j = tfs). For the 
conversion of pixels to degrees, based on the experimental setup, 
we use 0.024 as the conversion factor. Following the fixation detec
tion technique in (33, 34), and based on the nature of these data, we 
consider three conditions to detect the fixation of the eye: (1) 

vj < 240◦/s, (2) aj < 3,000◦/s2, and (3) fixation duration >100 ms. 

Meeting these three conditions at the same time would lead to 

fixation detection. We are primarily interested in the fixation onset 
and duration, and we consider the rest of the eye movements as 
saccadic movements while we could employ more advanced 
grouping by accounting for noise and movements such as smooth 
pursuit, microsaccades, and glissade movements (17, 34, 78).

Proceeding with our hypothesis, to form an IA-related binary ob
servation nj, we examine the information from pupil size (s), pupil 
dilation/constriction speed (ds

dt), fixation duration (τf ), and saccadic 
velocity. The binary observation nj is supposed to be an indicator 
of IA-related neural activity within an individual’s circuits in re
sponse to arousing inputs. As mentioned before, pupil dilation, an 
increase in the velocity of eye movements, and long fixations can 
all contribute to expressing the integration of input stimuli. Thus, 
by setting the thresholds (α1, α2, α3, α4) and considering the window 
size of interest (Δt→ δ), we form the observation vector n. The win
dow of interest (δ) starts with a fixation movement (τf ) followed by a 
saccadic movement (τs) where the following conditions are satisfied:

Δt = δ = τf + τs (2) 

τf > α1 (3) 

sΔt→δ > α2 (4) 

ds
dt

> α3 (5) 

Max(vΔt→δ) > α4. (6) 

Once all the above statements hold, the start of the particular win
dow (i.e. fixation onset) is marked as the IA-related neural activity 
where nj = 1; otherwise, nj = 0. In this study, the thresholds are set 

based on the dataset of interest and subjects while they are adaptive 
hyperparameters: α1 = 0.35s, α2 = 3 mm, α3 = 0.2 mm/s, α4 = 60◦/s, 
and they can take different values.

IA state-space model
Random walk models have been used widely to represent hidden 
brain states (8). To do so, we model the IA state zj as

z j = z j−1 + ϵ j, (7) 

where ϵ j ∼ N (0, σ2
ϵ ) is a process noise, and σ2

ϵ needs to be 

determined.
Following the approach presented in (9), we assume the 

formed binary observation (nj) follows the Bernoulli distribution 
with a probability mass function of p

nj

j (1 − pj)
1−nj , where 

pj = P(nj = 1). To link the pj to zj, a logit transformation can be ap
plied (9).

log
pj

1 − pj

􏼠 􏼡

= λ + zj ⇒ pj =
1

1 + e−(λ+zj)
(8) 

where constant λ can be determined by setting zj ≈ 0 and p0 =
Σ j=J

j=1
n

J 

(the average probability of nj = 1) (9):

λ ≈ log
p0

1 − p0

􏼒 􏼓

. (9) 

IA decoder
Similar to (9, 79), to derive a decoder given the binary-type obser
vation vector, we employ the EM framework. The EM framework 
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consists of the E-step and M-step where the E-step mainly focuses 
on the filtering, and the M-step determines z0 and σ2

ϵ given the 
E-step output: 

• E-step:
The E-step includes a forward filter and a backward 

smoother. In the forward filtering part, we employ the 
Bayesian filtering approach to estimate the hidden state (zj) 
(9, 79).

Predict:

z j | j−1 = z j−1 | j−1 (10) 

σ2
j | j−1 = σ2

j−1 | j−1 + σ2
ϵ (11) 

Update:

z j | j = z j | j−1 + σ2
j | j−1 nj −

1

1 + e−(λ+z j | j)

􏼔 􏼕

(12) 

σ2
j | j =

1
σ2

j | j−1

+
e(λ+z j | j)

(1 + e(λ+z j | j))2

􏼢 􏼣−1

(13) 

Once j = J (last data point), by reversing the direction, we im

plement the smoother where z j | J and σ2
j | J denote the 

smoothed state and variance, respectively.

A j =
σ2

j | j

σ2
j+1 | j

, (14) 

z j | J = z j | j + A j(z j+1 | J − z j+1 | j), (15) 

σ2
j | J = σ2

j | j + A2
j (σ

2
j+1 | J − σ2

j+1 | j). (16) 

• M-step: In the M-step, we estimate the unknown terms (σ2
ϵ , z0) 

such that they maximize the expected value of the following 
log-likelihood function (E[Q]) (9, 79):

E[Q] =
−J
2

log (2πσ2
ϵ ) −

􏽘J

j=1

E[(zj − z j−1)2]
2σ2

ϵ
. (17) 

Hence, the unknown parameters can be derived from follow
ing equations (9, 79).

σ2
ϵ =

2
J + 1

􏽘J

j=2

(σ2
j | J + z2

j | J) −
􏽘J

j=2

(Ajσ j | J + z j | Jz j−1 | J)

⎡

⎣

⎤

⎦

+
1

J + 1
3
2

z2
1 | J + 2σ2

1 | J − (σ2
J | J + z2

J | J)
􏼔 􏼕

(18) 

z0 =
1
2

z1 | J. (19) 

The algorithm iterates between the E-step and the M-step until it 
satisfies the convergence criteria.

In order to decode the arousal state xj, based on two different 
types of observations, we consider two developed decoders in (9) 
and (8): (1) We use the recovered occurrence of ANS activation 
(binary) as the available observation, and we decode the under
lying arousal state (9); (2) We employ the MPP framework and 
form the observation based on the occurrence of ANS activation 

(point process) as well as the amplitude of ANS activation 
(marked); then, we decode the hidden arousal state accordingly 
(8). A detailed description of arousal state decoders is provided 
in the Supplementary Material.

Statistical analysis
Given the decoded IA and arousal states and considering the 
epochs of CS + US+ trials (N = 30 trials), CS + US− trials (N = 50 tri
als), and CS− trials (N = 80 trials), we perform the one-tailed 
Wilcoxon signed-rank test for each individual as well as partici
pant pool (N = 11), and the significance levels are set as 
P ≤ 0.001. In Table 1, we report the P-values for each individual 
given the null hypothesis, h0 : the epochs of arousal state (derived 
from binary observation and MPP observation) and IA state within 
CS + US+ trials maintain values that are either equal or less than 
the epochs of arousal and IA states within CS− trials 
(h0 : CS + US+ ≤ CS−). Similar statistical analysis for other types 
of trials can be found in the Supplementary Material, where we 
perform a one-tailed Wilcoxon signed-rank test to evaluate the 
h0 : CS + US+ ≤ CS + US− and h0 : CS + US− ≤ CS−. We report the 
corresponding P-values in the Supplementary Material.
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