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Using artificial intelligence for diabetic retinopathy screening: Policy implications
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Artificial	intelligence	(AI)	has	evolved	over	the	last	few	years;	its	use	in	DR	screening	has	been	demonstrated	
in	multiple	evidences	across	the	globe.	However,	there	are	concerns	right	from	the	data	acquisition,	bias	in	
data,	difficulty	in	comparing	between	different	algorithm,	challenges	in	machine	learning,	its	application	
in	different	group	of	population,	and	human	barrier	to	AI	adoption	in	health	care.	There	are	also	legal	and	
ethical concerns related to AI. The tension between risks and concerns on one hand versus potential and 
opportunity on the other have driven a need for authorities to implement policies for AI in DR screening 
to address these issues. The policy makers should support and facilitate research and development of AI in 
healthcare, but at the same time, it has to be ensured that the use of AI in healthcare aligns with recognized 
standards	of	safety,	efficacy,	and	equity.	 It	 is	essential	 to	ensure	 that	algorithms,	datasets,	and	decisions	
are auditable and when applied to medical care (such as screening, diagnosis, or treatment) are clinically 
validated	and	explainable.	Policy	frameworks	should	require	design	of	AI	systems	in	health	care	that	are	
informed	by	real‑world	workflow	and	human‑centric	design.	Lastly,	it	should	be	ensured	that	healthcare	AI	
solutions align with all relevant ethical obligations, from design to development to use and to be delivered 
properly in the real world.
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Diabetes is a global epidemic that results in a heavy health 
burden to individuals and societies across the world. Diabetic 
retinopathy (DR) is one of the major causes of avoidable 
blindness, but the key challenges in heavy populated countries 
to address DR include a lack of symptoms until the disease 
has progressed to vision loss.[1,2]	Artificial	Intelligence	(AI)	is	
a branch of computer science in which machines mimic the 
cognitive function of human mind. Over the past decade, AI 
has made a breakthrough progress in medical communities 
especially in ophthalmology.[3,4] Machine learning (ML) 
and deep learning (DL) algorithms empower computers to 
diagnose or manage without direct human intervention, 
by extracting clinically relevant information from medical 
data. Multiple studies have shown that DL can be leveraged 
to produce expert-level diagnoses for grading fundus 
photography images in DR.[5-7] AI systems deployed for DR 
screening must aim to improve overall population health by 
reducing the burden of visual impairment; improving DR 
outcomes and patient satisfaction; lowering overall screening 
costs; and assisting the ophthalmologist to reduce their 
workloads.[5] AI systems should also enhance access to eye 
care, empower patients with diabetes to manage and optimize 
their health, facilitate and strengthen the relationship and 
communication that individuals have with their eye care 
team, and reduce the administrative and cognitive burdens 
for patients and their eye care team.

Although the potential of AI is profound, there are however 
unintended,	negative	consequences.	Since	AI	 is	designed	 to	
accomplish	a	very	specific	task	on	previously	curated	data	from	
one	setting,	they	have	a	rather	narrow	intelligence.[8-10] Most AI 
models are built on correlations, but due to diverse populations 
studied, the health data predictions could fail to generalize to 
different	populations	or	settings	and	might	exacerbate	existing	
inequalities	and	biases.[11] This perspective will highlight few 
salient features related to use of AI in DR screening and their 
policy implications.

AI for DR: Screening vs Clinical Care
In the case of DR, preventive care focuses on screening 
of retinal images to evaluate the presence or absence of 
DR or sight-threatening DR. It is part of routine annual 
diabetes preventive care. Diagnostic care involves treating 
or investigating sight-threatening DR. It may include 
treatment for diabetic macular edema or proliferative diabetic 
retinopathy (PDR), ongoing care of patients with DR, and 
multimodal imaging tests needed to manage or treat DR.

Though there are emerging roles of AI in multimodal imaging, 
treatment response prediction, the current utility of AI in DR 
is limited to preventive care, i.e., in screening.[12] Recently, the 
American Diabetes Association has outlined the potential use of 
AI for DR screening.[13] They suggest that AI systems that detect 
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more than mild DR and diabetic macular edema authorized for 
use by the US Food and Drug Administration (FDA) represent 
an alternative to traditional screening approaches. AI systems 
should not be used for patients with known DR, prior DR 
treatment, or symptoms of vision impairment. Results of eye 
examinations	 should	be	documented	and	 transmitted	 to	 the	
referring health care professional.

AI for DR: Current status
There are several studies using retinal images to test the 
performance of AI grading systems for detecting DR. AI 
systems have been found to lower cost, improve diagnostic 
accuracy, and increase patient access to DR screening.[14]

Studies suggest that iGrading (version 1.1 by Medalytix) 
and other commercial automated grading systems including 
Retmarker	 (version	0.8.2.	2014/02/10	by	Critical‑Health)	and	
IDx-DR (by IDx) are comparable to that of trained graders.[15] 
Tufail et al.[16] evaluated retinal images from 20,258 patients 
in routine annual DR screening showed 85% sensitivity by 
Retmarker and 94% by EyeArt, indicating the potential to 
replace one or more steps of current DR screening programs.[16] 
A	deep‑learning	enhanced	algorithm	(AlexNet/VGGNet)	for	
the automated detection of DR was reported with sensitivity of 
96.8%,	specificity	of	87.0%,	and	the	AUC	of	0.980,	which	is	better	
than the non-DL algorithm system previously reported.[17]

Another major development for DR screening is the DL 
system (Inception-V3) reported by Gulshan et al.;[18] Google 
AI used a large training dataset of 128,175 and two separate 
publicly available datasets to test and validate the model. It 
showed	a	high	sensitivity	(≥96%),	specificity	(≥93%),	and	area	
under	the	receiver	operating	characteristic	curve	(AUC)	(≥0.99)	
in the external validation using two public databases.[7] Ting 
et al.[5] developed the VGGNet-based DL system for referable 
DR, vision-threatening DR, and related eye diseases. AUCs 
of referable DR ranged from 0.889 to 0.983 with sensitivities 
varying	from	92	to	100%	and	specificities	from	73	to	92%	when	
tested on 10 external datasets with 112,648 images from diverse 
populations including Chinese, Indian, Malay, Caucasian, 
Hispanic, and African-American ethnicities.

In April 2018, the US FDA approved an AI algorithm, 
developed by IDx, used with Topcon Fundus camera (Topcon 
Medical)	for	DR	identification.[19] More recently in 2020, FDA gave 
clearance to another algorithm, EyeArt system for DR screening. 
The	technology	displayed	96%	sensitivity	and	88%	specificity	
for the detection of more than minor DR, and 92% sensitivity 
and	94%	specificity	for	the	detection	of	vision‑threatening	DR.[20]

Abramoff	et al.[6]	reported	the	first	DL‑enhanced	algorithm	
for referable DR and VTDR, which had a sensitivity of 87.2% 
and	a	specificity	of	90.7%	in	detection	of	referable	DR	(worse	
than mild DR), and gradeability rate of 96.1%. Kanagasingam 
et al.[21] described the performance of a DL algorithm on multiple 
training dataset including DiaRetDB1, EyePACS, and the 
Australian Tele-eye care DR database. The outcome showed 
that	the	specificity	was	92%,	and	the	positive	predictive	value	
was 12%. This is a study evaluating an AI-based grading system 
for	DR	perform	in	a	real‑world	setting	and	showing	potential	
benefits	and	further	deployments	in	primary	care	are	needed.	
Li et al.[22] developed a DL system to automatically detect the 
most common sign of DR, retinal hemorrhages, based on 16827 
ultra‑wide‑field	fundus	(UWF)	images.

Multiple studies reported their ability to detect referable 
DR in automatic DR screening using AI, ranging from 87.2 to 
97.5% in sensitivity, and from 0.936 to 0.991 in AUC. Moreover, 
the probability of missing severe nonproliferative diabetic 
retinopathy, PDR, or macular edema of current DL algorithms 
is less than 1%.[23,24] Even experienced ophthalmologists 
need	decades	of	 extensive	 training	 to	provide	high‑quality	
healthcare. Therefore, AI-based DR screening algorithms have 
the potential to reach or even outperform clinical experts and 
provide healthcare to large populations, especially in those 
less-developed areas.[24,25]

In India, telemedicine-based DR screening programs are 
growing	and	providing	valuable	clinical	benefit.	The	Google	
AI team is working with eye specialists from Aravind Eye 
Hospital (Madurai) and Sankara Nethralaya (Chennai) on the 
development of their AI DL system, with the goal of making 
such technologies available to everyone. Table 1 describes few 
of the DL-based studies for DR screening.

Aaron et al. reported an independent, external, head-to-head 
automated DR screening algorithm validation study comparing 
seven AI systems for DR screening and found that the screening 
performance of state-of-the-art algorithms varied considerably, 
with substantial differences in overall performance. The 
sensitivities varied widely (50.98–85.90%) between the 
algorithms. This study results indicate that there is a need of 
rigorous testing of all such algorithms on real-world data before 
clinical implementation.[30]

Challenges in the use of AI for DR screening
Retrospective versus prospective studies versus randomized 
controlled trials
While existing studies in DR have very large numbers of patients 
with extensive benchmarking against expert performance, the 
vast majority of studies have been retrospective, i.e., they use 
historically labelled data to train and test algorithms. Only 
through prospective studies we will begin to understand 
the true utility of AI systems, as performance is likely to be 
worse	when	 encountering	 real‑world	data	 that	differ	 from	
that encountered in algorithm training. There are very few 
randomized controlled trials of AI systems for DR to date. 
Future studies should aim to use clinical outcomes as trial 
endpoints	to	demonstrate	longer‑term	benefit.[31-33]

Metrics do not reflect clinical applicability
The	term	“AI	chasm”	has	been	coined	to	reflect	the	fact	that	
accuracy does not necessarily represent clinical efficacy. 
The AUC of a receiver operating characteristic curve is not 
necessarily the best metric to represent clinical applicability 
and is not easily understandable by many clinicians.

Difficulty comparing different algorithms
The comparison of algorithms across studies in an objective 
manner is challenging as each study’s performance is being 
reported	using	variable	methodologies	on	different	populations.

Challenges related to machine learning science
AI algorithms have the potential of having shortcomings, 
including inapplicability outside of the training domain and 
bias. Other factors for consideration include dataset shift, 
accidentally	fitting	confounders	rather	than	true	signal,	and	
the	challenge	of	generalization	to	different	populations.
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Challenges in generalization to new populations and settings
The majority of AI systems for DR are far from achieving 
reliable	generalizability	due	to	differences	in	populations	to	
be screened, fundus cameras and skills of photographers. 
Proper assessment of real-world clinical performance and 
generalization	 requires	 appropriately	 designed	 external	
validation	involving	testing	of	an	AI	system	using	adequately	
sized datasets collected from institutions other than those that 
provided the data for model training.

Algorithmic bias
Algorithmic bias can be divided in three components: model 
bias (i.e., models selected to best represent the majority), 
model	variance	(due	to	inadequate	data	from	minorities),	and	
outcome noise.

Logistical difficulties in implementing AI systems
Many of the current challenges in translating AI algorithms 
to clinical practice are related to the fact that most healthcare 
data are not readily available for ML. DR screening variations 
including	the	variations	in	settings	of	screening	cause	logistic	
difficulties	in	AI	implementation.

Achieving robust regulation and rigorous quality control
An	 important	 component	 to	 achieving	 safe	 and	 effective	
deployment of AI algorithms is the development of necessary 
regulatory frameworks. This poses a challenge given the 
current	pace	of	 innovation	and	significant	 risks	 involved.	
It is also important to consider the regulatory impact of 
improvements and upgrades that providers of AI products 
are likely to develop throughout the life of the product.

Human barriers to AI adoption in healthcare
In	order	to	ensure	that	this	technology	can	reach	and	benefit	
patients, it will be important to maintain a focus on clinical 
applicability and patient outcomes.

Algorithmic interpretability is at an early stage but rapidly advancing
The effectiveness of AI in DR screening is limited by 
their	 inability	 to	 “explain”	 their	 decision	making	 in	 an	
understandable way, though there are some progresses, as 
some of the algorithms also show the heat maps to explain 
why	the	algorithm	classified	it	as	DR

Developing a better understanding of interaction between human 
and algorithm
We	have	a	limited	understanding	of	how	humans	are	affected	
by algorithms in clinical practice. Whether improved DR 
screening will reduce visual impairment or will it increase the 
recall rate or will it result in excessive warnings and alerts is 
not understood as of now.

Policy principles for AI in DR screening
The following policy principles could be useful for AI for DR 
screening:

AI Designs
AI designs should be human centric, user friendly, and 
end-user needs. AI systems should help patients, providers, 
and other care team members in the process of DR screening. 
The design, development, and success of AI in healthcare 
should leverage collaboration and dialogue between 
caregivers, AI technology developers, and other healthcare 

Table 1: Deep learning studies for diabetic retinopathy detection

Year Authors Dataset Images for Training and 
Testing/Validation

Reported Outcome Positive 
predictive 

value*

Negative 
Predictive 

Value*

2016 Abràmoff 
et al.[6]

Fundus photos 25,000 training, 874 
validation

Sensitivity: 96.8% Specificity: 87.0%
AUC: 0.980

28% 99.8%

2016 Gulshan 
et al.[7]

Fundus photos 128,175 training 
Validation: 9963 (EyePACS), 

1748 (Messidor)

EyePACS Sensitivity: 97.5% Specificity: 
93.4%, AUC: 0.991

Messidor Sensitivity: 96.1% Specificity: 
93.9%, AUC: 0.990

44%
45%

99.8%
99.7%

2017 Gargeya 
et al.[26]

Fundus photos 75,137 training 
15,000 validation (mixed sources)

Sensitivity: 94% Specificity: 98%
AUC: 0.94-0.97

71% 99.6%

2017 Ting et al.[5] Fundus photos 76,370 training 
Validation: 71,896 images of 

14,880 patients

Sensitivity: 90.5% Specificity: 91.6%
AUC: 0.936

36% 99.4%

2018 Ramachandran 
et al.[27]

Fundus photos >100,000 training
Validation: 485 (Otago), 

1200 (Messidor)

Otago Sensitivity: 84.6% Specificity: 79.7%
AUC: 0.901

Messidor Sensitivity: 96.0% Specificity: 90.0%
AUC: 0.980

18%
34%

98.9%
99.7%

2018 Abràmoff 
et al.[28]

Fundus photos
900 participants for validation

Sensitivity: 87.2% Specificity: 90.7% 33% 99.2%

2019 Bhaskaranand 
et al.[29]

Fundus photos 850,908 images from 
101,710 consecutive patient visits

Sensitivity: 91.3% Specificity: 91.1%
AUC: 0.965

35% 99.5%

2019 Gulshan 
et al.[18]

Fundus photos 103,634 training 
5762 images from 3049 patients at 

two tertiary sites for validation

Aravind Eye Hospital Sensitivity: 88.9% 
Specificity: 92.2%

AUC: 0.963
Sankara Nethralaya Sensitivity: 92.1% 

Specificity: 95.2% AUC: 0.980

37%
50%

99.3%
99.5%

*Assuming 5% of the population has sight-threatening diabetic retinopathy
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stakeholders	 in	 order	 to	 have	 all	 perspectives	 reflected	 in	
AI	 solutions.	 It	 is	 important	 to	 pay	 close	 attention	 to	 the	
preset operating thresholds of the AI algorithm, as this could 
significantly	affect	the	false	positive	or	false	negative	rates	that	
could translate into the screening costs.[34-36]

Research
Policy frameworks should support and facilitate research 
and development of AI in DR screening by prioritizing 
and providing sufficient funding. Clinical validation and 
transparency research should be prioritized and address the 
ethical, social, economic, and legal implications that may result 
from AI applications in DR screening. Several international 
AI taskforces have evaluated and proposed standardization 
of AI reporting guidelines (e.g., CONSORT-AI, SPIRIT-AI, 
STARD-AI, etc.), ranging from the retrospective to prospective 
clinical trials.[37]

Quality assurance and oversight
AI in DR screening should align with recognized standards of 
safety,	efficacy,	and	equity.	It	should	be	ensured	that	AI	in	DR	
screening	is	efficacious,	and	equitable	and	algorithms,	datasets,	
and decisions auditable when used in real time are clinically 
validated. AI developers should consistently utilize rigorous 
procedures and must be able to document their methods and 
results.	Those	developing,	offering,	or	 testing	healthcare	AI	
systems	should	be	required	 to	provide	 truthful	and	easy	 to	
understand representations regarding intended use and risks 
that would be reasonably understood by those intended, as 
well as expected, to use the AI solution. Adverse events should 
be timely reported to relevant oversight bodies for appropriate 
investigation and action.

Access and affordability
Policy frameworks should ensure that AI systems for DR 
screening	are	accessible	and	affordable,	and	there	should	be	
even distribution of resources. Payment and incentive policies 
must be in place to invest in building infrastructure, preparing 
personnel and training, as well as developing, validating, and 
maintaining the AI system.

Ethics
Healthcare AI will only succeed if it is used ethically to protect 
patients and consumers. Policy frameworks should ensure 
that healthcare AI solutions align with all relevant ethical 
obligations, from design to development, to use and encourage 
the development of new ethical guidelines to address emerging 
issues as needed. It should be ensured that it is consistent with 
international	 conventions	 on	human	 rights	 and	 is	 equally	
beneficial	to	patients	across	socioeconomic,	age,	gender	and	
geographic regions. AI for health tools may reveal extremely 
sensitive and private information about a patient, and it must 
be ensured that laws protect such information from being used 
to discriminate against patients.

Collaboration and interoperability
Policy frameworks should enable eased data access and use 
among policymakers, health AI technology developers and 
users, and the public.

Modernized privacy and security frameworks
Policy frameworks must be scalable and assure that an 
individual’s health information is properly protected and 

address the topics of privacy, consent, and modern technological 
capabilities as a part of the policy development process.

Bias
To	address	the	issue	of	bias	in	data,	policy	framework	requires	
identification,	disclosure,	and	mitigation	of	bias	while	encouraging	
access to databases and promoting inclusion and diversity. The 
data bias should not cause harm to patients or consumers.

Education
Policy frameworks should support education of patients and 
consumer for the use and advancement of AI in healthcare 
and encourage stakeholder engagements to keep frameworks 
responsive to emerging opportunities and challenges.

National health AI strategy
The cultural, workforce training and education, data access, and 
technology‑related	changes	will	require	strong	guidance	and	
coordination,	and	there	is	a	significant	role	of	the	government	
in the regulation, delivery, and payment of healthcare, as well 
as	its	role	in	protecting	significant	amounts	of	patient	data.

In 2019, the World Health Organization released the 
evidence-based guidelines for digital health. These guidelines 
provide nine recommendations on select digital health 
interventions, which involve the use of a mobile phone or device, 
provides information on implementation considerations, 
quality	 and	 certainty	of	 extant	 evidence,	 factors	 related	 to	
acceptability and feasibility of the intervention, and gaps in the 
evidence that can inform future research. These guidelines can 
help provide a roadmap for governments and policymakers 
in introducing and scaling up digital health interventions to 
support population health outcomes.[38]

The	U.S.	FDA	 issued	 the	“Artificial	 Intelligence/Machine	
Learning	(AI/ML)‑Based	Software	as	a	Medical	Device	(SaMD)	
Action	Plan”	 from	 the	Center	 for	Devices	 and	Radiological	
Health’s Digital Health Center of Excellence. This considered 
a total product lifecycle-based regulatory framework for these 
technologies	that	would	allow	for	modifications	to	be	made	
from real-world learning and adaptation while ensuring that 
the	safety	and	effectiveness	of	the	software	as	a	medical	device	
are maintained.[39]

AI Model development and validation: Policy implications
To develop AI, all stakeholders must understand the needs 
coming from clinical practice, so that proposed AI systems 
address the needs of health care delivery. Second, it is necessary 
that such models be developed and validated through a team 
effort	involving	AI	experts	and	health	care	providers,	and	they	
should be careful of the fact that the datasets used to train 
AI are heterogeneous, complex, and nuanced in ways that 
are	often	subtle	and	institution	specific.[40] AI tools are to be 
monitored for safety and reliability and how they are adapted 
for different locations and over time. Third, AI systems 
should be rigorously tested for competency and safety before 
being deployed at the point of treatment, in the same way as 
medications, medical devices, and other procedures. Each of 
the steps of the algorithm development needs proper policies 
to	ensure	a	clinically	useful	final	product	[Fig. 1].

Deploying AI in clinical settings: Policy implications
In evaluating, deciding on, and adopting these tools, health 
care delivery networks and hospitals will need to address 
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organizational governance, postdevelopment technical 
problems (i.e., system maintenance), as well as clinical 
concerns,	all	of	which	are	critical	to	effective	implementation.	
For	AI	applications	to	be	efficient,	effective	IT	governance	is	
needed. To manage AI implementation, health systems must 
develop or adjust their general IT governance frameworks.[11]

The clinical and administrative leadership of health care 
systems, with input from all relevant stakeholders, such as 
patients	and	the	general	public	must	define	the	near	and	future	
needs to measurably improve clinical outcomes. AI is expected 
to have a positive impact on the healthcare system if these target 
states	are	clearly	identified.	Before	deploying	AI,	health	systems	
should ensure through stakeholder and user engagement 
especially patients, consumers, and the general public that AI 
is transparent. It is essential to determine cultural resistance 
and	workflow	limitations	that	may	dictate	key	interpretability	
and	actionability	requirements	for	successful	deployment.

Health systems should define standard processes for 
monitoring and maintaining the performance of AI applications 
through IT governance and automate those processes, if at all 
possible, to allow the scalable addition of AI resources for a 
variety of use cases.

In DR screening, there are two modes, AI is currently being used 
at the point‑of‑care for decision making on referrals:
•	 Fully	automatic	mode:	This	is	used	at	sites	where	screening	

is done at sites where there is absence of a reliable grader for 
the	acquired	retinal	images.	The	referral	is	based	on	results	
of AI. Anyone with referrable DR and ungradable images 
are referred to an ophthalmologist. All referable images and 
at least 10% of nonreferable should be preferably graded by 
an ophthalmologist at a later time.

•	 Assistive	(augmented	intelligence)	mode:	This	can	be	used	
at sites where there is presence of a reliable grader or an 
ophthalmologist. The results of AI algorithm are shown to 
the	clinician,	and	he	either	accepts	the	AI	grade	or	modifies	
the grade based on his clinical judgment.

The same challenges that apply to all health programs apply 
in deploying AI for DR screening too. While AI has demonstrated 
far	better	diagnostic	ability	and	throughput	than	other	techniques,	
policy makers will have to address other concerns.

Assessment of whether existing resources would be able 
to deal with the increased referrals from a community-based 
model. This would include trained personnel, lasers, OPD, and 
surgical	resources	in	addition	to	support	staff,	keeping	in	mind	
that the estimated 1200 vitreo-retinal surgeons in India would 
have to manage 3.5 million referable DR in India alone. Expertise 
will need to be created to manage nonsurgical DR appropriately. 
Some	attention	would	also	need	to	be	paid	to	providing	care	for	
coexisting systemic conditions such as diabetic nephropathy, 
which are more prevalent in these individuals.

The number of referrals would depend on the positive 
predictive value of the tests. It is apparent from Table 1 that even 
in the best case scenario only 50% of those with referable DR, 
detected by AI, would actually have referable DR, according to 
the	reference	standard.	In	most	cases,	this	figure	is	closer	to	33%.	
The	other	concern	in	many	low	resource	settings	with	a	significant	
unoperated cataract population is that 30% of images are 
ungradable. If these are also to be referred for further evaluation, 
the health care system must be able to handle the additional 
load and arrange for appropriate referrals for cataract surgery. 
Policy makers would need to consider test accuracy and camera 
quality	while	making	decisions	on	appropriate	technology	for	
their system to minimize avoidable referrals and incorporating 
it within the larger blindness prevention framework.

Conclusion
AI assisting the DR screening program is a need for 
countries where there is a demand–supply mismatch, less 
ophthalmologists, and more patient with diabetes. In last 
5 years, there are several algorithms that have shown promise as 
far	as	accuracy	of	DR	classification	is	concerned.	However,	the	
health system also needs to be ready to cater with the increased 
load of cases of sight-threatening DR arising due to increase in 
screening once AI-based DR screening is deployed. The G20 AI 
principles provided a framework to guide the design of policy 
actions. Governments and policy makers should understand the 
challenges of AI in the health sector; accordingly, steps should 
be taken to ensure that AI in health is trustworthy.
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